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The vapor condensation onto a thin liquid film, induced by the reflection of a weak shock

wave, is studied by Molecular Dynamics atomistic simulations of a simple Lennard-Jones

fluid. Molecular Dynamics results provide reference flowfields for two models. The first

one adopts a hybrid continuum-kinetic description in which the liquid phase is described

by hydrodynamic equations, whereas the vapor is described by the Boltzmann equation.

The structureless liquid-vapor interface is replaced by a classical kinetic boundary condi-

tion. The second model is based on the Diffuse Interface full continuum description of

the Lennard-Jones fluid liquid, vapor and interface regions. For both models, the required

fluid thermodynamic and transport properties have been prescribed according to those of

Lennard-Jones fluid. Not unexpectedly, results show that the continuum-kinetic model

provides a good description of Molecular Dynamics results when the vapor is close to

ideal conditions, increasingly deviating from reference data when the vapor non-ideality

increases. The opposite behavior is found for the Diffuse Interface model. It is observed

that flow conditions exist where both models fail to provide a reasonably accurate descrip-

tion of reference flow properties.

a)Electronic mail: aldo.frezzotti@polimi.it

b)Electronic mail: paolo.barbante@polimi.it
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I. INTRODUCTION

The present work, which completes a previous study1, aims at assessing the capabilities of

kinetic and continuum models to describe evaporation and condensation phenomena in simple

fluids2,3, when the vapor phase can be no longer considered dilute or ideal. This condition is of

interest in the study of fuel droplets evaporation4 and explosive boiling5. If compared with the

large number of papers, devoted to clarify the role of kinetic effects in evaporation/condensation

phenomena involving a a dilute vapor phase6,7, the assessment of kinetic effects on dense vapor

flow is much less developed. In recent papers, the weak evaporation of a liquid film in presence of

a dense vapor8 and the formulation of kinetic boundary conditions for high pressure vapors9 have

been studied by Enskog-Vlasov kinetic model10,11. Although Enskog-Vlasov equation proved

to be a quite useful model to investigate two-phase flows with kinetic effects12–14, it has been

decided to base this still exploratory investigation of the effects of vapor non-ideality on evapora-

tion/condensation flows on the more realistic Lennard-Jones fluid15.

The selected test flow configuration to be simulated consists in the vapor condensation onto a thin

liquid film, initially in equilibrium with its vapor, at a prescribed temperature. Condensation is

induced by the vapor pressure and temperature increase following the reflection of a weak shock

wave, initially propagating through the vapor to impinge on the liquid surface. Shock reflection

from liquid films is a convenient way to study condensation processes, not only from the numeri-

cal but also from the experimental point of view. The technique has been extensively studied and

used to obtain experimental condensation coefficients of various liquids16,17. It is also to be noted

that vapor non-ideality is more easily produced and controlled in condensation than in evaporation

flows where liquid surface cooling tends to reduce the vapor pressure and bring flow conditions

closer to ideal. As explained below, the present study of condensation flows in a dense vapor is

based on the comparison of a set of non-equilibrium Molecular Dynamics18 simulations of the

Lennard-Jones fluid, at increasing initial temperatures, with the companion results of two differ-

ent models. The thermodinamic and transport properties required by the models formulation have

been assigned to match the corresponding properties of the Lennard-Jones fluid for a wide range

of fluid density and temperature. The first one is based on a mixed continuum-kinetic fluid de-

scription, the second is based on a classical Diffuse Interface model19. The first one describes the

vapor as an ideal gas, governed by the Boltzmann equation20 and it is expected to match Molecular

Dynamics results at low temperature when the vapor is nearly ideal21. The second one is known
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to fail predicting low temperature evaporation rates, lacking the capability of describing Knudsen

layers21. However, it is expected to provide a good description of Molecular Dynamics results

when the vapor density increases and kinetic effects play a negligible role. As shown below, the

two models help framing flow conditions in which kinetic effects shold be extended to non-ideal

fluids or Diffuse Interface models shold be extended to deal with kinetic regions. According with

paper aims, the following content is organized as follows: Section II describes the problem for-

mulation, Section III describes the models used to study the test problem, whereas results and

comparisons are presented in Section IV. Finally, Section V presents concluding remarks.

II. PROBLEM FORMULATION

The following problem formulation is taylored on the MD description and simulations setup,

depicted in Fig. 1. When studying the same system by the hybrid hydrodynamic-kinetic model

(HM) and diffuse interface model (DIM), domains and boundary conditions will be modified, as

required by each model pecularities.

At time t = 0, a planar, infinite liquid slab, of nominal thickness ∆z0 occupies the spatial do-

main S 0 = {(x,y,z) ∈ R3 : −∆z0

2
≤ z ≤ ∆z0

2
} in the laboratory reference frame. The liquid slab

is assumed to be initially in equilibrium with its vapor phase at temperature T 0. The vapor phase

occupies the region V
0 = {(x,y,z) ∈ R3 : ∆z0

2
< |z| < Z0

p}, union of the two gaps symmetrically

located with respect to the origin and delimited by the liquid-vapor interfaces and two infinite,

planar and perfectly reflecting pistons, initially located at ∓Z0
p, respectively. At time t = 0, the

pistons are impulsively set into a uniform motion with subsonic velocities ±Vp towards the in-

terfaces. The vapor compression produces two shock waves traveling towards the interfaces with

constant supersonic speed, with respect to the unshocked vapor. The properties of the fully devel-

oped shocks are determined by Vp through the Rankine-Hugoniot relationships. The interaction

of shocks with liquid surfaces causes the heating of the liquid slab and the reflection of the im-

pinging shocks towards the pistons. In order to control the temperature field in liquid, the center

of the liquid slab is kept at constant temperature T 0. After the reflected shock is fully formed,

each vapor region can be divided into a thin Knudsen layer, next to the interface, and a uniform

equilibrium region of increasing thickness, behind the reflected shock. Here, the temperature Tc

and pressure Pc are higher than in the initial equilibrium state, thus causing the vapor to condense

onto the liquid surface with subsonic velocity Vc. If the initial slab thickness and width of the
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TABLE I. Equilibrium LJ fluid properties

T 0 ρl ρv λv Z = p/ρvT 0

0.72 0.803 5.49e−03 21.60 0.953

0.80 0.761 1.226e−02 11.46 0.914

0.90 0.706 2.793e−02 4.785 0.844

1.00 0.641 5.705e−02 2.473 0.744

vapor gaps are properly chosen, the evolution of the system following shock reflection consists

in a fairly uniform increase of the slab thickness, due to quasi-steady condensation. Actually, the

temperature profile in the liquid slab, after a short transient phase, takes an almost linear shape

determined by T 0, the nearly constant temperature Ti(t) of the interface and the slowly evolving

slab thickness ∆z(t). In this quasi-steady subsonic condensation flow, Tc, Pc and the Mach num-

ber Mc are related by a relationship of the form Pc

Psat(Ti)
= Fsub(

Tc

Ti
,Mc)

7. The form of the function

Fsub, has been determined from kinetic theory, for a dilute monatomic7 and polyatomic gas22. The

condensation rate and the reflected shock properties, crucially depends on the mass, momentum

and energy transport through the interfaces7,23, hence the problem provides a useful test bench to

investigate the capabilities of models to describe such processes.

Table I lists equilibrium values of the liquid density ρl and the the vapor density ρv as a function

of a few selected values of the temperature T , along the coexistence line of the Lennard-Jones (LJ)

6−12 fluid15, adopted in this study.

As is well known, LJ fluid consists in an ensemble of structureless point atoms of mass m inter-

acting by the central potential

φLJ(r) = 4ε

[

(σ

r

)12

−
(σ

r

)6
]

(1)

In Eq. (1), r the distance between two interacting atoms, ε is the depth of the potential well,

whereas the length σ defines the effective range of atomic forces. Interatomic forces derived by

the φLJ(r) are directly used in the MD simulations described below. HM and DIM descriptions of

the LJ fluid are based on its thermodynamic and transport properties, respectively obtained from

Ref. 24 and Refs. 25–27. When necessary, corrections have been applied to take into account the

potential cutoff used in MD simulations. As in the rest of the paper, data are given in LJ units:

lenght is normalized to σ , time is normalized to σ
√

m
ε and mass to m. Table I also provides

values of the vapor phase mean free path λv and compressibility Z = PLJ(ρv,T )/ρvT as a function
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TABLE II. Incident shock properties as functions of unshocked gas temperature and piston speed. ρis and Tis

respectively denote the density and temperature behind the piston generated shock, prior to shock reflection.

Vis is the incident shock propagation velocity. Values within brackets refer to ideal, monatomic gas theory.

T 0 Vp
ρis

ρv

Tis

T 0 Vis

0.72 0.2 1.197 (1.193) 1.1280 (1.1263) 1.2130 (1.2368)

0.80 0.2 1.1909 (1.1825) 1.1239 (1.1196) 1.252 (1.2957)

0.90 0.2 1.1842 (1.1716) 1.1125 (1.1206) 1.2865 (1.3653)

1.00 0.2 1.1810 (1.1624) 1.1213 (1.1065) 1.311 (1.4311)

of T 0. The latter quantity provides a measure of the deviation of the vapor phase from the ideal

gas behavior. The mean free path λv has been estimated from from the vapor shear viscosity µ ,

following the dilute gas expression for hard sphere interaction28:

λv =
16µ

5
√

2πRT 0ρv

(2)

Although the concept of mean free path is strictly applicable only in the dilute gas limit, forcing

the application of Eq. (2) out its validity range provides a second, useful indication about the vapor

phase non-ideality, in addition to Z. The four equilibrium conditions listed in Table I have been

chosen to provide flow conditions ranging from near ideal to non-ideal, according with the aims

of the investigation.

Pistons velocity Vp has been set equal to 0.2 (in units of
√

ε/m) for all simulations, in order to

generate a shock which is weak enough to cause a modest temperature change in the liquid phase

but, at the same time, strong enough to be detected in the noisy MD simulations results of the

vapor phase.

Table II lists the values of the ratios ρis/ρv and Tis/T 0 as well as of the incident shock propagation

velocity Vis in the vapor at rest, before reflection at interfaces occurs. Shock properties have been

obtained by the numerical solution of the Rankine-Hugoniot relationships29 of the LJ vapor, using

the thermodynamic properties given in Ref. 24. For reference, the properties computed in the

limit of an ideal monatomic gas are also given, within brackets. Comparisons of the LJ values

with their corresponding ideal gas approximations shows slightly smaller propagation velocity

and larger density and temperature jumps across the shock.
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III. DESCRIPTION OF MATHEMATICAL AND NUMERICAL MODELS

This section is devoted to a succint description of the mathematical and numerical models and

tools, used to study the shock induced condensation in the flow geometry and conditions described

above. A detailed description, in particular of HM and DIM numerical treatment, has been given

in Ref. 21, where the evaporation of a liquid film in the dilute vapor regime has been investigated

by the same tools.

A. Molecular Dynamics

In this work, MD simulations are required to provide reference data to be used in the assess-

ment of HM and DIM capabilities to describe the same system.

Simulations have been performed by a MD code developed by one of authors (AF) and exten-

sively validated against literature data30. The motion of Na atoms, interacting by the potential

φLJ(r) is computed numerically by integrating Newton’s equations by the classical velocity Verlet

scheme31. The infinite system described above is approximated as the union of an infinite num-

ber of periodic replicas of a finite, rectangular fluid column of fixed side lengths Lx and Ly along

the two directions x and y, where periodic boundary conditions31 are applied, being parallel to

the liquid-vapor interfaces. The column extension along the direction normal to the interfaces,

spanned by the coordinate z, is delimited by the piston positions. The interaction of fluid atoms

with the pistons is described by purely repulsive, short range forces, normal to the planar piston

surfaces. More precisely, the force fields F
(∓)

z that left and right piston, respectively located at

∓Zp(t), exert on fluid atoms are given by the following expression:

F
(∓)

z = εσ 12 1

[z±Zp(t)]
13

(3)

Expressions (3) have been derived by the repulsive contribution of a one-dimensional 6 − 12

Lennard-Jones potential. The two parameters ε and σ have been assigned the same values (one,

in reduced LJ units) used for atomic interactions.

Interatomic forces have been computed according to the minimum image convention31, after trun-

cating atomic interactions of pairs whose relative distance r exceeds a specified cut-off radius rc.

A spatial grid, with a cell size of rc, has been used to index atoms and make the search of nearest

neighbors more efficient. Simulations of condensation have been performed by starting each com-

putation from an initial state in which a liquid slab, located in the center of the computational box,

6



is in equilibrium with its vapor at a specified temperature T 0. During non-equilibrium simulations,

a narrow central strip of the liquid slab is thermostatted at temperature T 0 by a simple Gaussian

thermostat31. Local values of the fluid macroscopic quantities have been obtained by sampling

microscopic states of atoms belonging to the same spatial cell. The cell system for macroscopic

quantities estimation is not the same used for atom indexing, having a resolution of a small frac-

tion of σ . The time evolution of the system macroscopic properties has been obtained by dividing

the total simulation duration into a number of time windows and computing time averaged system

properties in each window. The amplitude of the time window is small enough to make the inter-

face motion have a negligible effect on sampling spatial profiles. To further increase the number

of microscopic samples in the vapor phase, each time frame has been obtained by superposing the

results of 48 statistically independent parallel simulations of the (macroscopically) same system.

The LJ potential cut-off radius, rc, has been set equal to 3.0σ to keep the computational time

within reasonable limits. The simulation box lengths Lx and Ly have been set equal to 8rc (or 24σ )

for T 0 = 0.72,0.8 and reduced to 6rc for T 0 = 0.9 and to 4rc for T 0 = 1.0, where the denser vapor

phase allows for smaller simulation boxes. The number of atoms used in each of the 48 statistical

samples ranged from 42000 to 64000.

B. Diffuse interface model description

Including a DIM, in the present study of condensation flows, is suggested by the consideration

that kinetic effects in the vicinity of the liquid-vapor interface should gradually disappear when

the vapor phase density increases. Hence, it is expected that a hydrodynamic model might provide

a good description of flow properties.

As is well known19,32,33, the classical set of Navier-Stokes-Fourier equations can be given the

capability to describe interfacial phenomena by adding Korteweg’s capillary contribution to the

the stress tensor of a viscous fluid. More precisely, DIM is obtained from the following general

set of conservation laws:

∂ρ

∂ t
+∇ · (ρ~v) = 0 (4)

∂ρ~v

∂ t
+∇ · (ρ~v⊗~v+P) = 0 (5)

∂ρeT

∂ t
+∇ · (ρeT~v+P ·~v+~q) = 0 (6)
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by adopting the closures:

P = P(s)+τ (7)

τ =−µ
(

∇~v+∇~vT
)

−η (∇ ·~v)I (8)

P(s) =

(

p−Kρ∇2ρ − 1

2
K|∇ρ |2

)

I+K∇ρ ⊗∇ρ (9)

ρeT = ρe+
1

2
K|∇ρ |2 + 1

2
ρv2 (10)

~q =−κ∇T +Kρ (∇ ·~v)∇ρ (11)

In Equations (7-11), ρ , T , ~v, p(ρ ,T ) and e(ρ ,T ) are the fluid density, temperature, velocity, hy-

drostatic pressure and internal energy per unit mass, respectively. The total stress tensor P is

written as the sum of the viscous contribution τ and the static contribution P(s). In the viscous

part, µ(ρ ,T ) and η(ρ ,T ) are the fluid shear and volume viscosity coefficients, respectively. The

expression of P(s) contains Korteweg’s capillary stresses correction to the pure hydrostatic pres-

sure, which depends on density spatial derivatives, its intensity being determined by the function

K(ρ ,T ). Consistency with thermodinamics requires that terms associated with density gradients

are also added to the total energy density ρeT definition in Equation (10) and to the classical

Fourier contribution −κ∇T in Equation (11) to obtain the total heat flux~q, being κ(ρ ,T ) the fluid

thermal conductivity.

In order to make the DIM consistent with the properties of the Lennard-Jones (LJ) fluid, the equa-

tions of state p = p(ρ ,T ) and e = e(ρ ,T ) have been computed from the modified Benedict-Webb-

Rubin form, proposed in Ref. 24, which allows a very good approximation of the LJ fluid equilib-

rium MD data in a wide range of density and temperature. Simple mean field corrections allow

accurately taking into account the effects of the LJ potential cutoff on thermodynamic properties

of the LJ fluid24. Shear viscosity µ(ρ ,T ) and thermal conductivity κ(ρ ,T ) have been computed

from the expressions given in Ref. 25 and Ref. 26, respectively. The contribution of volume

viscosity to normal stresses has been neglected because the results suggested that vapor expan-

sion/compression occurs mainly in the low density flow region where volume viscosity is small.

A second simplification, made in many DIM based studies, consists in assuming the coefficient

K(ρ ,T ) to be independent from ρ and T , although its value has been made to depend on T 0. For

each computed solution, K(T 0) has been obtained by matching the MD computed equilibrium

density profile with the DIM equilibrium density profile. In spite of the simplification, excellent

agreement between equilibrium DIM and MD density profiles is obtained by a proper choice of
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K(T 0)21. It is also to be noted that little changes in the predicted flow properties have been found

when non constant K functions have been considered, in a previuos study21.

The governing equations (4), (5) and (6) are discretized in a fixed size domain by the finite volume

method described in Ref. 21. In the discretized DIM formulation, the mirror symmetry of the

MD domain has been exploited to compute flow properties in the positive half space z > 0. The

numerical piston, used in MD simulations, has been replaced by inflow boundary conditions for

density temperature and velocity, whose values are assigned the same values ρis, Tis and −Vp of the

companion MD simulations. The domain extension has been set wide enough to allow the prop-

agation of the incident shock and to ensure the onset of a quasi-steady flow behind the reflected

shock, before the latter reaches the boundary.

C. Hybrid continuum-kinetic model

At variance with MD and DIM which provide a unified description of the fluid, the model de-

scribed below is based on separate descriptions of the liquid and vapor phases. The presence of a

structurless interface is described by a kinetic boundary condition involving the distribution func-

tion of the vapor phase and the physical state of the liquid surface. As in the case of DIM, flow

properties are computed in the half-space z > 0, by a spatially one-dimensional, unsteady formu-

lation of the model. More precisely, the computional domain consists in the interval 0 < z < Zp(t),

being Zp(t) the postion of a specularly reflecting piston, moving toward the interface, with veloc-

ity −Vp. The interval is divided into the liquid region, extending from z = 0 to z = Zi(t), and the

vapor region, extending from the interface position, z = Zi(t), to Zp(t).

The fluid flow in the vapor region is described by the following unsteady, one-dimensional Boltz-

mann equation for a dilute gas of hard spheres of diameter σhs
20:

∂ f

∂ t
+ξz

∂ f

∂ z
=

σ 2
hs

2

∫

[ f (z,ξ ∗
1 , t) f (z,ξ ∗, t)− f (z,ξ1, t) f (z,ξ , t)]‖k̂◦ξr‖d2k̂dξ1. (12)

In Eq. (12), k̂ is a unit vector which assigns the relative position of two colliding atoms at the time

of their impact with velocities ξ , ξ1 and relative velocity ξr = ξ1 − ξ . The velocities ξ ∗ and ξ1

respectively transform into ξ , ξ1 in a restituting collision20 according to the following expressions:

ξ ∗ = ξ +(k̂◦ξr)k̂, ξ ∗
1 = ξ1 − (k̂◦ξr)k̂ (13)

The value of hard sphere diameter σhs has been computed from the LJ viscosity at temperature T 0.

This simplifying choice has been dictated by the observation that (a) temperature variations are
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small in the present flow settings and (b) Knudsen layer structure does not seem to be very sensitive

to the assumed intermolecular potential once transport properties values have been assigned34.

HM results presented here have been obtained from solving Eq. (12) by a quite standard DSMC

scheme35 on a regular spatial grid, following the interface motion. The grid size has been set

equal to λv/10 and not less than three millions simulation particles have been used to obtain the

necessary sample size in an unsteady flow.

The liquid film in the domain 0 < z < Zi(t) is described by the energy equation:

ρCp
∂T

∂ t
=

∂

∂ z

(

κ
∂T

∂ z

)

(14)

Eq. (14) is solved by assigning the constant temperature T (0, t) = T 0 in the center of the liquid

slab and the energy flux at z = Zi(t), obtained by the relationship:

−κ
∂T

∂ z
−ρVie(ρ ,T ) =

m

2

∫

ξ 2 (ξz −Vi) f (Zi,ξ , t)dξ (15)

expressing equality of energy fluxes on the liquid and vapor sides of the interface whose velocity

is Vi(t) = Żi(t). Eq. (14) is supplemented with the following simplified form of the balance of

momentum equation in the z direction:

Pzz(t) = p(ρ ,T ) = m

∫

ξz (ξz −Vi) f (Zi,ξ , t)dξ (16)

and by the following interfacial mass balance equation, which determines Vi(t):

−ρ(Zi, t)Vi = ṁ = m

∫

(ξz −Vi) f (Zi,ξ , t)dξ . (17)

In deriving Eq. (17), it has been assumed that the tiny velocity field in the liquid, caused by its

thermal expansion/contraction, can be neglected. To derive Eq. (16), it has additionally been

assumed that, due to the slow time evolution of liquid properties, the pressure in the liquid is

uniform and equal to the momentum flux at the vapor liquid boundary. Finally, the coupling

between the liquid and vapor phases is completed by the following kinetic boundary condition for

the Boltzmann equation, at z = Zi(t).

f (Zi,ξ , t) =
σcns(Ti)+(1−σc)n

−

(2πRTi)3/2
exp

{

− ξ 2

2RTi

}

, ξz > 0 (18)

n− =

√

2π

RTi

∫

(ξz −Vi) f (Zi,ξ , t)dξ , ξz <Vi (19)

According to a quite standard formulation of molecular scattering and emission at the liquid-vapor

interface, Eqs. (18,19) are based on the assumption that both spontaneously evaporating and re-

flected molecules have a Maxwellian distribution, characterized by the interface temperature Ti(t),
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the saturated vapor density ns(Ti) and the evaporation/condensation coefficient σc
23, which deter-

mines the fraction 1−σc of total impinging flux (given by Eq. (19)) which is reflected back to the

vapor phase.

It should be observed that the velocity of the interface Vi appears in the expression of the vapor

flux impinging on the interface (see Eq. (19)), to take into account the motion of the vapor-liquid

boundary. However, no drift velocity has been considered in the Maxwellian distribution function

of spontaneously evaporating atoms, as given by Eq. (18), since the liquid bulk, from which evap-

orating atoms are emitted, is macroscopically at rest, as shown in Figs. 5, 8, 11. The velocity of

the interface is not related to the mean velocity of the liquid bulk behind the interface, but it is

the result of vapor deposition, in the case of condensation, or removal of molecular layers from a

liquid at rest, in the case of evaporation. Actually, the half-space Maxwellian distribution function

in Eq. 18 has been found to provide a very good fit of MD simulations of evaporation into vacuum,

where the interface recedes (see Ref. 30 and references therein). That said, it should also be ob-

served that the particular Maxwellian form in Eq. (18) is justified in equilibrium conditions, but it

could deviate from the actual distribution function out of equilibrium. Non-Maxwellian distribu-

tion function shapes have been observed and/or proposed in several studies12,36–38. Assessing the

effects of non-Maxwellian molecular evaporation flux goes beyond the aims of the present work

where the simplest evaporation model has been considered, for the moment.

Equation (14) is solved numerically by a simple finite volume scheme on a grid whose cell bound-

aries move, following the thermal deformation of the liquid. All cells, except the boundary cell

in contact with the vapor, contain a constant amount of liquid mass. The size, and mass of the

boundary cell are updated according to Eq. (17). When its size, because of vapor condensation,

exceeds a given threshold, the boundary cell is split into two cells conserving mass and energy.

The discretized temperature and density fields are updated in two steps. First, a provisional tem-

perature field is computed taking into account energy conduction, according to Eq. (14). Then,

final values of density and temperature are computed according to local adiabatic transformations

which produce the same pressure in each space cell. At the end of this second step, the positions

of cell boundaries are updated, taking into account of mass conservation.
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IV. RESULTS AND COMPARISONS

This section is devoted to describing and discussing the results obtained by the three models

presented in the previous sections. As stated above, the role of Molecular Dynamics is to provide

benchmark solutions, although affected by statistical noise. The kinetic model is expected to pro-

vide a good description of the flow when the vapor is close to ideal conditions, whereas the diffuse

interface model is expected to perform well when vapor density increases.

Before presenting more detailed comparisons, based on the profiles of macroscopic quantities, it

is interesting to compare the time evolution of the liquid-vapor interface position Zi(t) during the

condensation process. In the case of MD and DIM, Zi(t) has been obtained as the position of the

maximum of ||∂ρ
∂ z
(z, t)||.

Figure 2 shows the displacements of the liquid-vapor interface during the condensation process fol-

lowing the incident shock impingement on the liquid surface. Results refer to MD, HM and DIM

simulations in which the initial equilibrium temperature T 0 takes the values 0.72,0.8,0.9,1.0, re-

spectively. The nominal initial liquid film thickness, obtained from the position where the density

profiles has the maximal slope, is respectively equal to 57.8,54.2,80.2,68.2. Piston speed Vp has

been set equal to 0.2 in all four cases presented here. A number of similar simulations with dif-

ferent combinations of liquid film thickness and piston speed settings have been performed and

showed similar behaviors as to the comparison of HM and DIM with respect to MD reference

data.

In each panel of Figure 2, the curves obtained by the different models have been synchronized

(time shifted) on the MD condensation onset, marked by the initial Zi(t) ramp, following the

constant equilibrium value. Synchronization is not strictly necessary but convenient to compare

interface displacements after shock impingement. HM and DIM have, in general, their own differ-

ent shock arrival time. The former because the ideal shock propagation velocity differs from the

non-ideal one, the latter because each DIM simulation starts with a shock already formed at some

distance from the interface.

Inspecting the four panels of Figure 2 shows that HM well reproduces the time evolution of the

interface displacement computed by MD, at T = 0.72. For this particular case, a sensitivity anal-

ysis of the effects of the condensation coefficient σc has been conducted. The results show that

the closest agreement with MD data is obtained for σc = 1. It is to be noted that the simulated

condensation flows exhibit stronger sensitivity to σc than the evaporation flows studied in Ref. 21.
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There, reference MD data could be matched by HM simulations, with comparable accuracy, in the

range 0.8 ≤ σc ≤ 1.

As T 0 is increased, vapor non-ideality causes HM results to increasingly deviate from MD data.

The opposite behavior is observed for DIM simulations which, as it happened for evaporation

flows21, give a poor description of low density vapor flows. However, the discrepancies between

DIM and MD reduce as T 0 is increased and, for T 0 > 0.8, DIM is more accurate than HM, although

some deviation still persists at T 0 = 1.0. The following comparisons of density, temperature and

velocity profiles provide further insight about the predictions of HM and DIM. Figures 3-11 show

flowfield profiles taken at a time when the reflected shock is fully developed and the interface is

advancing with nearly constant velocity, as shown in Fig. 2. In view of the indications given by

the evolution of the interface displacements, only profiles of the cases T 0 = 0.72,0.9,1.0 will be

shown. The two extreme T 0 values are representatives of cases where either the kinetic or the

continuum model shows good agreement with reference data. The intermediate value T 0 = 0.9

represents a case where more or less pronounced deviations from reference data are present both

in the kinetic and continuum description. Figure 3 compares the MD density profile to HM (left

panel) and DIM (right panel) predictions. The initial equilibrium temperature T 0 is 0.72, in this

case. Therefore, the low vapor density causes a correspondingly low condensation rate which only

slightly perturbs the density profile in the liquid. The agreement of HM model density with MD

is good, considering that, in the hybrid continuum-kinetic treatment of the flow, the interface has

no structure. Hence, the liquid bulk extends up to the middle of the MD liquid-vapor interface,

marked by the maximum of the modulus of the MD density gradient (dashed red line). The com-

parison of DIM density profile has to take into account that DIM considerably underestimates the

condensation rate, for T 0 = 0.72. Hence, DIM interface position is behind MD one. To help com-

paring DIM and MD density profiles, a copy of the former has been translated to the right and

superposed to the latter. DIM density in the liquid is slightly higher as compared to MD. This be-

havior is consistent with DIM temperature profile, shown in Fig. 4, which appears to be lower than

the reference MD profile, both in the liquid and in the vapor. Also, DIM profile does not exhibit

the interface temperature jump. produced by the MD simulation. The latter is well reproduced by

HM, whose agreement with MD profile is good in both phases. The large discrepancy between

DIM and MD velocity profiles (Fig. 5), in the vicinity of the liquid-vapor interface, is consistent

with DIM underestimation of the condensation rate. On the contrary, the good HM estimate of

condensation rate is confirmed by the good agreement of HM and MD velocity profiles in the va-
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por (Fig. 5). As one might anticipate on the basis of Fig. 2c, at T 0 = 0.9 DIM flowfield description

has considerably improved, whereas HM deviations from MD results are larger than in the lower

temperature, described above.

Figure 6 compares the HM (left panel) and DIM (right panel) density profiles in the interface re-

gion. Both models match MD data well but HM density profile very slightly overestimates the

liquid density. This result is in agreement with the slightly lower temperature profile in the liquid,

obtained by HM, shown in Fig. 7b, whereas overall good agreement is obtained for the temper-

ature profile in the vapor phase, as shown in Fig. 7a. The companion DIM temperature profiles,

shown on the right panels of Fig. 7, show a slightly better agreement with MD in particular in the

liquid region. At T 0 = 0.9, the observed HM and DIM deviations from MD condensation rate are

more evident from the respective velocity profiles, rather than from the density and temperature

profiles. As shown in Fig. 8, MD vapor macroscopic velocity in the z direction has higher average

intensity than the corresponding quantity computed by DIM and HM. Both models underestimate

the MD condensation rate but DIM discrepancy is smaller.

As anticipated by the comparisons of condensation rates (Fig. 2d), at T 0 = 1.0 DIM performs

definitely better than the hybrid continuum-kinetic model which is based on a dilute vapor phase

description. A strong discrepancy between MD and HM is observed in the liquid density profile

and, to a lesser extent, in the vapor phase, next to the liquid vapor boundary (see Fig. 9). On the

contrary, DIM density profile shows a very good agreement with MD data, in the vapor and liquid

regions as well as in the interface (see Fig. 9). HM and DIM temperature profiles are shown in

Fig. 10, on the left and right panel, respectively. As expected, HM higher liquid density profile re-

flects the lower liquid temperature observed in Fig. 10b. HM vapor temperature in the equilibrium

region behind the reflected shock is also lower than the average value of MD simulation. At the

right boundary of the z interval of Fig. 10a it is possible to spot the front of the HM shock already

reflected by the advancing piston, because of the higher HM reflected shock velocity.

As it happens for density, DIM temperature profile is in very good agreement with MD profile.

The comparisons are completed by showing HM and DIM velocity profiles in Fig. 11. It is seen

that, for this temperature value, the behavior of HM and DIM is exchanged with respect to the

results found for T 0 = 0.72. The smaller intensity of HM velocity explains why the condensa-

tion rate of the continuum-kinetic model is smaller than the reference value. On the other hand,

the better agreement of DIM and MD velocity profiles explains why the continuum model, with

its consistent description of the non-ideal LJ fluid, produces a better prediction of the reference
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condensation rate.

V. CONCLUSIONS

The study described in the present paper is based on a small number of simulations of shock

induced condensation flows, in conditions of increasing vapor non-ideality. The Lennard-Jones

fluid has been simulated by three different computational methods, each reflecting a different de-

scription level of the same fluid. Although further simulations will be necessary to improve the

accuracy and extend the number of studied cases, the available comparisons of MD reference sim-

ulations with the hybrid continuum-kinetic model (HM) results, based on a kinetic equation for a

dilute vapor, shows that the latter provides a good description of condensation flow at the lowest

temperature value considered in the study. HM results also show that unit condensation coefficient

has to be assumed to match MD results. As the temperature of the unshocked vapor increases and

the vapor non-ideality increases HM results deviate from reference, as expected. The fully contin-

uum Diffuse Interface model (DIM) has the capability of handling both fluid phases by the same

equations set. However, being based on Navier-Stokes-Fourier closures fails to describe kinetic

effects. As expected, DIM deviates from MD results at low temperature when kinetic effects are

stronger. However, as temperature increases, it is expected that the Knudsen layer, close to liquid-

vapor interface, gradually disappears. Actually, the obtained results indicate that DIM description

becomes more accurate as the vapor non-ideality increases. The obtained results indicate that

there exist a range of flow conditions where the vapor phase is not ideal enough to guarantee the

validity of a traditional kinetic description that neglects vapor non-ideality and not dense enough

for a hydrodynamic description that includes vapor non-ideality but neglects kinetic effects.

The attempt to include kinetic effects into non-ideal fluid has to face the problem of a limited

development of the kinetic theory of dense gases39. A possible way to give DIM the capability to

include the description of kinetic layers is to extend moments methods developed for the Boltz-

mann Equation40 to kinetic models for liquid-vapor systems out of equilibrium10–12,14. Although

preliminary work along this research line has been done41, the complexity of equations require

further developments.
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Figures and captions

FIG. 1. Left panel: Schematic representation of MD simulation domain and setup. The central red strip

indicates the central thermostatted liquid slice. Spatial scales are arbitrary.

Right panel: Snapshot of atoms positions within the MD shock tube, at time t = 1600 of a MD simulation

with T 0 = 0.9 and Vp = 0.2. The central region of the picture shows the roughly parallelepipedal liquid

column, whereas the upper right region shows the shocked vapor, whose atoms are marked by red color.
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FIG. 2. Comparisons of MD, DIM and HM time histories of interface position during condensation. In

all panels ◦: MD; Black solid lines: HM, σc = 1.0; Red solid lines DIM. (a) - T 0 = 0.72, Vp = 0.2 ,

dashed line: σc = 0.9, dot-dashed line: σc = 0.8 ; (b) - T 0 = 0.8,Vp = 0.2; (c) - T 0 = 0.9,Vp = 0.2; (d) -

T 0 = 1.0, Vp = 0.2.
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FIG. 3. Comparisons of MD, DIM and HM density profiles during condensation. T 0 = 0.72, Vp = 0.2. (a)

- Solid black line: MD density profile; red dashed line: modulus of MD density gradient; ◦: HM density

profile in the liquid; •: HM density profile in the vapor. (b) - Solid black line: MD density profile; red solid

line: DIM density profile; red dashed line: shifted DIM density profile.

0 100 200 300 400 500 600 700 800 900 1000
0,6

0,7

0,8

0,9

1

T

0 10 20 30 40 50 60 70 80 90 100
z

0,6

0,7

0,8

0,9

1

T

(b)

(a)

0 100 200 300 400 500 600 700 800 900 1000
0,6

0,7

0,8

0,9

1

T

0 10 20 30 40 50 60 70 80 90 100
z

0,6

0,7

0,8

0,9

1

T

(d)

(c)

FIG. 4. Comparisons of MD, DIM and HM temperature profiles during condensation. T 0 = 0.72, Vp = 0.2.

(a) - ◦ MD temperature profile; solid red line: HM temperature profiles in liquid and vapor phase. (b) -

Enlarged view of MD and HM temperature profiles in the interface region. (c) - ◦ MD temperature profile;

solid red line: DIM temperature profiles in liquid and vapor phase. (d) - Enlarged view of MD and DIM

temperature profiles in the interface region.
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FIG. 5. Comparisons of MD, DIM and HM velocity profiles during condensation, T 0 = 0.72, Vp = 0.2.

◦ MD: velocity profile; Solid black line: HM velocity profile in the vapor; Solid red line: DIM velocity

profile.
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FIG. 6. Comparisons of MD, DIM and HM density profiles during condensation. T 0 = 0.9, Vp = 0.2. (a)

- Solid black line: MD density profile; red dashed line: modulus of MD density gradient; ◦: HM density

profile in the liquid; •: HM density profile in the vapor. (b) - Solid black line: MD density profile; red solid

line: DIM density profile.
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FIG. 7. Comparisons of MD, DIM and HM temperature profiles during condensation. T 0 = 0.9,Vp = 0.2.

(a) - ◦ MD temperature profile; solid red line: HM temperature profiles in liquid and vapor phase. (b) -

Enlarged view of MD and HM temperature profiles in the interface region. (c) - ◦ MD temperature profile;

solid red line: DIM temperature profiles in liquid and vapor phase. (d) - Enlarged view of MD and DIM

temperature profiles in the interface region.
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FIG. 8. Comparisons of MD, DIM and HM velocity profiles during condensation, T 0 = 0.9, Vp = 0.2.

◦ MD: velocity profile; Solid black line: HM velocity profile in the vapor; Solid red line: DIM velocity

profile.
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FIG. 9. Comparisons of MD, DIM and HM density profiles during condensation. T 0 = 1.0, Vp = 0.2. (a)

- Solid black line: MD density profile; red dashed line: modulus of MD density gradient; ◦: HM density

profile in the liquid; •: HM density profile in the vapor. (b) - Solid black line: MD density profile; red solid

line: DIM density profile.
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FIG. 10. Comparisons of MD, DIM and HM temperature profiles during condensation. T 0 = 1.0,Vp = 0.2.

(a) - ◦ MD temperature profile; solid red line: HM temperature profiles in liquid and vapor phase. (b) -

Enlarged view of MD and HM temperature profiles in the interface region. (c) - ◦ MD temperature profile;

solid red line: DIM temperature profiles in liquid and vapor phase. (d) - Enlarged view of MD and DIM

temperature profiles in the interface region.
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FIG. 11. Comparisons of MD, DIM and HM velocity profiles during condensation, T 0 = 1.0, Vp = 0.2.

◦ MD: velocity profile; Solid black line: HM velocity profile in the vapor; Solid red line: DIM velocity

profile.
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