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ABSTRACTIMPROVED RANGE ESTIMATION USING SIMPLEINFRARED SENSORS WITHOUT PRIORKNOWLEDGE OF SURFACE CHARACTERISTICSR. C�a�gr� Y�uzba�s�o�gluM.S. in Electrical and Electronics EngineeringSupervisor: Prof. Dr. Billur BarshanSeptember 2004
This thesis describes a new method for range estimation using low-cost in-frared sensors. The intensity data acquired with infrared sensors depends highlyon the surface properties and the con�guration of the sensors with respect to thesurface. Therefore, in many related studies, either the properties of the surfaceare determined �rst or certain assumptions about the surface are made in orderto estimate the distance and the orientation of the surface relative to the sen-sors. We propose a novel method for position estimation of surfaces with infraredsensors without the need to determine the surface properties �rst. The methodis relatively independent of the type of surface encountered since it is based onsearching the maximum value of the intensity rather than using absolute intensityvalues for a given surface which would depend on the surface type. The method isveri�ed experimentally with planar surfaces of di�erent surface properties. An in-telligent feature of our system is that its operating range is made adaptive basedon the intensity of the detected signal. Three di�erent ways of processing theintensity signals are considered for range estimation. The overall absolute meanerror in the range estimates has been calculated as 0.15 cm in the range from10 to 50 cm. The cases where the azimuth and elevation angles are nonzero areconsidered as well. The results obtained demonstrate that infrared sensors can beused for localization to an unexpectedly high accuracy without prior knowledgeof the surface characteristics.Keywords: infrared sensors, Phong illumination model, range estimation, surfacelocalization, optical sensing. iii



�OZETKIZILBER_IS_I ALGILAYICILARDAN ELDE ED_ILENS_INYALLERLE Y�UZEY �OZELL_IKLER_INDENBA�GIMSIZ UZAKLIK KEST_IR_IM_IR. C�a�gr� Y�uzba�s�o�gluElektrik ve Elektronik M�uhendisli�gi, Y�uksek LisansTez Y�oneticisi: Prof. Dr. Billur BarshanEyl�ul 2004
Bu tezde, d�u�s�uk maliyetli k�z�lberisi alg�lay�c�larla uzakl�k kestirimi i�cin yenibir y�ontem ileri s�ur�ulmektedir. Bu tip alg�lay�c�lardan elde edilen ye�ginlik�ol�c�umleri b�uy�uk �ol�c�ude y�uzeyin �ozelliklerine ve alg�lay�c�lara g�ore olan konu-muna ba�gl�d�r. Bu nedenle, k�z�lberisi alg�lay�c�larla yap�lan �onceki �cal��smalarda,y�uzeylerin konum kestirimi i�cin �oncelikle y�uzey �ozellikleri �c�kar�lmakta veyay�uzeyle ilgili baz� varsay�mlarda bulunulmaktad�r. Bu �cal��sma ise y�uzey�ozelliklerine gerek duymaks�z�n, konum kestirimi i�cin yeni bir y�ontem ileris�urmektedir. �Onerilen y�ontem, y�uzey �ozelliklerine ba�gl� olan mutlak ye�ginlikde�gerlerini kullanmak yerine en b�uy�uk ye�ginlik de�gerinin yerini bulmaya dayal�oldu�gundan, y�uzey tipinden g�oreceli olarak ba�g�ms�zd�r. �Onerilen y�ontem, farkl��ozelliklere sahip d�uzlemsel y�uzeyler kullan�larak deneysel olarak do�grulanm��st�r.Deneysel �cal��smalarda kulland��g�m�z sistemimizin ak�ll� bir �ozelli�gi �cal��smaalan�n�n �ol�c�ulen ye�ginlik de�gerlerine ba�gl� olarak kendili�ginden ayarlanabilme-sidir. Uzakl�k kestirimi i�cin, ye�ginlik �ol�c�umleri �u�c farkl� y�ontemle i�slenmektedir.10{50 cm aras�na yerle�stirilen y�uzeylerin konum kestiriminde, ortalama mut-lak hata 0.15 cm olarak ger�cekle�smi�stir. Konum ve bak��s a�c�lar�n�n s�f�rdanfarkl� oldu�gu durumlar da incelenmi�stir. Elde edilen sonu�clar g�ostermektedirki, k�z�lberisi alg�lay�c�lar, �onerilen y�ontemle �ozellikleri bilinmeyen bir y�uzeyiny�uksek do�grulukla konum kestiriminde kullan�labilirler.

Anahtar s�ozc�ukler : k�z�lberisi alg�lay�c�lar, Phong ayd�nlanma modeli, uzakl�kkestirimi, y�uzey konumland�rma, optik alg�lama.iv
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Chapter 1
INTRODUCTION
Sensing the environment is essential for intelligent robots. Ultrasonic and infraredsensors are commonly used and relatively low-cost sensing modalities to performthis task [1]. Infrared sensors may be preferable to ultrasonic sensors due totheir narrower beamwidth and have a wide variety of applications in safety andsecurity systems, process control, robotics and automation and remote sensing.Infrared sensors are used in pattern recognition for tasks such as face identi�ca-tion [2], automatic target recognition [3], target tracking [4], automatic vehicledetection [5], remote sensing [6], detection and identi�cation of targets in back-ground clutter [7, 8], and automated terrain analysis [9].Other studies using infrared sensors include simple object and proximity detec-tion, counting [10, 11], distance and depth monitoring [12], oor sensing, positioncontrol [13], obstacle/collision avoidance, and machine vision systems [14]. In-frared sensors are used in door detection [15], mapping of openings in walls [16],as well as monitoring doors/windows of buildings and vehicles, and as \lightcurtains" for protecting an area. In [17], an automated guided vehicle detectsunknown obstacles by means of an \electronic stick" consisting of infrared sen-sors, using a strategy similar to that adopted by a blind person. Other researchershave dealt with the fusion of information from infrared and sonar sensors [18, 19]and infrared and radar systems [20, 21].1



CHAPTER 1. INTRODUCTION 2Infrared sensors are also widely used in robotics. In [22], infrared proximitysensing for a robot arm is discussed. Following this work, [23] describes a robotarm completely covered with an infrared skin sensor to detect nearby objects.In another study [24], the properties of a planar surface at a known distancehave been determined using the Phong illumination model [25], and using thisinformation, the infrared sensor employed has been modeled as an accurate range�nder for surfaces over the range 5 to 23 cm. The greatest error over the range10 to 16 cm has been calculated as 0.2 cm, whereas for the ranges lower than 10cm the error incraesed to 0.5-0.6 cm. Reference [26] also deals with determiningthe range of a planar surface. By incorporating the optimal amount of additivenoise in the infrared range measurement system, the authors were able to im-prove the system sensitivity and extend the operating range of the system. Anumber of commercially available infrared sensors are evaluated in [27] for spaceapplications. References [28, 29] describe a passive infrared sensing system whichidenti�es the locations of the people in a room. Infrared sensors have also beenused for automated sorting of waste objects made of di�erent materials [30, 31].Typically, infrared sensors are used as a pair, one as an emitter and theother as a detector. The emitted light reected from the target is detected bythe detector. The intensity of the light detected depends on several parametersincluding mainly the surface properties and the relative orientation of the emitter,the detector, and the target. Therefore, the intensity data is often not reliableenough to make su�ciently accurate range estimates. One way to overcome thisproblem is to �rst determine the surface parameters [24, 32]. In [32], the rangeerrors have reached to a few cm over the range 20 cm to 100 cm. Alternatively,template-based [33] and rule-based approaches [34] can be used to di�erentiateobjects of di�erent geometries. In [35], surfaces of the same geometry but madeof di�erent materials are di�erentiated with an approach similar to that usedin [33]. Another approach to the problem, taken in this study, is to con�gure theemitter and the detector to reduce the number of parameters involved.In this study, we use a pair of sensors (Figure 1.1), one as emitter, and theother as detector. The emitter and the detector are mounted on a vertical linearplatform on which they can be moved independently along a straight line as



CHAPTER 1. INTRODUCTION 3shown in Figure 1.2. Both sensors make a predetermined angle() with the linearplatform on which they slide. The reason that the linear platform stands verticallyand not horizontally is that in many typical indoor environments, there is muchless variation in depth in the vertical direction when compared to the horizontal,and this eliminates some complications in range estimation. The basic idea ofour method is that, while the sensors are being moved, the detector reading ismaximum at some positions and the corresponding positional values of the sensorscan be used for range estimation with suitable processing of the infrared intensitysignals. To realize this idea, the detector slides along the platform to collectintensity data and these data are compared to �nd the maximum in magnitude,for a given position of the emitter. The position of the detector, corresponding tothe maximum intensity data, is recorded together with the corresponding baselineseparation, which is the distance between the emitter and the detector. Thedistance to the surface is then estimated based on this information in a waywhich is relatively independent of surface type, as will be explained in moredetail in Section 2. The system can be viewed as a triangulation system tuned formaximum intensity data. Since the method is based on searching the maximumvalue of the intensity rather than using absolute intensity values for a given surfacewhich would depend on the surface type, it is relatively independent of the typeof surface encountered. As long as intensity data are available over a given rangeof detector positions, range is estimated relatively independently of surface type.This is the main di�erence of our approach from the earlier attempts to estimaterange with infrared sensors where the highest accuracy achieved is 0.25 cm in therange from 10 to 20 cm.The organization of this thesis is as follows: in Chapter 2, the range estimationtechnique proposed in this study is described in detail. Experimental veri�cationis presented in Chapter 3 where details of the experimental setup and experi-mental results under di�erent conditions are provided. Three di�erent ways ofprocessing the infrared intensity signals are considered and evaluated. In the �nalchapter, conclusions are drawn and directions for future research are indicated.
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Figure 1.1: A closeup view of the infrared sensor.

Figure 1.2: The experimental setup used in this study.



Chapter 2
POSITION ESTIMATION
The method presented in this study is based on the Phong IlluminationModel [25], which is frequently used in computer graphics applications. Thismodel combines the three types of reection, which are ambient, di�use, andspecular reection, in a single formula:I = Iaka + Ii[kd(~l:~n)] + Ii[ks(~t:~v)m] (2.1)Here, Ia and Ii are the intensities of ambient and incident light, ka, kd, andks are the coe�cients of ambient, di�use, and specular reections for a givenmaterial, m is the specular fall-o� factor, and ~l ; ~n ;~t ; ~v are the unit vectors rep-resenting the direction of the light source, the surface normal, the reected light,and the viewing point, respectively, as shown in Figure 2.1. In di�use or Lam-bertian reection, represented by the second term in Equation (2.1), the incidentlight is scattered equally in all directions as shown in Figure 2.2. However, theintensity of the reected light is proportional to the cosine of the angle betweenthe incident light and the surface normal. This is known as Lambert's cosinelaw [36]. In specular reection, represented by the last term in Equation (2.1),light is reected such that the angle of incidence equals the angle of reection asshown in Figure 2.1. In this study, the ambient reection component, which isthe �rst term in the above sum, is minimized, in fact zeroed by an infrared �lter,covering the detector window. Therefore, the reected intensity is a combination5
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Figure 2.2: Di�use reection at di�erent angles of incidence.of di�use and specular components.The position of the sensors with respect to the surface is described in sphericalcoordinates using r (range), � (azimuth angle), and � (elevation angle) as shown inFigure 2.3. It is essential to name two critical features for clarifying the geometryof the setup depicted in Figure 2.3. The �rst is the sensor plane, on which theemitter, the detector, and their line of sights lie. The second is the line of interest,which is the intersection of the sensor plane with the target surface. It is the linefrom which the distance is measured or calculated. In our case, � has a vitalpriority over � as will be explained below. Therefore, determining whether �equals zero or not is the �rst step to take.
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CHAPTER 2. POSITION ESTIMATION 8The cases for � = 0� and � 6= 0� are investigated separately in the followingtwo subsections.2.1 Surfaces with � = 0�When � is zero, the line of interest is parallel to the baseline of the sensors(Figure 2.4). In order for � to equal zero, the following two conditions should besatis�ed:� All maximum intensity data for di�erent positions of the emitter shouldbe equal to each other within some given error tolerance since the sensorplatform and the line of interest are parallel.� Measured baseline separations corresponding to the maximum intensitydata should be equal to each other again within some given error toler-ance.Once it is detected that � = 0�, the next step is to determine �. In fact, thevalue of � is not needed for range estimation. To show this, let us �rst considerthe simple case where both � and � are equal to zero.2.1.1 � = 0�; � = 0�When � and � are both equal to zero, both specular and di�use reection com-ponents are e�ective. Due to specular reection properties, the detector sensesthe maximum specular reection component at position 1 where  i =  r =  asshown in Figure 2.5. Although di�usely reected light is scattered equally in alldirections as shown in the �gure, the detector senses the di�use reection compo-nent maximally again at position 1 where there is a component of the reectionin alignment with the detector line of sight, as shown in Figure 2.5. Therefore,di�use and specular reection components act the same way to maximize the de-tector reading when the emitter and the detector are equidistant from the surface
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CHAPTER 2. POSITION ESTIMATION 15The whole procedure to �nd the distance between the line of interest and thebaseline of the sensors can be summarized as follows:� If � is not zero, (a2 � a1)=d ratio is found and the corresponding � value isextracted using linear interpolation on the (a2 � a1)=d versus � curve.� Once � is known, tan � can be found by interpolating on the tan � versus �curve.� Once tan � is known, the distance from the mid-point of emitter-detectorseparation to the line of interest is found using either of the following equa-tions: r1 = a1 tan �r2 = a2 tan � (2.4)where r1 is the distance from the midpoint of emitter/detector pair to the line ofinterest for the �rst position of emitter and r2 is the same for the second positionof the emitter.



Chapter 3
EXPERIMENTALVERIFICATION
3.1 Experimental SetupThe experimental setup (Figure 1.2) is composed of a vertical linear platform,two stepper motors, two infrared sensors and a 10-bit A/D converter chip, allof which are controlled by a single PC with two parallel ports. The setup alsoincludes interface circuits where needed. The data sheets of the above mentionedcomponents of the system are given in Appendix B.Both of the infrared sensors [37] used in this study include an emitter and adetector in a metal casing (Figure 1.1). However, to use the sensors as a separateemitter-detector pair, the detector of one of the sensors and the emitter of theother are inhibited by covering them with an appropriately sized opaque material.The emitter and the detector both make a pre-determined angle ( = 60�) withthe platform on which they slide, as shown in Figure 2.4.The sensors work with 20{28 V dc input voltage and provide analog outputvoltage proportional to the measured intensity reected o� the target. The win-dow of the operational detector has been covered with an infrared �lter by the16



CHAPTER 3. EXPERIMENTAL VERIFICATION 17manufacturer to minimize the e�ect of ambient light on the intensity measure-ments. Indeed, when the emitter is turned o�, the detector reading is essentiallyzero. The sensitivity of the device can be adjusted with a potentiometer to set theoperating range of the system. The detector output is interfaced to the PC afterit is processed by a 10-bit microprocessor-compatible A/D converter chip havinga conversion time of 100 �sec and 10 mV resolution. Initially, we used an 8-bitA/D converter chip which did not provide su�cient accuracy. With the presentcon�guration, the detector output ranges between 0 to 4.9 V, where saturationoccurs at 4.9 V.The linear platform constitutes the basis for the linear motion of the detectorwith the help of a 5.1 W stepper motor. The stepper motor is connected to a 70cm long in�nite screw made of steel on which the detector moves up and downover a 60 cm range. The platform also possesses two support rods made of steelon both sides of the in�nite screw as shown in Figure 1.2. A stepper motor isdirectly connected to the upper end of the in�nite screw so that the rotation ofthe stepper motor is converted to a linear motion in the vertical direction. Thestep size of the motor is 1:8� corresponding to 0.04 cm linear displacement of thedetector at each step. To be able to record the distance between the emitter andthe detector, it is su�cient to keep track of the number of steps the motor takes.Counter-clockwise rotation of the stepper motor moves the detector upward anda clockwise rotation results in downward motion.The second stepper motor is directly connected to the potentiometer of thedetector to set the sensitivity of the device automatically. In fact, it is usedto decrease the sensitivity of the detector when the acquired intensity data issaturated as explained in more detail in Section 3.2.The whole system is 90 cm high and weighs around 10 kg including the sensorsand the stepper motors. The overall cost of such a system is around 300 USDincluding the motors but not the sensors and the PC. The system provides highprecision in linear motion together with high stability.



CHAPTER 3. EXPERIMENTAL VERIFICATION 183.2 Experimental ResultsFirst, we wanted to check the repeatability of the experimental data acquiredand see if there is signi�cant di�erence between data acquired during upwardand downward motion. For this purpose, for a �xed position of the emitter, thedetector slides upward along the sensor platform to record the intensity data andthe corresponding baseline separation at each step of the stepper motor. Once theupward motion is completed, the detector changes direction and slides downwardat the same sensitivity setting. In Figures 3.1 and 3.2, the data acquired duringthe upward and downward motion is shown for two di�erent types of surfaces andit is seen that they are very close to each other except for some slight di�erences.Since there is not a signi�cant di�erence between data collected during upwardand downward motion, we conclude that the data are repeatable.In the next step, to quantify the noise uctuations and the uncertainty ofthe intensity data, we collected 100 intensity data at each step of the motor andrecorded the mean and the standard deviation of these data, together with thecorresponding baseline separation. The results are shown in Figures 3.3 and 3.4for the same two surfaces where the mean intensity data are plotted together withplus/minus ten standard deviations. In Table 3.1, standard deviation values atthe maximum intensity position of the intensity curve and the maximum standarddeviation value of the complete curve are tabulated at four di�erent distances.The standard deviation values do not seem to have a dependence on distance.The values for wood are, in general, larger than those obtained for white paper.Since the maximum intensity that can be measured by the system correspondsto 4.9 V, it can be concluded that the standard deviation is at most 1% of thesaturation intensity.The procedure followed for range estimation is as follows: For a given �xed po-sition of the emitter, the detector starts to slide upward along the sensor platformto collect and record intensity data and the corresponding baseline separation ateach step of the stepper motor. During its motion, the detector collects 100 in-tensity data at each step of the stepper motor and the mean of these data isrecorded together with the corresponding baseline separation. As soon as the
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(d)Figure 3.1: Data acquired during upward and downward motion for a woodenplanar surface at (a) 15 cm, (b) 17.5 cm, (c) 20 cm, (d) 22.5 cm.
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(d)Figure 3.2: Data acquired during upward and downward motion for a planarsurface covered with white paper at (a) 15 cm, (b) 17.5 cm, (c) 20 cm, (d) 22.5cm.
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(d)Figure 3.3: The mean intensity plus/minus ten standard deviations for a woodenplanar surface at (a) 15 cm, (b) 17.5 cm, (c) 20 cm, (d) 22.5 cm.
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(d)Figure 3.4: The mean intensity plus/minus ten standard deviations for a planarsurface covered with white paper at (a) 15 cm, (b) 17.5 cm, (c) 20 cm, (d) 22.5cm.
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Table 3.1: Standard deviation values for wood and white paper at di�erent ranges.std(V) at max intensity max std(V)r(cm) wood white paper wood white paper15.0 0.0046 0.0045 0.0079 0.007817.5 0.0052 0.0044 0.0094 0.005720.0 0.0053 0.0034 0.0081 0.006322.5 0.0059 0.0033 0.0088 0.0055upward motion ends, the intensity data is checked for saturation. An intelligentfeature of our experimental setup is the automatic adjustment of the sensitivity ofthe detector. Four di�erent sensitivity settings are available. Initially, the detec-tor is set to the maximum sensitivity setting. If saturation is detected during theupward motion, the second stepper motor adjusts the sensitivity of the detectorto a lower setting. Based on the center of gravity of the saturated intensity dataobtained during the upward motion, it is possible to make a rough estimate ofthe distance to the surface. Using this estimate, the sensitivity of the detectorcan be adjusted usually in one step and this adjusted setting is used throughoutthe downward motion.When the detector returns to its initial position after the downward motion,the data acquired is inspected for saturation. If saturation still exists, the sensi-tivity is further decreased and another set of data is acquired. In very few caseswhere the surface is very close to the sensors, saturation still exists even withthe lowest sensitivity setting. In those cases, the data is processed in the sameway as the data without saturation. In the following experiments, data acquiredduring the last (�rst or second) downward motion (where saturation is eliminatedwhenever possible) is employed.As soon as the detector completes its motion, the intensity data are inspectedto �nd the maximum intensity data and the corresponding baseline separation.
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CHAPTER 3. EXPERIMENTAL VERIFICATION 25These are recorded for the current position of the emitter. Flowchart of the pro-cedure followed is given in Figure 3.5. The procedure is repeated for a secondposition of the emitter, resulting in another set of position-intensity data. Asshown in Figure 2.4, when the emitter is at position 4, detector sensing is max-imum when the detector is at position 2 and similarly when the emitter is atposition 3, maximum reading is acquired when the detector is at position 3, andso on.The proposed method is veri�ed experimentally. A planar surface of dimension0.5m�1m�1cm is used which is made of solid wood. The surface is either leftas plain wood or covered with white paper, bubbled packing material, whiteStyrofoam, blue, black, and red cardboard. The results are discussed in thefollowing subsections.3.2.1 Experimental results when � = 0�; � = 0�Reference data sets are collected for each di�erent surface, exhibiting di�erentreection properties, from 10 to 50 cm with 2.5 cm distance increments. Asexplained in Section 2.1.1, for this case, it is su�cient to �nd the value of a,which is half of the baseline separation between the emitter and the detectorwhen the detector senses the maximum intensity data. To �nd the value of a, weused three di�erent ways of processing the acquired intensity scan-signals basedon using the positions corresponding to the i)maximum intensity value, ii)mid-point after thresholding, and iii)center of gravity (COG) of the intensity curve.In the �rst method, the intensity data is searched for a single maximum. Ifa single maximum exists, the corresponding baseline separation (2a) is recorded.However, in many instances, there may be multiple maximum intensity data.That is, the detector senses maximum intensity data at a number of positionswhich are not necessarily consecutive. Therefore, these data should be processedto �nd a single position value. If multiple maxima exist, then the mean of thecorresponding baseline separations are found.



CHAPTER 3. EXPERIMENTAL VERIFICATION 26In the second method, the intensity data is thresholded to retain as manysamples as possible from the body of the intensity curve. The mid-point of theintensity values remaining above the threshold is found and the correspondingbaseline separation is recorded.In the last approach, for each intensity curve, we use the same threshold valueas in the second method to �nd the COG of the intensity values remaining abovethe threshold. The COG is calculated according to the formula:ICOG = Pk�Ik�� Ik:akPk�Ik�� akwhere Ik represents the intensity data sample, ak represents half of the corre-sponding baseline separation, and � is the threshold. Then, the baseline separa-tion corresponding to ICOG is recorded.The experimental results are given in Figures 3.6 and 3.7 and in Tables 3.2{3.5. The overall absolute mean range error using all three approaches is calculatedas 0.21 cm for eight di�erent surfaces in the range from 10 to 50 cm. The errorsdo not seem to show any trend with increasing range. When the three approachesare compared, it is seen that using the COG method gives the best results withan average error of 0.15 cm. The thresholding method results in 0.18 cm errorand the maximum intensity method gives 0.30 cm error, which is less accuratethan the other two. In the last case, the errors seem to uctuate more comparedto the other two methods. Therefore, it can be concluded that by using moresamples from the body of the intensity signals, we increase the robustness ofdistance estimation.
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(d)Figure 3.6: Mean range errors for di�erent materials: (a) wood, (b) white Styro-foam, (c) white paper, (d) black cardboard.
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(d)Figure 3.7: Mean range errors for di�erent materials: (a) blue cardboard, (b)red cardboard, (c) large bubbled packing material, (d) small bubbled packingmaterial.
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Table 3.2: Range errors for wood and white Styrofoam when � = 0� and � = 0�.range errors(cm)wood white Styrofoamtrue r(cm) max thld COG max thld COG10.0 {0.01 0.21 0.20 0.19 0.06 0.0612.5 {0.14 0.37 0.23 {0.69 0.32 0.1115.0 {0.07 0.27 0.11 {0.25 0.17 0.0117.5 {0.06 0.12 0.04 {0.06 0.12 0.0120.0 {0.06 0.05 0.01 {0.04 0.01 {0.0322.5 {0.10 0.32 0.13 {0.03 0.27 0.0825.0 {0.13 0.23 0.11 {0.10 0.16 {0.0127.5 {0.19 0.12 0.07 {0.28 0.03 {0.0930.0 0.27 0.25 0.18 {0.28 0.20 0.0632.5 {0.09 0.31 0.17 {0.06 0.09 0.0035.0 0.02 0.28 0.20 {0.29 0.07 0.0237.5 {0.31 0.29 0.19 {0.24 0.07 0.0440.0 {0.24 0.19 0.11 {0.05 0.11 0.0942.5 0.20 0.06 0.03 0.35 0.00 {0.0145.0 0.28 {0.03 {0.04 {0.23 {0.03 {0.0447.5 {0.12 {0.14 {0.14 {0.27 {0.07 {0.0750.0 0.03 {0.14 {0.13 {0.16 {0.16 {0.16mean error(cm) {0.04 0.16 0.09 {0.15 0.08 0.00absolute mean error(cm) 0.14 0.20 0.12 0.21 0.11 0.05
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Table 3.3: Range errors for white paper and black cardboard when � = 0� and� = 0�. range errors(cm)white paper black cardboardtrue r(cm) max thld COG max thld COG10.0 0.85 0.13 0.13 {0.18 {0.01 {0.0512.5 {0.55 {0.21 {0.36 0.01 {0.03 {0.0315.0 {0.19 0.15 0.0017.5 {0.19 {0.01 {0.1020.0 {0.10 0.01 {0.0522.5 {0.06 0.16 0.0025.0 {0.10 0.10 {0.0127.5 {0.11 0.01 {0.0730.0 {0.22 0.05 {0.0332.5 {0.50 {0.02 {0.0835.0 {0.11 {0.13 {0.1537.5 {0.30 {0.26 {0.2640.0 {0.13 {0.26 {0.2742.5 {0.50 {0.14 {0.1645.0 {0.38 {0.34 {0.3647.5 {0.34 {0.45 {0.4550.0 0.10 {0.31 {0.30mean error(cm) {0.17 {0.09 {0.15 {0.09 {0.02 {0.04absolute mean error(cm) 0.28 0.16 0.16 0.10 0.02 0.04



CHAPTER 3. EXPERIMENTAL VERIFICATION 31

Table 3.4: Range errors for blue and red cardboard when � = 0� and � = 0�.range errors(cm)blue cardboard red cardboardtrue r(cm) max thld COG max thld COG10.0 {0.10 0.13 0.13 0.19 0.15 0.1512.5 0.54 0.34 0.17 {0.29 0.25 0.0915.0 {0.30 0.15 {0.01 {0.19 0.17 0.0417.5 {0.23 0.03 {0.10 {0.14 0.05 {0.0320.0 {0.16 {0.12 {0.16 {0.05 {0.01 {0.0622.5 {0.25 0.16 {0.03 {0.14 0.21 0.0225.0 {0.21 0.03 {0.13 {0.28 0.09 {0.0427.5 {0.21 {0.10 {0.19 {0.32 {0.08 {0.1630.0 {0.21 0.21 0.01 {0.19 0.03 {0.0532.5 {0.28 0.13 0.02 {0.24 0.03 {0.0335.0 {0.13 0.03 {0.02 0.13 0.11 0.1037.5 0.06 {0.02 {0.04 {0.28 0.04 0.0140.0 {0.09 {0.07 {0.09 {0.31 {0.02 {0.0742.5 0.06 {0.13 {0.15 {0.75 {0.13 {0.1945.0 {0.35 {0.27 {0.29 {0.50 {0.49 {0.5247.5 {0.97 {0.51 {0.51 {0.34 {0.45 {0.4650.0 {0.75 {0.51 {0.51 0.33 0.39 0.39mean error(cm) {0.21 {0.03 {0.11 {0.20 0.02 {0.05absolute mean error(cm) 0.29 0.17 0.15 0.27 0.16 0.14
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Table 3.5: Range errors for large and small bubbles when � = 0� and � = 0�.range errors(cm)large bubbles small bubblestrue r(cm) max thld COG max thld COG10.0 0.54 0.17 0.17 {0.69 0.04 0.0412.5 0.37 0.54 0.41 {0.05 0.45 0.2815.0 {0.03 0.21 {0.05 0.04 0.41 0.2317.5 {0.32 0.12 {0.19 {0.05 0.28 0.0520.0 {0.25 {0.16 {0.04 {0.10 0.08 {0.0122.5 {0.03 0.23 0.03 {0.50 0.31 0.1225.0 {0.83 0.10 {0.15 0.53 0.25 {0.0227.5 0.34 0.00 {0.15 {0.35 0.09 {0.2230.0 0.38 0.25 0.11 {1.24 {0.28 {0.3732.5 {0.28 0.20 0.14 {0.22 {0.30 {0.4035.0 0.90 0.07 0.08 {0.83 {0.64 {0.6837.5 0.79 {0.02 {0.02 {1.12 {0.46 {0.5840.0 {0.64 0.00 {0.06 {0.94 {0.38 {0.4242.5 {0.90 {0.38 {0.46 0.79 {0.46 {0.4245.0 {0.20 {0.51 {0.51 0.35 {0.20 {0.1647.5 {1.19 {0.60 {0.61 {1.01 {0.42 {0.4350.0 {0.75 {0.62 {0.61 {1.12 {0.56 {0.56mean error(cm) {0.12 {0.02 {0.11 {0.38 {0.11 {0.21absolute mean error(cm) 0.51 0.25 0.22 0.58 0.33 0.29



CHAPTER 3. EXPERIMENTAL VERIFICATION 333.2.2 Experimental results when � = 0�; � 6= 0�Measurements are collected for the wooden surface left plain or covered withwhite paper from 10 to 40 cm with 10 cm distance increments at di�erent valuesof � ranging from 5� to 60� with 5� increments. In this case, the intensity curvesdi�er from the case where � = 0� since the curves are no longer symmetric aroundthe peak of the curve. That is, when the slopes of the rising and the falling edgesare investigated, they are observed to be signi�cantly di�erent. Therefore, if suchan asymmetry exists, it can be concluded that � 6= 0� as long as it is known that� = 0�. In Figure 3.8, � = 0� and � 6= 0� cases for the same distance are plottedtogether to show how these intensity curves di�er.The range estimation errors are given in Figures 3.9 and 3.10 and in Ta-bles 3.6{3.13 with the three approaches described in the previous section. Theerrors start to increase for larger values of � and also with increasing range. Thereason for this increase in error can be explained by the cone-like beam patternwhich causes light beams to propagate on distinct planes other than the sensorplane. The rays within the beam arrive at the surface at di�erent times andat di�erent angles of incidence. Since the rays experiencing shorter distance oftravel or smaller incidence angle are reected more powerfully as described byEquation (2.1), the region where the most powerful reection occurs is shifted tothe left of the line of sight. At larger values of �, this e�ect is more enhanced andcauses larger range errors.When the three approaches are compared, it is seen that, for this case, thethresholding method gives the best results. However, the COG method givescomparable results to that of the thresholding method. As in the previous case,the maximum intensity method again gives the least accurate results.In conclusion, the range is estimated in the same way regardless of whether� = 0� or � 6= 0�. However, the value of � a�ects the accuracy of range estimationsince the range error increases with �.
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(d)Figure 3.8: Intensity curves for � = 0� and � 6= 0�. Wooden surface at (a) 10 cm,(b) 30 cm; surface covered with white paper at (c) 10 cm, (d) 30 cm.
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(d)Figure 3.9: Mean range errors for di�erent � values for wooden surface at (a) 10cm, (b) 20 cm, (c) 30 cm, (d) 40 cm.
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(d)Figure 3.10: Mean range errors for di�erent � values for white paper at (a) 10cm, (b) 20 cm, (c) 30 cm, (d) 40 cm.
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Table 3.6: Range estimates and errors for wood at 10 cm when � = 0� and � 6= 0�.r estimate(cm) error(cm)�(deg) max thld COG max thld COG5.0 10.0 10.2 10.2 0.01 0.17 0.1610.0 11.5 10.2 10.2 1.51 0.24 0.2315.0 9.9 10.3 10.3 {0.14 0.28 0.2520.0 9.9 10.3 10.2 {0.09 0.28 0.2525.0 10.0 10.4 10.4 0.04 0.43 0.3630.0 10.1 10.4 10.3 0.06 0.35 0.2635.0 9.9 10.4 10.3 {0.11 0.41 0.2740.0 9.7 10.4 10.2 {0.34 0.39 0.2045.0 9.3 10.3 10.0 {0.69 0.28 0.0450.0 9.2 10.1 9.8 {0.77 0.08 {0.1955.0 9.0 9.8 9.5 {0.95 {0.23 {0.5160.0 8.8 9.3 9.1 {1.25 {0.69 {0.90mean error(cm) {0.23 0.17 0.04absolute mean error(cm) 0.50 0.32 0.30
Table 3.7: Range estimates and errors for wood at 20 cm when � = 0� and � 6= 0�.r estimate(cm) error(cm)�(deg) max thld COG max thld COG5.0 20.0 20.0 20.0 {0.04 0.01 {0.0310.0 19.9 20.0 20.0 {0.06 0.03 {0.0115.0 19.9 19.9 19.9 {0.14 {0.06 {0.1220.0 19.7 19.8 19.8 {0.32 {0.17 {0.2325.0 19.6 19.7 19.7 {0.38 {0.28 {0.3230.0 19.5 20.3 19.9 {0.50 0.27 {0.0635.0 19.2 20.1 19.8 {0.76 0.08 {0.2540.0 19.2 19.9 19.5 {0.84 {0.14 {0.4645.0 18.8 19.5 19.2 {1.17 {0.49 {0.7550.0 18.5 19.0 18.8 {1.52 {1.04 {1.2155.0 18.3 18.3 18.3 {1.68 {1.66 {1.7360.0 17.6 18.7 18.3 {2.38 {1.28 {1.75mean error(cm) {0.54 {0.39 {0.58absolute mean error(cm) 0.82 0.46 0.58
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Table 3.8: Range estimates and errors for wood at 30 cm when � = 0� and � 6= 0�.r estimate(cm) error(cm)�(deg) max thld COG max thld COG5.0 29.9 30.1 30.1 {0.10 0.14 0.0910.0 29.8 30.2 30.1 {0.17 0.16 0.1015.0 29.8 30.0 29.9 {0.21 {0.04 {0.0720.0 29.5 30.3 30.1 {0.46 0.34 0.0625.0 29.3 30.3 29.9 {0.68 0.27 {0.0830.0 28.9 30.1 29.9 {1.09 0.14 {0.1235.0 28.6 29.9 29.6 {1.38 {0.06 {0.4440.0 28.4 29.8 29.3 {1.62 {0.19 {0.7445.0 28.1 29.5 28.9 {1.88 {0.54 {1.1250.0 27.5 28.8 28.3 {2.54 {1.20 {1.7055.0 27.1 27.8 27.5 {2.89 {2.25 {2.4960.0 26.4 26.9 26.7 {3.59 {3.15 {3.34mean error(cm) {1.38 {0.53 {0.82absolute mean error(cm) 1.38 0.70 0.86
Table 3.9: Range estimates and errors for wood at 40 cm when � = 0� and � 6= 0�.r estimate(cm) error(cm)�(deg) max thld COG max thld COG5.0 40.0 39.9 39.9 0.02 {0.11 {0.1210.0 39.9 39.9 39.9 {0.09 {0.11 {0.1215.0 39.7 39.9 39.9 {0.31 {0.13 {0.1520.0 39.2 39.7 39.7 {0.83 {0.27 {0.3025.0 39.2 39.6 39.6 {0.79 {0.40 {0.4430.0 38.4 39.4 39.3 {1.56 {0.64 {0.7235.0 38.8 39.1 39.0 {1.19 {0.86 {1.0140.0 38.2 38.5 38.4 {1.84 {1.47 {1.56mean error(cm) {0.82 {0.50 {0.55absolute mean error(cm) 0.83 0.50 0.55
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Table 3.10: Range estimates and errors for white paper at 10 cm when � = 0�and � 6= 0�. r estimate(cm) error(cm)�(deg) max thld COG max thld COG5.0 9.5 10.0 10.0 {0.47 {0.03 {0.0310.0 11.0 10.0 10.0 0.96 0.02 0.0215.0 10.0 10.1 10.1 {0.03 0.08 0.0720.0 9.2 10.0 10.0 {0.80 0.04 0.0325.0 9.7 10.2 10.2 {0.29 0.23 0.1830.0 9.7 10.2 10.1 {0.27 0.19 0.1335.0 9.0 10.0 10.0 {1.02 0.04 {0.0440.0 9.3 9.9 9.8 {0.75 {0.05 {0.1645.0 9.2 9.7 9.6 {0.84 {0.27 {0.3850.0 9.0 9.6 9.4 {0.99 {0.40 {0.5655.0 8.8 9.3 9.2 {1.25 {0.66 {0.8360.0 8.5 9.0 8.8 {1.54 {1.04 {1.18mean error(cm) {0.61 {0.15 {0.23absolute mean error(cm) 0.77 0.25 0.30
Table 3.11: Range estimates and errors for white paper at 20 cm when � = 0�and � 6= 0�. r estimate(cm) error(cm)�(deg) max thld COG max thld COG5.0 19.8 19.9 19.8 {0.17 {0.12 {0.1810.0 19.8 19.9 19.9 {0.17 {0.08 {0.1415.0 19.8 19.9 19.8 {0.21 {0.10 {0.1520.0 19.6 19.8 19.7 {0.41 {0.21 {0.2625.0 19.6 19.7 19.7 {0.39 {0.30 {0.3330.0 19.4 19.4 19.4 {0.62 {0.58 {0.5835.0 19.3 20.1 19.7 {0.69 0.07 {0.2740.0 19.1 19.8 19.5 {0.87 {0.23 {0.5345.0 18.7 19.4 19.1 {1.28 {0.63 {0.8850.0 18.4 18.9 18.7 {1.61 {1.13 {1.3155.0 18.0 18.1 18.1 {1.98 {1.88 {1.9360.0 17.4 18.1 17.9 {2.64 {1.90 {2.08mean error(cm) {0.92 {0.59 {0.72absolute mean error(cm) 0.92 0.60 0.72
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Table 3.12: Range estimates and errors for white paper at 30 cm when � = 0�and � 6= 0�. r estimate(cm) error(cm)�(deg) max thld COG max thld COG5.0 29.5 29.7 29.7 {0.54 {0.32 {0.3310.0 29.3 29.9 29.8 {0.68 {0.10 {0.1815.0 29.5 29.9 29.8 {0.46 {0.11 {0.2220.0 29.4 29.9 29.8 {0.65 {0.08 {0.2225.0 29.2 29.7 29.6 {0.83 {0.30 {0.4230.0 29.1 29.7 29.6 {0.90 {0.33 {0.4035.0 28.8 29.5 29.4 {1.16 {0.46 {0.5940.0 28.5 29.3 29.1 {1.46 {0.68 {0.8645.0 28.2 29.1 28.8 {1.75 {0.89 {1.1650.0 27.6 28.8 28.3 {2.38 {1.22 {1.6855.0 27.4 28.0 27.6 {2.60 {2.04 {2.3560.0 26.4 26.7 26.6 {3.61 {3.30 {3.41mean error(cm) {1.42 {0.82 {0.99absolute mean error(cm) 1.42 0.82 0.99
Table 3.13: Range estimates and errors for white paper at 40 cm when � = 0�and � 6= 0�. r estimate(cm) error(cm)�(deg) max thld COG max thld COG5.0 39.7 39.8 39.8 {0.31 {0.20 {0.2410.0 39.3 39.8 39.7 {0.66 {0.24 {0.2915.0 39.2 39.8 39.7 {0.83 {0.24 {0.3020.0 39.2 39.7 39.6 {0.81 {0.31 {0.4125.0 39.1 39.5 39.4 {0.90 {0.46 {0.6030.0 38.7 39.4 39.1 {1.30 {0.62 {0.8735.0 38.3 39.0 38.7 {1.71 {1.03 {1.2740.0 38.1 38.2 38.1 {1.93 {1.78 {1.86mean error(cm) {1.01 {0.61 {0.73absolute mean error(cm) 1.01 0.61 0.73



CHAPTER 3. EXPERIMENTAL VERIFICATION 413.2.3 Experimental results when � 6= 0�; � = 0�In this case, reference data sets are collected for the wooden surface, for � rangingfrom 5� to 45� with 5� increments. Using these data, � values are extractedfor corresponding � values as depicted in Figure 3.11 by measuring the actualdistance z and evaluating � = arctan(r=a) (Figure 2.9). As the next step, usingthe same set of data, (a2�a1)=d data is calculated using the procedure explainedin Section 2.2 (Figure 3.12). As soon as these two curves (tan � versus � and(a2 � a1)=d versus �) are obtained, a new data set is collected to be used as testdata. Three di�erent approaches are used.
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Figure 3.12: Experimental data for (a2 � a1)=d versus �.In the third approach, we use Equation (2.2) as in the � = 0�; � = 0� case,ignoring the nonzero value of �.The results are tabulated in Tables 3.14{3.16. Using the �rst approach, therange and the azimuth angle can be estimated quite accurately. With the secondapproach, the errors are large for small values of � due to the tan(.) function.This is because the fact that the error in � estimates is of the same order ofmagnitude for all � values. As the tan(.) values of smaller angles are small, anerror in � causes a greater percentage error in the range estimates whereas forlarger values of �, this percentage is lower. With the third approach, the rangeerror increases with increasing values of � as expected, since the nonzero value of� is ignored by taking this approach.
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Table 3.14: Range errors when � 6= 0� and � = 0� for the wooden surface by themaximum intensity method.�(deg) true range error(cm)true estimate error r(cm) method 1 method 2 method 35 7 2 32.8 {0.27 5.27 {0.365 7 2 33.4 {0.36 5.27 {0.4510 10 0 37.9 {0.44 4.57 {0.5710 10 0 39.0 {0.59 4.43 {0.8215 16 1 29.3 {0.68 1.75 {1.0915 16 1 31.5 {0.34 2.30 {0.7920 21 1 30.3 {0.20 2.05 {1.1320 21 1 33.1 {0.11 2.36 {1.1425 25 0 28.7 {0.99 2.25 {2.2925 25 0 32.3 {1.03 2.61 {2.5130 31 1 28.8 {1.87 {0.84 {4.2130 31 1 33.9 {0.95 0.31 {3.8135 33 2 30.1 {0.90 {1.94 {3.8035 33 2 36.7 {1.43 {2.70 {4.9440 42 2 17.8 {1.28 {0.43 {3.8640 42 2 26.4 {0.76 0.54 {4.7745 49 4 12.5 {0.12 0.05 {2.9445 49 4 24.8 {0.10 0.25 {5.71mean error(cm) {0.69 1.56 {2.51absolute mean error(cm) 0.69 2.22 2.51
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Table 3.15: Range errors when � 6= 0� and � = 0� for the wooden surface by thethresholding method.�(deg) true range error(cm)true estimate error r(cm) method 1 method 2 method 35 7 2 32.8 {0.07 5.50 {0.165 7 2 33.4 0.03 5.72 {0.0610 10 0 37.9 {0.10 4.84 {0.3310 10 0 39.0 {0.13 4.95 {0.3615 16 1 29.3 0.09 2.58 {0.3415 16 1 31.5 {0.17 2.48 {0.6220 21 1 30.3 0.07 2.34 {0.8820 21 1 33.1 0.04 2.52 {0.9925 25 0 28.7 0.25 3.63 {1.1125 25 0 32.3 0.01 3.77 {1.5230 31 1 28.8 0.44 1.56 {2.1030 31 1 33.9 0.46 1.77 {2.5335 33 2 30.1 0.06 {1.02 {2.9435 33 2 36.7 {0.21 {1.51 {3.8440 42 2 17.8 0.77 1.72 {2.1340 42 2 26.4 1.09 2.49 {3.2145 49 4 12.5 0.42 0.60 {2.5145 49 4 24.8 1.76 2.13 {4.28mean error(cm) 0.27 2.56 {1.66absolute mean error(cm) 0.34 2.84 1.66
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Table 3.16: Range errors when � 6= 0� and � = 0� for the wooden surface by theCOG method.�(deg) true range error(cm)true estimate error r(cm) method 1 method 2 method 35 7 2 32.8 {0.09 5.48 {0.185 7 2 33.4 0.01 5.70 {0.0810 10 0 37.9 {0.14 4.80 {0.3710 10 0 39.0 {0.15 4.93 {0.3815 16 1 29.3 {0.04 2.44 {0.4615 16 1 31.5 {0.21 2.44 {0.6620 21 1 30.3 {0.03 2.24 {0.9720 21 1 33.1 {0.02 2.46 {1.0525 25 0 28.7 0.02 3.37 {1.3425 25 0 32.3 {0.09 3.67 {1.6130 31 1 28.8 0.14 1.25 {2.3730 31 1 33.9 0.12 1.42 {2.8435 33 2 30.1 {0.14 {1.21 {3.1235 33 2 36.7 {0.56 {1.85 {4.1540 42 2 17.8 {0.19 0.71 {2.9440 42 2 26.4 0.57 1.94 {3.6545 49 4 12.5 0.33 0.51 {2.5945 49 4 24.8 1.40 1.77 {4.55mean error(cm) 0.05 2.34 {1.85absolute mean error(cm) 0.24 2.68 1.85



CHAPTER 3. EXPERIMENTAL VERIFICATION 463.2.4 Experimental results when � 6= 0�; � 6= 0�Finally, to see the e�ects of � when � 6= 0�, we collected reference data sets forthe wooden surface for � ranging from 5� to 25� with 5� increments for threevalues of �, which are 5�, 10�, and 15�. The range estimates are made using the�rst approach in the previous section, since the value of � is not e�ective in rangeestimation. The results obtained are given in Table 3.17. When the error valuesare investigated, it is seen that the overall accuracy here is of the same orderof magnitude as that of � 6= 0�; � = 0� case. However, remember that in the� = 0�; � 6= 0� case, the error values tend to increase with increasing values of �.Therefore, it can be concluded that when both � 6= 0� and � 6= 0�, the e�ects of� being non-zero is dominated by the e�ects introduced by the non-zero value of�. As the e�ects caused by non-zero � value is compensated by the procedurefollowed, range estimates in this case are very successful despite the e�ects ofnon-zero �.As expected, the maximum intensity values for this case are smaller thanthe values for the other cases of the same range. This is a natural result of thefact that for this case, a smaller percentage of the reected light reaches thedetector due to nonzero values of � and �. However, when the intensity plots areinvestigated, the slopes of the rising and falling edges di�er obviously as in the� 6= 0�; � = 0� case. Therefore, in � 6= 0� cases, the decision of � being zero ornot needs more computing or additional data. One way to handle this situationwould be to use a second detector moving perpendicularly to the �rst one, fromwhich additional data regarding � could be obtained.When all of the results from di�erent cases are considered, it can be concludedthat the errors in the estimates are comparable with the precision of the actualrange, that is the main source of the errors is the uncertainty in the actual rangemeasurements. However, a second dominating source of error is the precisionof the analog output of the infrared sensors, which is a natural result of thebeamwidth of the light emitted. Considering these limitations, it seems that thisstudy has reached the limit precision allowed by the infrared sensors we used.
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Table 3.17: Range errors when � 6= 0� and � 6= 0� for the wooden surface.true error(cm)�(deg) �(deg) r(cm) max thld COG5 5 31.0 {0.06 0.27 0.235 10 33.1 {1.12 {0.03 0.055 15 35.1 {0.56 {0.3 {0.065 20 36.5 {0.21 0.10 0.095 25 39.0 {0.29 0.02 {0.0510 5 30.5 {0.20 0.47 0.3710 10 33.0 {0.37 0.04 {0.0210 15 35.0 {0.26 0.28 0.2210 20 36.5 {0.13 0.20 0.1110 25 38.5 {0.32 0.00 {0.0215 5 29.5 {0.09 0.39 0.2415 10 31.5 0.00 0.35 0.3315 15 34.0 0.00 0.86 0.7615 20 37.0 {0.95 {0.30 {0.3515 25 38.5 {0.71 0.31 0.10mean error(cm) {0.35 0.18 0.13absolute mean error(cm) 0.35 0.26 0.20



Chapter 4
CONCLUSIONS and FUTUREWORK
In this study, a novel method for position estimation of surfaces with infraredsensors has been described. We use a pair of infrared sensors mounted on avertical linear platform on which they can be moved independently. The basicidea of our method is that, while the sensors are being moved, the detector readingis maximum at some positions and the corresponding positional values of thesensors can be used for range estimation with suitable processing of the infraredintensity signals. To realize this idea, the detector slides along the platformto collect intensity data and these data are compared to �nd the maximum inmagnitude for a given position of the emitter. Possible localization schemes havebeen investigated separately using three di�erent ways of processing the infraredintensity signals. For all cases, the behavior of the proposed system has beencarefully investigated to formulate the actual range of the targets involved. Theprocessing method which gives the most accurate results is based on �nding thecenter of gravity of the infrared intensity scans. In this case, the best absoluterange error achieved by the system is calculated as 0.15 cm over the range from10 to 50 cm.The method is expanded for cases where the azimuth angle � and the elevation48



CHAPTER 4. CONCLUSIONS AND FUTURE WORK 49angle � are nonzero. A new technique is developed for the case where � is nonzero.The system performance for these cases is investigated using di�erent approaches.The experimental results obtained show that the model is successful in local-izing objects to an unexpectedly high accuracy without prior knowledge of thesurface characteristics. Thus, considering the fast response time and high ac-curacy obtained experimentally, the system developed can be used for real-timerange estimation in mobile robot applications.The main contribution of this thesis is that the method we develop is relativelyindependent of the type of surface encountered since it is based on searching themaximum value of the intensity rather than using absolute intensity values fora given surface which would depend on the surface type. The system can beviewed as a triangulation system tuned for maximum intensity data. As longas intensity data are available over a given range of detector positions, range isestimated relatively independently of surface type.Our current and future work involves improving of the system performancewhen the azimuth angle � is nonzero. Moreover, estimating the value of � anglein any case will enable our system to be used in map building of unknown indoorenvironments. One way to increase the accuracy of angular position estimationwould be to include a second detector in the system moving perpendicularly tothe �rst one. This would add an additional dimension to the present system.In this study, we considered range estimation to planar walls. A related futureresearch direction is to extend the range estimation method developed here toother geometries frequently encountered in indoor environments such as corners,edges, and cylinders. Recognition of di�erent surface types or discontinuities inthe surface characteristics is another problem to address.
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Appendix A
Proof showing that � isdependent only on � and �
Using Figure (2.9), b = ltan( + �) (A.1)x = ltan� (A.2)b = m cos( + �) (A.3)by the sine law, 2asinh180� (2 + �)i = msin  (A.4)then,
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m = 2a sin sinh180� (2 + �)i (A.5)combining Equations (A.3) and (A.5),b = 2a sin cos( + �)sinh180� (2 + �)i (A.6)c = a� b (A.7)tan � = ra (A.8)using Equations (A.1) and (A.6),a = l sinh180� (2 + �)i2 sin  cos( + �) tan( + �) (A.9)by Equations (A.1) and (A.9),c = ltan( + �) 0@sinh180� (2 + �)i2 sin  cos( + �) � 11A (A.10)by Figure 2.9, r = (x+ c) tan� (A.11)r = l + c tan� (A.12)combining Equations (A.10) and (A.12),
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r = l + tan� ltan( + �) 0@sinh180� (2 + �)i2 sin  cos( + �) � 11A (A.13)substituting z in Equation (A.8),tan � = l �1 + tan �tan(+�) � sin[180�(2+�)]2 sin  cos(+�) � 1��l sin[180�(2+�)]2 sin  cos(+�) tan(+�) (A.14)in the �nal form, Equation (A.14) simpli�es to,tan � = 1 + tan �tan(+�) � sin[180�(2+�)]2 sin  cos(+�) � 1�sin[180�(2+�)]2 sin  cos(+�) tan(+�) (A.15)

Hence, Equation (A.15) veri�es that � is dependent only on � and �. Thisenables us to use � and r instead of l for range estimation.
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Data sheets of the components
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Figure B.1: The datasheet of the infrared sensor used in this study.
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Figure B.2: The datasheet of the infrared sensor used in this study.
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Figure B.3: The datasheet of the A/D converter used in this study.
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Figure B.4: The datasheet of the A/D converter used in this study.
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Figure B.5: The datasheet of the A/D converter used in this study.
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Figure B.6: The datasheet of the stepper motor used to drive the linear platform.
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Figure B.7: The datasheet of the stepper motor used to drive the linear platform.
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Figure B.8: The datasheet of the stepper motor used to drive the linear platform.


