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ABSTRACT

Stochastic signal design is studied for the downlink of a mul-

tiuser communications system. First, a formulation is pro-

posed for the joint design of optimal stochastic signals. Then,

an approximate formulation, which can get arbitrarily close to

the optimal solution, is obtained based on convex relaxation.

In addition, when the receivers employ symmetric signaling

and sign detectors, it is shown that the maximum asymptoti-

cal improvement ratio is equal to the number of users, and the

conditions under which that maximum asymptotical improve-

ment ratio is achieved are presented. Numerical examples are

provided to explain the theoretical results.

Index Terms– Multiuser, downlink, probability of error,

stochastic signaling, randomization, minimax.

1. INTRODUCTION

Recently, the effects of randomizing transmitted signals, ad-

ditive “noise”, and jammer power have been investigated in

various studies such as [1]-[7]. In [1], the stochastic signal-

ing approach is considered by modeling transmitted signals

in a binary communications system as random variables in-

stead of deterministic quantities for each information sym-

bol. It is shown that the probability of error is minimized

when each signal is represented by a randomization of at most

three different signal levels under second and fourth moment

constraints. The results are extended in [2] to cases in which

stochastic signals and detectors are jointly designed. In addi-

tion, [8] investigates the problem of joint detector randomiza-

tion and stochastic signaling for minimum probability of error

receivers. The effects of randomization are observed also in

improving performance of suboptimal detectors and estima-

tors by injecting “noise” to their observations [3]-[5], [9]. For

example, additive noise that is a randomization between two

different signal levels can increase detection probabilities of

some suboptimal detectors under false-alarm constraints [3],

[4]. The studies in [6] and [7] investigate the convexity prop-

erties of the average probability of error in the presence of

additive white Gaussian noise (AWGN) when maximum like-

lihood (ML) detectors are employed at the receivers. Based

on the convexity results, the cases in which power randomiza-

tion can or cannot be useful for improving error performance

are specified. In addition, optimal jammer power randomiza-

tion strategies are proposed.
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Motivated by the recent results that illustrate the im-

provements obtained via randomization [1]-[7], the aim of

this study is to formulate a generic signal design problem

for the downlink of a multiuser communications system in

which the signal for each symbol of a user is modeled as a

random variable. In other words, by adopting the stochastic

signaling approach in [1], the aim is to jointly design stochas-

tic signals for all symbols of all users in the downlink of a

direct-sequence spread-spectrum (DSSS) system in order to

optimize error performance for given receiver structures. Al-

though the stochastic signal design is performed for a single

user system in [1], the joint stochastic signal design for multi-

ple users has not been considered before. The main challenge

in the joint stochastic signal design is that the signal of each

user affects not only its own error performance but also the

error performance of all other users via interference.

In this study, the downlink of a DSSS system is consid-

ered, and the joint design of stochastic signals is performed

for all symbols of all users. The main contributions can be

summarized as follows: (i) Joint stochastic signal design is

performed in a multiuser system for the first time. (ii) In ad-

dition to the generic problem formulation, which needs to be

solved via global optimization algorithms due to its noncon-

vex nature, an approximate convex solution is obtained based

on convex relaxation. (iii) Although the theoretical results

are obtained for generic detector structures at the receivers,

specific results are obtained for sign detectors. Namely, it is

shown that, in the interference limited case, the ratio between

the maximum error probabilities of the optimal deterministic

and optimal stochastic signaling approaches can be as high as

the number of users. Also, numerical examples are provided

to illustrate the improvements via the proposed stochastic sig-

naling approach over the deterministic approaches.

2. SYSTEM MODEL

Consider the downlink of a multiuser DSSS binary commu-

nications system, in which the baseband model for the trans-

mitted signal is given by

p(t) =
K∑

k=1

S
(ik)
k ck(t) (1)

where K is the number of users, S
(ik)
k denotes the signal of

user k for ik ∈ {0, 1}, and ck(t) is the pseudo-noise signal for

user k. The pseudo-noise signals spread the spectra of users’

signals and provide multiple-access capability [10]. Infor-

mation intended for user k is carried by signal S
(ik)
k , which
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Fig. 1. Receiver structure for user k.

corresponds to bit 0 for ik = 0 and bit 1 for ik = 1. Signals

are modeled to take real values, and they modulate the ampli-

tudes of the real pseudo-noise signals. It is assumed that bit 0
and bit 1 are equally likely for all users, and the information

bits for different users are independent.

The signal in (1) is transmitted to K users, and the re-

ceived signal at user k is represented by

rk(t) =
K∑
l=1

S
(il)
l cl(t) + nk(t) (2)

for k = 1, . . . ,K, where nk(t) denotes the noise at the re-

ceiver of user k, which is modeled as a zero-mean white

Gaussian process with spectral density σ2
k. It is assumed that

the noise processes at different receivers are independent. Al-

though a simple additive noise model is used in (2), multi-

path channels with frequency-flat fading can also be included

in the considered model if perfect channel estimation is as-

sumed at the receivers [1]. In that case, the average powers

of the noise components in (2), equivalently, σ2
k terms, can be

adjusted accordingly in order to take the channel conditions

into account.

The receiver for user k processes the signal in (2) as

shown in Fig. 1. Specifically, the received signal rk(t) is cor-

related with the pseudo-noise signal for user k, ck(t), which

effectively corresponds to a despreading operation, and then

the correlator output is used by a generic detector in order

to estimate the transmitted bit for user k. Based on (2), the

correlator output for user k can be expressed as

Yk = S
(ik)
k +

K∑
l=1
l �=k

ρk,lS
(il)
l +Nk (3)

for k = 1, . . . ,K, where ρk,l �
∫
ck(t)cl(t)dt denotes the

crosscorrelation between the pseudo-noise signals for user

k and l (it is assumed that ρk,k = 1 for k = 1, . . . ,K ),

and Nk �
∫
nk(t)ck(t)dt is the noise component. It can

be shown that N1, . . . , NK form a sequence of indepen-

dent zero-mean Gaussian random variables with variances,

σ2
1 , . . . , σ

2
K , respectively. In (3), the first term corresponds to

the desired signal component, the second term represents the

multiple-access interference (MAI), and the last term is the

noise component.

The correlator output in (3) is used by a generic detector

(decision rule) φk to generate an estimate of the transmitted

information bit, as shown in Fig. 1. Specifically, for a given

correlator output Yk = yk, the bit estimate is denoted as

îk = φk(yk) =

{
0 , yk ∈ Γk,0

1 , yk ∈ Γk,1
(4)

for k = 1, . . . ,K, where Γk,0 and Γk,1 denote the decision

regions for bit 0 and bit 1, respectively, and they form a parti-

tion of the observation space [11]. In the next section, theoret-

ical results are obtained for generic detectors at the receivers;

that is, φk’s can be arbitrary decision rules.

3. OPTIMAL STOCHASTIC SIGNAL DESIGN

Conventionally, a deterministic signal value is transmitted for

each bit of a given user; that is, S
(ik)
k in (1) are modeled as

deterministic quantities. In this study, we adopt the stochas-

tic signaling framework [1], and model signals S
(ik)
k in (1) as

random variables. Let S denote the vector of random vari-

ables corresponding to signals of all users; that is,

S =
[
S
(0)
1 S

(1)
1 S

(0)
2 S

(1)
2 · · ·S

(0)
K S

(1)
K

]
(5)

and let pS represent the probability density function (PDF) of

S. Then, we formulate the stochastic signal design problem

for multiuser downlink as follows:

min
pS

max
k∈{1,...,K}

Pk (6)

subject to E

{∫
|p(t)|2dt

}
≤ A (7)

where Pk denotes the average probability of error for user k,

p(t) is as in (1), and A is a constraint on the average power

of the transmitted signal. In other words, the aim is to find

the optimal PDF of the signals that minimizes the maximum

of the average probabilities of error under a constraint on the

average transmitted power. The minimax approach is adopted

for fairness [12]; that is, for preventing scenarios in which

the average probabilities of error are very low for some users

whereas they are (unacceptably) high for others.

To express the optimization problem in (6)-(7) more ex-

plicitly, we first manipulate the constraint in (7) based on (1).

E

{∫
|p(t)|2dt

}
=

K∑
k=1

K∑
l=1

ρk,lE
{
S
(ik)
k S

(il)
l

}
= E{H(S)}

(8)

where H(S) �

K∑
k=1

K∑
l=1

ρk,lS
(ik)
k S

(il)
l . (9)

In some scenarios, symmetric signaling is used, i.e., signals

are selected as S
(0)
k = −S

(1)
k for k = 1, . . . ,K. In that case,

E
{
S
(ik)
k S

(il)
l

}
= E

{∣∣S(1)
k

∣∣2} if k = l and E
{
S
(ik)
k S

(il)
l

}
=

0 if k �= l. Then, H(S) becomes H(S) =
∑K

k=1 |S
(1)
k |2.

Next, the average probability of error for user k, Pk, is

obtained, after some manipulation, as follows:

Pk = E{Gk(S)} (10)

where the expectation is over the random vector S in (5), and

Gk(S) is defined as

Gk(S) �
1

2K

∑
m∈{0,1}

∑
ik∈{0,1}K−1

P

{(
Nk + S

(m)
k

+
K∑
l=1
l �=k

ρk,lS
(il)
l

)
∈ Γk,1−m

}
. (11)
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The probabilities in (11) are calculated according to the PDF

of Nk for given values of S
(ik)
k ’s, and ik is defined as ik �

[i1 · · · ik−1 ik+1 · · · iK ]. Based on (8) and (10), the optimiza-

tion problem in (6)-(7) can be stated as

min
pS

max
k∈{1,...,K}

E{Gk(S)} (12)

subject to E {H(S)} ≤ A . (13)

The optimization problem in (12)-(13) can be quite complex

in its current form since it is nonconvex in general and re-

quires optimization over all possible PDFs for a random vec-

tor of size 2K (see (5)).1 Therefore, it is desirable to ob-

tain a convex version of the problem, which is easier to solve

and can get arbitrarily close to the optimal solution of (12)-

(13). In the following, such an approximate formulation of

the problem is derived based on convex relaxation [13].

First, consider a set of possible signal values for S in (5)

and denote them as s1, . . . , sNm
. Then, the signal PDF is

approximately modeled as

pS(x) ≈

Nm∑
j=1

λj δ(x− sj) (14)

where
∑Nm

j=1 λj = 1, λj ≥ 0 for j = 1, . . . , Nm, and

s1, . . . , sNm
are known signal values. Then, the approximate

version of (12)-(13) can be formulated as follows:

min
λ

max
k∈{1,...,K}

λ
T gk (15)

subject to λ
Th ≤ A , λ

T1 = 1 , λ ≥ 0 (16)

where λ �
[
λ1 · · ·λNm

]
, gk � [Gk(s1) · · ·Gk(sNm

)], h �

[H(s1) · · ·H(sNm
)], and 0 and 1 denote vectors of zeros and

ones, respectively. In other words, instead of considering all

possible PDFs as in (12)-(13), a number of known signal val-

ues are considered, and the optimal weights, λ, correspond-

ing to those signal values are searched for. In general, the

solution of (15)-(16) provides an approximation to the opti-

mal solution that is obtained from (12)-(13), and the approx-

imation accuracy can be improved as much as desired by in-

creasing Nm. In fact, if s1, . . . , sNm
contain all the possible

signal values (e.g., for a digital system), then the solution of

(15)-(16) becomes exact.

By defining an auxiliary variable t, an equivalent form of

(15)-(16) can be obtained as follows:

min
t ,λ

t (17)

subject to λ
Tgk ≤ t , k = 1, . . . ,K (18)

λ
Th ≤ A , λ

T1 = 1 , λ ≥ 0 . (19)

It is noted that (17)-(19) corresponds to linearly constrained

linear programming (LCLP). Therefore, it can be solved effi-

ciently in polynomial time [13].

Remark 1: It is noted that the stochastic signal model in

(14) corresponds to a randomization among Nm signal val-

ues. In practice, randomization of signal values can be per-

formed, for example, via time sharing by sending each signal

1The dimension of S reduces to K if symmetric signaling is employed.

value for a certain number of information bits in proportion to

the probability of that signal value. It is important to note that

the receivers do not need to know this randomization structure

since the signal randomization is optimized by the transmitter

for given detectors at the receivers of different users (see (4)).

Remark 2: In order to realize the proposed stochastic

signaling approach in practice, the transmitter needs to know

the noise powers at the receivers (or, the signal-to-noise ratios

(SNRs) at the receivers, considering a flat-fading scenario, as

discussed after (2)), which can be sent via feedback to the

transmitter. Such a feedback is commonly available in mul-

tiuser systems for power control purposes [14]. In addition,

if the signal randomization is implemented via time sharing,

the channel conditions should be constant for a number of bit

durations; hence, slowly fading channels are well-suited for

stochastic signaling.

4. SPECIAL CASE: SIGN DETECTORS

In this section, stochastic signaling is studied in detail for

symmetric signaling when sign detectors are employed at the

receivers. Although sign detectors may not be optimal in

the presence of interference [15], they facilitate simple im-

plementation as they have low complexity and do not need

any prior information about the interference. The use of sign

detectors is justified also by the zero mean nature of the noise

and interference (see (3)). It should be noted that the inter-

ference has zero mean since symmetric signaling and equally

likely information bits are assumed. For these reasons, sign

detectors are employed in many binary communications sys-

tems, such as in various wireless sensor network applications

due to their low complexity and practicality.

For the sign detectors, the decision rules at the receivers

(see (4)) become

îk = φk(yk) =

{
0 , yk < 0

1 , yk > 0
(20)

for k = 1, . . . ,K. In the case of yk = 0, the detector decides

for bit 0 or bit 1 with equal probabilities. Then, for symmetric

signaling (i.e., S
(1)
k = −S

(0)
k for k = 1, . . . ,K), Gk(S) in

(11) can be expressed, after some manipulation, as

Gk(S) =
1

2K−1

∑
ik∈{0,1}K−1

Q

(
S
(1)
k +

∑K

l=1,l �=k ρk,lS
(il)
l

σk

)

(21)

In order to provide intuitions about the performance of

stochastic signaling in MAI limited scenarios, an asymptoti-

cal analysis is performed as σk → 0 for i = 1, . . . ,K. In this

case, Gk(S) in (21) is given by

Gk(S) =
1

2K−1

∑
ik∈{0,1}K−1

u

⎛
⎝−S

(1)
k −

K∑
l=1, l �=k

ρk,lS
(il)
l

⎞
⎠

(22)

where u(·) represents the unit step function defined as u(x) =
1 for x > 0, u(x) = 0.5 for x = 0 and u(x) = 0 for x < 0.

Next, the aim is to compare the performance of the op-

timal stochastic and deterministic signaling approaches for
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sign detectors in the absence of noise. In the optimal deter-

ministic signaling approach, the signals are modeled as deter-

ministic values; that is, the PDF of S in (5), pS , is expressed

as pS(x) = δ(x−s). Then, the optimization problem in (12)-

(13) reduces to the optimal deterministic signaling problem:

min
s

max
k∈{1,...,K}

Gk(s) subject to H(s) ≤ A . (23)

Assume without loss of generality that signals S
(1)
k are posi-

tive. Then, it is observed that both the optimal stochastic and

deterministic signaling approaches can achieve zero proba-

bility of error if there exists a signal vector S such that2

S
(1)
k >

K∑
l=1, l �=k

|ρk,l|S
(1)
l , ∀k ∈ {1, . . . ,K} . (24)

This condition follows from (22) since it guarantees that the

argument of the unit step function is negative for all signal

combinations (recalling that S
(0)
l = −S

(1)
l as symmetric sig-

naling is considered).

The condition in (24) corresponds to scenarios in which

MAI is not significant and no error floor occurs due to in-

terference. However, this condition may not be satisfied in

certain cases and the MAI can be significant. For those cases,

it is important to quantify the maximum amount of improve-

ment that can be achieved via stochastic signaling over deter-

ministic signaling. Let Pstoc denote the minimum value of

the maximum probability of error corresponding to the op-

timal stochastic signaling, which is obtained as the solution

of (12)-(13). In addition, let Pdet denote the minimum value

of the maximum probability of error for optimal determin-

istic signaling, which is obtained from (23). Then, the fol-

lowing proposition specifies the maximum asymptotical im-

provement due to stochastic signaling.

Proposition 1: Suppose there exist no signal values that

satisfy (24). Then, for sign detectors and symmetric signal-

ing, the maximum asymptotical improvement ratio is equal to

the number of users. That is,

lim
σ1,...,σK→0

Pdet

Pstoc
≤ K . (25)

Also, the maximum asymptotical improvement ratio, K, is

achieved if there exist signal values such that

S
(1)
k >

K∑
l=1, l �=k

|ρk,l|S
(1)
l , ∀k ∈ {1, . . . ,K} \ {k∗} and

− 2 min
l∈{1,...,K}\{k∗}

{
|ρk∗,l|S

(1)
l

}
<

S
(1)
k∗ −

K∑
l=1, l �=k∗

|ρk∗,l|S
(1)
l < 0 (26)

for any k∗ ∈ {1, . . . ,K}.

The proof is omitted due to the space limitation.

Proposition 1 states that in interference-limited scenarios,

the maximum average probability of error can be reduced by

2It can be assumed without loss of generality that S satisfies the power
constraint in (13) since scaling the signal vector S by any positive number
does not affect the inequalities in (24).
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Fig. 2. Maximum probabilities of error versus 1/σ2 for K =
6, ρk,l = 0.21, for all k �= l, and A = 6.

a factor of up to K via stochastic signaling. The main reason

behind this improvement is the inherent randomization oper-

ation that is performed in the stochastic signaling approach.

By employing randomization among multiple different signal

vectors, the average probabilities of error for different users

can be equalized to a certain extent, which can reduce the

maximum value of the average probabilities of error.

5. NUMERICAL RESULTS AND CONCLUSIONS

In this section, simulations are performed in order to compare

the performance of the stochastic signaling approach against

various deterministic signaling approaches. Namely, the fol-

lowing techniques are investigated in the simulations:

Stochastic Signaling: Stochastic signals are designed

based on the formulation in (17)-(19).

Optimal Deterministic Signaling: Deterministic signals

are designed based on (23).

Deterministic Signaling at Power Limit: Instead of ob-

taining optimal deterministic signals from (23), one can also

consider a deterministic signaling scheme which equalizes

signal-to-interference-plus-noise ratios (SINRs) at different

receivers, and utilizes all the available power at the transmit-

ter [16]. For symmetric deterministic signaling, the SINR

at the receiver of user k can be expressed as SINRk =∣∣S(1)
k

∣∣2/(∑l �=k ρ
2
k,l

∣∣S(1)
l

∣∣2 + σ2
k

)
. In the deterministic sig-

naling at the power limit approach, S
(1)
1 , . . . , S

(K)
k are chosen

such that SINR1 = · · · = SINRK and
∑K

k=1

∣∣S(1)
k

∣∣2 = A.

In the simulations, equally likely information bits are as-

sumed, and symmetric signaling is considered. Also, the

users employ sign detectors at the receivers, and the standard

deviations of the noise at the receivers are taken to be equal,

that is, σk = σ, for k = 1, . . . ,K. In addition, without loss of

generality, ρk,l in (3) is set to one for k = l; that is, ρk,k = 1
for k = 1, . . . ,K.

First, a 6-user scenario is considered, that is, K = 6,

and the crosscorrelations between the pseudo-noise signals

for different users are set to 0.21; i.e., ρk,l = 0.21 for k �= l.
Also, the average power constraint A in (7) is taken as 6.

In Fig. 2, the maximum probabilities of error are illustrated

78



�+� �+� �+� �+� �+� �+,
��	�

��	�

��	�

���

ρ

�
��

��
��

��
��
��

��
���
��
��
��
��
��

��� !�"�� ���#$���$#
%&������'(�(���$�"�� 
'(�(���$�"�� ������)(��*����

Fig. 3. Maximum probabilities of error versus ρ for various

signaling approaches, where K = 6, A = 6, and σ = 10−3.

for the stochastic signaling, optimal deterministic signaling,

and deterministic signaling at the power limit approaches.

In obtaining the stochastic signals via the convex relaxation

approach, the signal for information bit 1 of each user is

modeled to take values from 0 to 1.4 with an increment of

0.2.3 Then, the optimal weights for these possible signal

values are obtained from (17)-(19) via CVX: Matlab Soft-

ware for Disciplined Convex Programming [17]. The use of

a finite set of signal values can be justified by considering

a digital system in which a number of bits are used to rep-

resent each signal value. In this scenario, a 4-bit represen-

tation can be considered as there are 8 possible signal val-

ues, {0, 0.2, 0.4, 0.6, 0.8, 1, 1.2, 1.4}, for information bit 1,

and the negative of these values for information bit 0. From

Fig. 2, it is observed that the stochastic signaling approach

outperforms the deterministic signaling approaches for small

noise variances; that is, for MAI limited scenarios. Also,

the optimal deterministic signaling approach achieves lower

maximum probabilities of error than the optimal determinis-

tic signaling at the power limit approach for medium range

of σ values. Another important observation from the figure is

that, for small values of σ, the stochastic signaling approach

achieves a 6 times improvement in the maximum probability

of error compared to the optimal deterministic approach, as

claimed in Proposition 1. In fact, it can be shown that the

assumptions in the proposition are satisfied in this scenario.

In Fig. 3, the error probabilities of the different signaling

approaches are plotted versus ρ, where ρk,l = ρ for k �= l.
In addition, the other parameters are set to A = 6, K = 6,

and σ = 10−3. It is observed that the stochastic signaling ap-

proach has lower error probabilities than the other approaches

for ρ ∈ [0.2, 0.29] and ρ ∈ [0.33, 0.57]. The improvement re-

gion and the amount of improvement depend on the relation

among the system parameters. Also, the optimal determinis-

tic signaling approach outperforms the deterministic signal-

ing at the power limit approach for certain range of ρ. How-

ever, it does not provide significant improvements in general.

3Since symmetric signaling is considered, the possible signal values for
bit 0 are from −1.4 to 0 with an increment of 0.2.
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