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ABSTRACT 
The fractional Fourier domain multi-channel and multi- 
stage filtering configurations that have been recently 
proposed enable us to obtain either exact realizations 
or useful approximations of linear systems or matrix- 
vector products in many different applications. We 
discuss the solution and cost analysis for these config- 
urations. It is shown that the problem can be reduced 
to a least squares problem which can be solved with 
fast iterative techniques. 

1. INTRODUCTION 

In many applications of digital and optical signal pro- 
cessing, it is desired to implement linear systems of the 
form g(u)  = J- H ( u ,  u’)f(u’) du’. Such systems take 
the form of a matrix-vector product when discretized: 
g k  = H k n  fn or g = Hf.  This may either rep- 
resent a system which is inherently discrete or may 
constitute an approximation of a continuous system. 

Linear shift-invariant, systems are characterized by 
kernels of the special form H(u,u’) = h(u - U’) or 
Hkn = h k - n ,  These systems correspond to convolu- 
tion in the time or space domain and multiplication 
with a filter function in the Fourier domain. Although 
the use of shift-invariant (convolution-type) systems 
are convenient in many applications, sometimes their 
use is inappropriate or a t  best a crude approximation. 

In a variety of applications, greater flexibility and 
performance can be achieved at no additional cost, by 
filtering in fractional rather than ordinary Fourier do- 
mains (Fig. l a )  [21 3, 4, 5 ,  61. The ath order frac- 
tional Fourier transform 3Q is the generalization of 
the ordinary Fourier transform, such that a = 1 cor- 
responds to the ordinary Fourier transform and a = 0 
corresponds to the identity operation [l, 2, 71. Thus, 
when a = 1, the filtering scheme in Fig. l a  corresponds 

convolution-type systems). When a = 0, it corre- 
sponds to direct multiplication by h(u )  in the time 

to  ordinary Fourier domain filtering (shift-invariant or 

domain. The costs of both digital and optical imple- 
mentations of fractional Fourier domain filtering are 
the same as that of ordinary Fourier domain filtering 
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Figure 1: (a) ath order fractional Fourier domain fil- 
tering. (b) Multi-stage (serial) filtering. (c) Multi- 
channel (parallel) filtering. 

Further generalizations of the concept of fractional 
Fourier domain filtering have been suggested. These 
have been referred to as multi-stage (or repeated or se- 
rial) filtering in fractional Fourier domains, and multi- 
channel (or parallel) filtering in fractional Fourier do- 
mains, In the niult,i-stage system (Fig.lb) [2, 5, g], the 
input is first transformed into the a1 th domain where it 
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is multiplied by a filter h l (u ) .  The result is then trans- 
formed back into the original domain. This process 
is repeated M times. In the more recently suggested 
multi-channel filter structure (Fig.lc) [lo, 111, the in- 
puts of all channels are identical and their outputs are 
added together. For each channel k, the input is first 
transformed to the akth domain where it is multiplied 
with a filter hk(u) .  The result is then transformed back 
to the original (time) domain. 

In previous works ([a, 5, 9, 10, ll]), the matrices in- 
volved in each configuration were assumed to be square 
matrices of full rank. In this work a generalization of 
the formulation is carried out for arbitrary rectangular 
matrices of arbitrary dimensions and rank. 

2. MULTI-STAGE AND MULTI-CHANNEL 
FILTERING 

In discrete-time notation, the outputs g, and g p  of the 
serial and parallel configurations of Fig.lb and Fig.lc 
are related to the input f by the relations: 

L k 1  J 
where  fa^ represents the aj th order fractional Fourier 
transform matrix [12, 131, and AJ denote the diago- 
nal matrix corresponding to multiplication by the fil- 
ter function h k  [ j ]  . The above may also be expressed as 
g = Tf where T is the matrix representing the overall 
filtering configuration. In previous work ([2, 5, 9, lo]), 
T was assumed to be a square matrix of full rank. 
In this work we provide a generalization of both the 
formulation and cost analysis to arbitrary rectangular 
matrices T of dimension N ,  x N f  of arbitrary rank 
R. In the multi-channel configuration, the dimensions 
of F-Q, Ak, and Fak become N,  x N,, Ng x N f ,  
N j  x N j .  To avoid confusion, in the rest of the pa- 
per we will use F F  to denote the ukth order fractional 
Fourier transform matrix with dimensions N x N .  In 
the multi-stage case there exists a greater flexibility in 
choosing the dimensions of the intermediate filter ma- 
trices Ak. A natural choice is to taper the dimensions 
of A, gradually from N f  to Ng as rE goes from 1 to M .  

In a typical application we are given a linear sys- 
tem matrix H which we desire to implement (which 
may, for instance, be the optimal recovery operator of 
a signal restoration problem). Then, we seek the trans- 
form orders Uk and filters hk[j] such that the resulting 
matrix T (as given by Eqns. 1 and 2) is as close as pos- 
sible to H according to some specified criteria, such as 
Froebenius norm: IIT - HIIF. Alternatively, it is possi- 
ble to take Eqn 1 or 2 as a constraint on the form of the 

linear matrix H to be employed in a specific application 
such as restoration, recovery, denoising, etc. Given a 
specific optimization criteria, such as minimum mean- 
square estimation error, we seek the optimal values of 
ab and h k [ j ]  such that the given criteria is optimized. 

In the multi-channel case, regardless of which of 
these approaches we take, the problem of determin- 
ing the optimal filter coefficients can be exactly solved 
since the overall kernel T depends linearly on the filter 
coefficients hk[j] as follows: 

where N E min( N f  , N g ) .  The dimensions of the ma- 
trices T k J ,  indexed by k j ,  are the same as the dimen- 
sions of T ( N g  x N f  ). These matrices play the role of a 
family of "basis matrices" which are used to construct 
the matrix 1. It can be shown that their elements 
&j[m, n] are given by 

9 k j  [m, 1x1 = FG,"" jlF$ [ j ,  n ] ~  (4) 

where and Fz, are fractional Fourier transform 
matrices of dimension N g  and N f  respectively. 

The objective is to choose the N M  filter coefficients 
h k [ j ]  (N coefficients in each of M filters) so that the 
resulting linear system T is optimal according to some 
criteria. For instance, if we wish to minimize IIT-HIIF, 
where H is a specified matrix, the problem can be ex- 
actly posed as a least-squares optimization problem 
leading to an associated set of normal equations or 
which can be solved with other standard techniques. 
To see this, it is necessary to first "vectorize" the above 
equations. Let denote the Ng N f  x 1 vector obtained 
by stacking the columns of T on top of each other, and 
let Zkj  denote the N g N f  x 1 vector obtained by stack- 
ing the columns of Tkj on top of each other. Finally, 
let h denote the M N  x 1 matrix obtained by stack- 
ing the M filters h 1 [ j ]  , h2 [ j ]  , . . . , h N  [ j ]  on top of each 
other. With these conventions, we obtain 

M N  

ab]= C$blh[rll P =  1 , 2 , . . . l ~ , ~ f l  (5) 
q = l  

where the indice q also follows a column ordering over 
the two indices k j .  This equation can also be written 
in matrix form as 

(6) T =  TIT2 . . .  'l&N hGTh, - [- 1 
where the new N g N f  x M N  m a t r i x 2  has been defined. 
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Now, we are finally able to state our problem in 
standard form as follows: Minimize the mean-square 
difference - €11)2 between the desired €I and = 
- Th. This is a standard least squares problem and can 
be solved in a number of ways. The filter vector h 
which minimizes ll€J - &[I2 is known to satisfy the 
so-called normal equations associated with the least 
squares problem: 

100 - 

: H  - H :  
- T EJ=x Eh, (7) 

:H 
where is the Hermitian transpose of 2. 

In the multi-stage case, the overall kernel T de- 
pends nonlinearly on the filter coefficients hk [ j ]  , so that 
solution of the optimization problem arising in this case 
is much more difficult. (Nevertheless an iterative ap- 
proach has been successfully applied to this problem 

The M-channel or hl-stage filtering configuration 
has about M N  degrees of freedom, as opposed to gen- 
era! linear systems which have Ng N j  degrees of free- 
dom and shift-invariant systems which have about N 
degrees of freedom. These configurations interpolate 
between general linear systems and shift-invariant sys- 
tems both in terms of cost and flexibility. If we choose 
M to be small, cost and flexibility are both low; M = 1 
corresponds to single-stage filtering. If we choose M 
larger, cost and flexibility are both higher; as M ap- 
proaches NI the number of degrees of freedom ap- 
proaches that of a general linear system. We show 
that exactly M = N filters are necessary and suffi- 
cient to implement an arbitrary general linear system 
matrix exactly (with zero error) in the multi-channel 
case. Likewise, M = N + 1 filters are necessary and 
sufficient in the multi-stage case. In practice, most ma- 
trices are not wholly arbitrary and exhibit some kind 
of internal structure, although that structure may not 
be easy to identify or characterize. As will be illus- 
trated by the examples, there are many applications in 
which acceptable or useful approximations to given lin- 
ear systems are possible with small or moderate values 
of M << N ,  which as discussed next result in consider- 
able cost savings. 

A general cost (complexity) analysis has been un- 
dertaken for both digital and optical implementations 
in the form of multi-channel and multi-stage filtering 
configurations, in comparison to direct implementa- 
tions in the form of general linear systems. While we 
have considered the general case where the linear sys- 
tem matrix H we wish to approximately implement has 
dimensions Ng X N j  and rank R, here we only present 
the simplest case of digital implementation of full rank 
square matrices (Fig. 2). The number of channels or 
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Figure 2: Cost comparison of exact and approximate 
implementations of linear systems. 

stages M = 10 assumed in these plots has been shown 
to be sufficient to obtain useful approximations to the 
desired linear syst,em matrix in a variety of applica- 
tions. 

3. EXAMPLES 

As a simple example, we first consider restoration of 
images blurred by a space-varying local point spread 
function using (Fig.3). The mean-square estimation 
error is 12% in the multi-stage case and 16% in the 
multi-channel case with M = 4, and 4% in the multi- 
stage case and 6% in the multi-channel case with M = 
8. Ordinary Fourier domain filtering gives very poor 
results, resulting in an error of 34%. 

Next we consider the problem of denoising a signal 
consisting of Q chirp-like components in additive white 
Gaussian noise. We assume that the rates of the chirps 
are known within an accuracy of 5% but that their 
time shifts are unknown. For Q = 6 and an initial 
S N R  = 0.1, the multi-channel configuration results in 
a mean-square estimation error of 2.6% with M = 6, 
This corresponds to an SNR improvement of 25.8 dB. 
These results represent significant improvements with 
respect to single domain filtering but are much cheaper 
to implement than general linear filtering. 
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Figure 3: (a) Original 256 x 256 image. (b) Blurred 
image. (c). Restored by multi-stage filtering ( M  = 8). 
(d) Restored by multi-channel filtering (A4 = 8). 
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