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ABSTRACT 
Visual surveillance and activity analysis is an active research field 
of computer vision. As a result, there are several different algo-
rithms produced for this purpose. To obtain more robust systems 
it is desirable to integrate the different algorithms. To help 
achieve this goal, we propose a flexible, distributed software col-
laboration framework and present a prototype system for auto-
matic event analysis. 

Categories and Subject Descriptors 
I.4.8 [Image Processing and Computer Vision]: - Scene Analy-
sis, Motion, Tracking, I.5.5 [Pattern Recognition] - Implementa-
tion, Special architectures 

General Terms 
Algorithms, Theory. 

Keywords 
visual surveillance, anomaly detection, distributed system, event 
detection,  

1. INTRODUCTION 
Visual surveillance and activity analysis has attained great interest 
in the field of computer vision research [1][2]. Several algorithm 
libraries are available on-line (open-source or proprietary), how-
ever their integration into a complex system is hindered by the 
inhomogeneity of the implementation language, format, process-
ing speed, etc. The aim of this work is to produce a flexible sys-
tem for activity analysis. We provide a transparent and distributed 
architecture for easy integration of third party modules into a 
common framework to facilitate easier research collaboration and 
evaluation. The setup is hierarchical thus helping the scalability of 
the whole framework. The actual implementation integrates di-
verse algorithms forming a test-bed for unusual activity detection. 
Various complex surveillance related algorithms, such as human 
and body action, tracking and motion activity algorithms are inte-
grated into one system. In the case of detecting unusual motion 
occurrences, we refer to the term unusual in statistical sense. 
 

2. SYSTEM ARCHITECTURE 
The architecture according to the current trend and software tools 
is as flexible as possible. The modules can be distributed over the 
network (either LAN or WAN); they are organized into a hierar-
chical structure. The structure can be separated into four main 

entities: a) the clients, b) the server (optionally including the web 
server) c) the controller and d) the communication interface em-
bedded into the user module (see Figure 1). Each component op-
erates autonomously communicating through RPC requests over 
TCP/IP. 
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Figure 1: System architecture 

a) The web-based control interface of the server (Figure 2) 
gives the user transparent access to the control of the modules and 
can display their current status and output. It is written in Java 
and XHTML/ActionScript. 

b) The server is the central element of the system; it sits on the 
top of the hierarchy. It delegates the tasks to the modules and 
coordinates the execution of the different modules: starts and 
stops modules and sets their parameters. The server can have 
more than one controller connection. 

c) The controller is a mid-level entity. Its role is to serve as a 
gateway between the modules on the local network. One control-
ler can have several modules connected to it. 

d) The communication interface seamlessly integrates into the 
user module. It is implemented as a C++ class. It requires as little 
changes to the user modules as possible and it is designed to be 
easily integrated into third parties’ existing applications. Through 
the interface the modules can transparently exchange images 
frames and other data.  

One advantage of the architecture is that there is no need to 
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publicly provide any proprietary source code, yet it is still possi-
ble to integrate heterogeneous modules through TCP/IP. Third 
parties’ IP rights can be easily protected as they can run their own 
modules on their own servers; they only need to incorporate the 
communication interface classes we provide. 

 
Figure 2: Simple web interface 

3. ACTUAL MODULES 
In the following we describe the actual modules in the system and 
their background.  

3.1 Body actions module 
Human model and motion based unusual event detection 
In order to achieve a simple motion representation, [6] introduced 
the concept of Motion History Image (MHI) and Motion Energy 
Image (MEI). This representation has been recently used for mo-
nocular gait recognition tasks [7] and activity modeling [9]. We 
have extended this formulation to represent view-independent 3D 
motion [5]. A simple ellipsoid body model was fit to the incoming 
3D data to capture in which body part the gesture occurs thus 
increasing the recognition ratio of the overall system and generat-
ing a more informative classification output. In this module, we 
use the same approach for monocular sequences. The system is 
based on three sub-modules: 
2D body model. The inputs to this module are the foreground 
regions previously extracted by the background/foreground sepa-
ration module. In order to extract a set of features describing the 
body of a person that performs an action, a geometrical configura-
tion of human body must be considered. Since the aim of our 
research is to increase robustness of gesture classification by em-
bedding human body configuration information in our data analy-
sis loop while keeping real-time performance, a simple elliptic 
model of human body has been adopted. For each connected 
component classified as foreground we fit an ellipse using statistic 
moment analysis, obtaining the spatial mean and covariance ma-
trix of the pixels belonging to the connected component. The 
obtained parameters, together with the horizontal and vertical 
projection histograms of the silhouettes of the blobs extracted are 
first used to identify if the blob belongs to a single person or not 
(that is, it corresponds to a group of people or to any other object 
such as a car or truck). Only if the blob is classified as a person it 
will be further processed.  

Motion modeling. The binary Motion Energy Image (MEI) Eτ 
(x; t) is defined as: 
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where ΩD(x; t) is the binary data set indicating regions of motion. 
This measure captures the locations where there is motion in the 
last τ frames. Motion detection captured in ΩD (x; t) can be 
coarsely estimated by a simple forward differentiation among 
pixel frames, still leading to satisfactory results while preserving a 
reduced computational complexity. It should be noted that τ is a 
crucial parameter in defining the temporal extent of the actions.  
To represent the temporal evolution of the motion, we define the 
Motion History Image (MHI) where each of the pixel intensities 
is a function of the temporal history of the motion at that location. 
Formally, 
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This particular choice of temporal projection operator has the 
advantage that computation is recursive thus being a good repre-
sentation for a real-time system. An example of MHI is shown in 
Figure 3. 

 
Figure 3: Examples of motion descriptors: First 

row MEI and second row MHI 
Unusual event detection. Data produced by the body and motion 
analysis modules is processed in order to extract a vector of fea-
tures for classification. Informative features derived from the 
analyzed data (MHI and MEI) are required. Statistical moments 
invariant to scaling, translation, rotation and affine mappings have 
been used [8]. For each data set (MHI and MEI), 5 invariant mo-
ment-based features are computed. Information from the elliptic 
body model can be used to generate additional features. We use 
two features describing the relative amount of motion pixels lo-
cated in the upper and lower body part, defined through the ellip-
tic model. Thus, we construct a 12-dimensional feature vector. 
For each scenario, this feature vector is trained for the usual 
events (people walking and people standing for instance) using a 
mixture of Gaussians probability model. The detection of unusual 
events is based on a classification of each feature vector as be-
longing to this model or not. 

3.2 Pedestrian and tracking module 
Non-parametric clustering for object detection. Fast mean 
shift-based clustering in 2D digital images is introduced using 
integral images. The fast clustering step is used to delineate ob-
jects directly in a difference image obtained by a standard adap-
tive background subtraction technique in an automated visual 
surveillance system [10].  
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The clustering step requires a single parameter in form of an ob-
ject (kernel) size model H(x) and does not rely on any sensitive 
parameters such as thresholding. 

  
Figure 4: Human detection results 

Occlusion handling for interacting targets. A novel occlusion 
handling scheme is implemented, which significantly improves 
the tracking performance even in the presence of a large overlap 
between objects [11]. The optimal spatial arrangement, i.e. con-
figuration of occluding targets is determined by searching for the 
maximum joint-likelihood estimate in the space of possible object 
configurations. The configurations are efficiently evaluated using 
integral image-based computations. The search employs a sam-
pling scheme relying on the mean shift procedure and on priors 
with respect to the number and size of involved targets (Figure 4). 

 
Figure 5: Computation of the maximum likelihood 

object configuration using fast integration of the dif-
ference image (difference image is shown inverted) 

Kernel-based tracking using motion features for multiple tar-
gets (Figure 6). A kernel-based fast tracking algorithm [12][13] is 
applied to the track density maxima in a difference image. The 
principal advantages of this tracking strategy are: (1) the data 
association problem is solved implicitly, since the mode seeking 
procedure is guided to the nearby mode along the steepest density 
gradient (Figure 5); (2) it represents a simple and computationally 
efficient technique, because only a few fast mean shift iterations 
are sufficient to re-detect the object. The mode seeking process is 
complemented with a linear motion model. 

Video data set and evaluation framework. We proposed a mo-
tion detection and tracking evaluation framework using semi and 
full-synthetic video sequences under controlled variation of se-
lected parameters [14]. Objective measures assessing the motion 
detection and tracking quality were proposed and various algo-
rithms have been compared [15].  
An annotation framework has been developed within the MUS-
CLE network of excellence and two datasets with annotations 
have been made publicly available. 

  
Figure 6: Fast kernel-based tracking of multiple targets using 

motion information. 

3.3 Multimodal human actions module 
Recently, intelligent video analysis systems capable of detecting 
humans, cars etc were developed. Such systems mostly use 
HMMs or SVMs to reach decisions. They detect important events 
but they also produce false alarms. It is possible to take advantage 
of other low cost sensors including audio to reduce the number of 
false alarms [1]. Most video recording systems have the capability 
of recording audio as well. Analysis of audio for intelligent in-
formation extraction is a relatively new area. Automatic detection 
of broken glass sounds, car crash sounds, screams, increasing 
sound level at the background are indicators of important events. 
By combining the information coming from the audio channel 
with the information from the video channels, reliable surveil-
lance systems can be built. 
In this module (Figure 7), a surveillance subsystem that utilizes 
both video and audio to detect fight among people at unattended 
places were developed. First, moving objects in video are seg-
mented from the scene background by using an adaptive back-
ground subtraction algorithm and then segmented objects are 
classified into groups like human and human group using a sil-
houette based classification method [4]. By analyzing the motion 
of the human groups and at the same time detecting screams or 
increasing sound in audio a decision is given to detect fight. 

 
Figure 7: Block diagram of the body actions module 

3.4 Unusual motion pattern module 
Intelligent visual surveillance is an increasingly important part of 
computer vision research. One of the most important goals of 
visual surveillance systems is to analyze the activity of the ob-
served objects in order to detect anomalies, predict future behav-
iors, or predict potential unusual events before they occur. There 
have been a lot of approaches to model the activity of dynamic 
scenes. Analysis of motion patterns is an effective approach for 
learning the observed activity. For the most of the time, objects in 
the scene do not move randomly. They usually follow well-
defined motion patterns. Knowledge of usual motion patterns can 
be used to detect anomalous motion patterns of objects. Current 
systems mainly base their analysis of motion patterns on a prede-
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fined classification of tracked data [16] or of optical flow patterns 
[17]. 
The module consists of three processing sub-modules.  First, the 
input image sequence is filtered to remove noise and enhance 
significant edges. Then the EMD (elementary motion detection 
[18][19]) module estimates the local motion vectors in every pixel 
which are fed into the GMM (Gaussian mixture model) sub-
module. The GMM module learns the usual motion patterns and 
evaluates whether the input pixel values are from the learned sets 
or not. Finally, the Decision module evaluates the output of the 
GMM sub-module and produces an alarm signal if an unusual 
motion pattern was detected (Figure 8). 

PixelPixel--wise motion estimationwise motion estimation
black: right, white: leftblack: right, white: left

Motion statisticsMotion statistics

InputInput
Actual motion masked Actual motion masked 
with usual motionwith usual motion

Invalid regionInvalid region

 
Figure 8: Motion pattern based anomaly detection. 

3.5 Fusion and evaluation module 
The purpose of this module is to fuse the output of the modules 
and trigger an alarm. This alarm signal is passed to the server and 
then displayed in the web-based client.   
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