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Abstract 

We propose a heuristic procedure that constructs a schedule for N jobs with stochastic 
processing times and a common due date on M parallel, identical machines. The criterion is 
the minimization of the total expected incompletion cost. A worst-case analysis for the ratio 
of the heuristic and optimal solutions is presented and a bound on the ratio is derived. The 
experimental results presented indicate that the heuristic procedure generates almost optimal 
solutions. 

1. Introduction 

In this paper we consider the problem of scheduling N jobs on M parallel, 
identical machines with jobs having a common due date and stochastic processing 
times. A job, if not completed within the due date, incurs a fixed incompletion 
cost to complete it at some other facility. The problem is to allocate and sequence 
the jobs on the machines with the objective to minimize the expected incomple- 
tion cost or the expected weighted number  of tardy jobs. When the expected 
incompletion costs of the jobs are equal, then the criterion can be considered as 
minimizing the expected number  of tardy jobs. This problem is a stochastic 
version of the M-parallel processor problem - a well known problem in the 
scheduling literature and practice. In an at tempt to solve the assembly line 
balancing problem by the branch-and-bound type of procedure [6], the solution 
to this problem gives a bound value to effectively fathom the enumerat ion tree. 

The problem of scheduling independent  jobs on parallel, identical machines 
was first considered by McNaughton [14]. He developed rules for minimizing the 
total completion time where part  of  the same job may  be assigned to more than 
one machine. Later, several researchers [3,5,8,9,12,17,18,19,22] examined the 
problem for different performance measures. For  a review of sequencing and 
scheduling jobs on parallel machines, Graham, et al. [11] present an excellent 
survey. Lately, considerable research has been reported in the area of stochastic 
scheduling. For a review, the reader is referred to papers by Pinedo [15] and 
Pinedo and Weiss [16]. 
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In view of the complexity of the problem, work has focused on developing 
heuristic procedures. One of the main measures of performance of a heuristic 
procedure for the minimization problem is the minimization of the ratio of the 
solution value obtained using the heuristic procedure to that of the optimal 
solution value with the least computational requirements. Satin and Elmaghraby 
[20] proposed a heuristic procedure for the criterion of minimization of the total 
weighted completion times. They derived bounds on the worst-case performance 
of the procedure. Loulou [13] obtained upper bounds on the difference of the 
values of the heuristic solution and the optimal solution, whereas Graham [10] 
and Garey and Graham [7] obtained bounds on the ratio of the values of the 
heuristic solution and the optimal solution for the objective of minimizing the 
makespan. Coffman and Gilbert [2] obtained bounds on the ratio of the values of 
the heuristic solution and the optimal solution where the job performance times 
were chosen from a uniform distribution or an exponential distribution for the 
objective of minimizing the makespan. Bruno and Downey [1] determined an 
expression such that the probability of the ratio of the values of the heuristic 
solution and the optimal solution being less than the expression determined is 
greater than a prespecified value. The objective was to minimize the makespan, 
the job performance times were chosen from a uniform distribution. Eastman et 
al. [4] derived lower and upper bounds on the cost of an optimal schedule for the 
problem with the objective of minimizing total weighted flowtimes. 

Our problem is different from those referred to above in the sense that an 
incompletion cost is incurred for each job (proportional to its expected processing 
time) while the incompletion probability depends on the position of the job in the 
sequence and its expected processing time. Job processing times are assumed to 
be random variables. We propose a heuristic and present a worst-case analysis on 
the ratio of the heuristic and optimal solutions. A finite bound on the ratio is 
derived. A bound on the ratio for an example problem is also defined and shown 
to be quite close to unity. In words, the heuristic proceeds as follows. The single 
machine sequencing rule presented by Satin and Erel [21] gives a criterion to 
determine the relative order in which two jobs should appear in the optimal 
sequence of jobs on a single machine. This rule is applied to the problem on hand 
by transferring it to an equivalent single machine problem with its due date being 
equal to the product of the number  of machines and the given due date of the 
problem. Once the jobs are sequenced on an equivalent single machine problem, 
they are then allocated in that order to the M machines. The jobs within each 
machine are resequenced according to the single machine sequencing rule, and 
the resultant schedule is the desired one. 

In the sequel, we first present some notation and assumptions used for the 
problem discussed in this paper. Then the single machine sequencing rule is 
reviewed. The heuristic procedure of constructing a schedule on M machines is 
described and a property which translates the single machine sequence into a 
M-machine schedule is developed. Next, we present an analysis on the ratio of the 
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heuristic and optimal solutions. Finally, some computat ional  experience on the 
performance of the procedure on some randomly generated problems is reported. 

2. Notation and Definitions 

Consider M parallel, identical machines with N jobs available at time zero. 
Assume that the machines are free at the moment  and we wish to allocate and 
sequence the jobs among the machines. This problem can be considered as the 
generalization of the single machine sequencing problem for the objective of 
minimizing the expected incompletion cost to M parallel machines. The perfor- 
mance measure to be optimized is the expected incompletion cost. Let 

f~ = flowtime of job i, for i = 1 . . . . .  N 

d = common due date for all jobs 

IC+ = incompletion cost of job i, for i = 1 . . . . .  N. 

The performance measure can be expressed as: 

N 

Min E ICi x Pr[fi > e l .  
i = 1  

Each machine can process only one job at a time and, having once started a job, 
continues until its completion. Also, splitting of jobs among machines is not 
permitted. Job processing times are assumed to be normally distributed with 
known means. Wilhelm [23] has shown that the normal distribution is a legitimate 
distribution for representing processing times of jobs especially if the coefficient 
of variation is 0.3 or less. A job can be considered to be consisting of a number  of 
elementary tasks. As the number of elementary tasks increases, it is shown that 
the normal distribution becomes a better approximation of their cumulative time. 
The mean and variance of the processing time of a job is the sum of the means 
and variances of the elementary task times. The greater the number  of elementary 
tasks the greater will be the mean and variance of the job. Therefore, a large 
expected processing time of a job implies a greater number  of elementary tasks 
and consequently a larger variance. Accordingly, let 0/2 = a × ~i, i = 1 , . . . ,  n, 
where a is a constant. Such a relationship between the mean and variance is 
atypical - consider, for example, the Poisson and binomial distributions which 
are approximated by the normal for certain parameter values. Also, the greater 
the expected processing time of a job, the longer it will take to complete it off-line 
thereby resulting in greater incompletion cost. Hence, assume 1Ci= k x 1~, 
i = 1 . . . . .  n, where k is a constant representing the cost of completion per unit 
time. In the above expression, as the sum of normal variates is normal, f~ is a 
normally distributed random variable for all i. 
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Let x denote the sum of the means of the processing times of the jobs assigned 
to a station, then the incompletion probability 

xll 1 p ( : , ) = l -  t 
The incompletion probability function, p(x) is monotonically increasing and 
convex over the interval 0 ~< x ~< d '  and monotonically increasing and concave 
for x >/d ' ,  for some d '  ~< d as shown in Sarin and Erel [21]. 

3. Review of the single machine sequencing rule 

The single machine sequencing rule presented by Sarin and Erel [21] gives a 
criteria to determine the relative order in which two jobs should appear in the 
optimal sequence. The rule can be summarized as follows. If for any pair of jobs, 
the sum of the expected processing times of the remaining jobs is larger than d ' ,  
then the sequence which minimizes expected incompletion cost has two regions. 
The jobs are ordered in a nonincreasing order of their incompletion costs in the 
first region while they are ordered in a nondecreasing order of their incompletion 
costs in the second region. If the sum of the expected processing times of all the 
jobs is less than d ' ,  then the problem is trivial to solve: Jobs are ordered in the 
descending order of their incompletion costs. This rule is implemented in a 
special enumeration scheme to generate the optimal sequence. It was observed 
that selecting the best node among the first 100 nodes generated by this 
enumeration scheme results in almost optimal sequences. 

A property of this procedure which will be referred to later in this paper is as 
follows. 

PROPERTY 1 
If the sum of the expected processing times of all the jobs except the one with 

the smallest expected processing time is less than or equal to d '  ( d '  ~< d), then 
the problem is trivial to solve, i.e., arranging jobs in the nondecreasing order of 
their incompletion costs gives the optimal solution. 

4. Development of the heuristic procedure 

Consider an arbitrary schedule R in which jobs i and j are assigned to 
machines s and t, respectively. Moreover, let's assume that ~; ~< ~v., where ~; is the 
sum of the expected processing times of the jobs, Z;, preceding job i on the 
machine to which job i belongs. That is, ~ i -  Ez'---lgk • In the schedule R',  the jobs 
i and j are interchanged in position. The situation is depicted in fig. 1. Let Pi 
and pj be the incompletion probabilities of jobs i and j respectively in schedule 
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,,, I i 1 Mac o  t i t Machine s 

[ J ] Machine t .................... [ i I Machine t 

Schedule R Schedule R' 

Fig. 1. Relative posit ions of jobs  i and j in schedules R and R ' .  

R, and let p/' and pj denote the incompletion probabilities of jobs i and j ,  
respectively, in schedule R'. 

The following theorem determines the relation between the increase in the 
incompletion probability of job i and the decrease in the incompletion probabil- 
ity of job j as a result of interchanging their positions, and states a relationship 
between the contributions of the two jobs to the total cost in schedules R and R'. 

T H E O R E M  1 . 

I f ~ , + / ~ , ~ d ' ,  ~j + #j <~ d'  ( d'  <~ d), #~ >~ lxj and ~i~<~j, then p: - pi >~ pj - pj, 
and the contribution of the jobs i and j to the total cost in schedule R is less 
than or equal to that in schedule R'. If 4,.>: d ' ,  ~,. >I/~j and ~,.~< ~y, then 
P : -  Pi <~ Pj -P] ,  and the contribution of the jobs i and j to the total cost in 
schedule R' is less than or equal to that in schedule R. 

Proof 
First, as shown in Sarin and Ere1 [21], the incompletion probability function 

for the normal distribution is such that for x ~< d ' ,  it is monotonically increasing 
and convex, and for x >i d ' ,  it is monotonically increasing and concave. The first 
case, namely, ~,. +/~i ~< d '  and ~j +/~j ~< d '  of the theorem belongs to the mono- 
tonically increasing and convex portion of the incompletion probability function 
and is shown in fig. 2. It depicts p~, p:, p/ and pj. Since #; >//lj and ~i ~< ~j, 
( p : - p i )  (designated by A) is clearly larger than ( p j - p : )  (designated by B) 
because both ( p " - p ~ )  and ( p j -  p:) represent change in probability over the 
same interval, namely ~ j -  ~,., the interval corresponding to p : -  Pi being placed 
to the right of that corresponding to p j -  pj. Let cost(R) be the contribution of 

p°, 

A 
l'lJ / • , 

p, 

,; V • ~ , l P  I ........ 

Fig. 2. Incomplet ion probabil i t ies of tasks i and j in schedules R and R' .  
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the jobs i and j in schedule R. Since IC, >1 ICj(#i >f t~j), it follows that IC~(p'~ - 
p~) >1 ICj(pj - p j )  or IC~p" + ICjpj >1 IC~pi + ICjpj, thereby implying that 
cost(R') >t cost(R). 

The second case of the theorem belongs to the monotonically increasing and 
concave portion of the incompletion probability function and using arguments 
similar to those above it follows that p~ - p~ <~ pj - pj. Since IC/>~ Icj,  it follows 
that cost(R') ~< cost(R). Q.E.D. 

In words, the above result implies that for a pair of jobs i and j assigned to 
different machines, if ~i + ~ ~< d' and ~j + ~j ~< d ' ,  then the job with larger 
incompletion cost should occupy the earlier position. If ~ > /d '  and ~j >I. d ' ,  then 
the job with smaller incompletion cost should occupy the earlier position. 

4.1. PROCEDURE TO SCHEDULE N JOBS ON M MACHINES 

The heuristic generates a M-machine schedule from the single machine se- 
quence as follows: 
Step 1. Set the due date equal to M × d. Obtain the single machine sequence for 
this due date with the single machine sequencing rule. 
Step 2. Allocate jobs to M machines sequentially in their order of appearance in 
the single machine sequence by assigning the next job to the machine that has the 
least sum of the expected processing times of the jobs already assigned to it. 
Continue until all the jobs are assigned. 
Step 3. The jobs belonging to each machine are resequenced according to the 
single machine sequencing rule. 

Step 2 of the heuristic follows from theorem 1. Step 3 is applied to the schedule 
generated in step 2, since the individual machine sequences obtained in step 2 
may not satisfy the single machine sequencing rule. 

5. Analysis on the ratio of the heuristic and optimal solutions 

Consider the job i with an expected processing time of Pi and partition it into 
h jobs. This is depicted in fig. 3. Note that the sum of the expected incompletion 
costs of the h jobs is equal to E~=IlCIpl and Ph =Pi. 

1 i I 

7rT  .......... 

Fig. 3. Partitioning of job i into h jobs. 
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The following lemma determines a relationship between the expected incom- 
pletion cost of job i and the sum of the expected incompletion costs of the h 
jobs. 

LEMMA 1 
h 

ICi Pi > El= 1 ICI Pl, f o r  h > 1. 

Proof 
By construction, /,i=~2~'=0,/ and Pi>Pl for l =  1 , . . . ,  h - 1 ,  and P~=Pt for 

l=h ,  since (, + t,,. >_- (/ + ~1 for l = 1  . . . . .  h - l ,  and ( i + ~ i = ( l + t , t  for l=h .  
Therefore, /*iPi > FJ/=l#tPl for h > 1. Since ICi = k x/,~ for all i, it follows that 
IC~pi > P.~'=llCtp I for h > 1. Q.E.D. 

Consider one of the h jobs and partition it into h' jobs ( h ' >  1). It follows 
from lemma 1 that the sum of the expected incompletion costs of the h'  jobs is 
less than the expected incompletion cost of the original job. Thus, as the number 
of partitioned jobs increases, the expected incompletion cost of the sequence 
decreases. The following property summarizes the relation between the number of 
partitionings and the decrease in the expected incompletion cost of the sequence.  

rain 

and 

]~max 

PROPERTY 2 
In lemma 1, as the number of partitionings of a job increases, the difference 

between IC~p i and I2h=lIC/pt also increases. 
To obtain desirable partitions of jobs, let 

rain N 
j = l  . . . . .  

max {/aj }. 
j = l  ..... N 

Consider machine q with r jobs on it. Let Tq denote the sum of the expected 
processing times of the jobs on machine q. Replace the jobs on machine q by 

jobs with expected processing times equal to/~min, where f ( x )  denotes the largest 
integer less than or equal to x. Note that there will be 

s=f( rq 
jobs with expected processing times equal to/~mi~ and a fractional job with an 
expected processing time less than / ~ n  as the last job on machine q. Let this 
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fractional job be denoted by v. The following lemma determines a relationship 
between the sum of the expected incompletion costs of the jobs on machine q and 

$ 

E IC, p, + tCopo. 
i=1 

LEMMA 2 
E~i=llCipi + ICop v is a lower bound on the sum of the expected incompletion 

costs of the jobs on machine q. 

The proof of this lemma follows from lemma 1 and property 2 and is omitted 
here for the sake of brevity. 

Consider a schedule that has 

B M = f  M~mi-"" ~ E ~ i  
i=l 

jobs with expected processing times equal to ~m~, on each machine. Let this 
schedule be denoted by ~'M.1. Similarly, let ~M.2 denote the schedule that has 

A M = g  M,m-------~El~, + 1  
i=1 

jobs with expected processing times equal to ~max on each machine, where g(x)  is 
the smallest integer larger than or equal to x. Note  that Tq = B m x ~min and 
Tq = A M X #max for all q in qM,a and q'M,2, respectively. Let V( g'M,(. )) denote the 
cost of the schedule 'PM,(-), and V M denote the cost of any schedule of M 
machines of the N jobs; V~ denotes the cost of the optimal M-machine schedule. 
The following corollary determines a relationship between V( KOM, 1) and V M. 

COROLLARY 1 
V(~Ma) constitutes a lower bound on V M. 

Proof 
The proof of this corollary is by construction as follows. Consider any schedule 

of the N jobs on M machines. Replace the jobs on machine q by 

jobs with expected processing times equal to ~ n ,  for q = 1 . . . . .  M. Thus, there 
will be 
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jobs with expected processing times of /Lmi ., and a job with an expected 
processing time less than ttm~ n may remain as the last job on machine q, for 
q = 1 . . . .  , M. If follows from lemma 2 that the cost of this schedule is a lower 
bound on V M. Let the fractional jobs on machines with large Tq's be combined 
with the ones on machines with small Tq'S to form jobs with expected processing 
times equal to ~ m~n- This process obviously decreases the cost of the schedule. The 
cost of the schedule can be further decreased by transferring jobs from machines 
with larger number of jobs to machines with smaller number  of jobs. If the 
number of jobs on each machine cannot be made equal to each other, then the 
last jobs of the machines with higher number  of jobs  are pruned, so that each 
machine would have the same number  of jobs. Obviously, the cost of this 
schedule is a lower bound on V M. On the other hand, the resulting schedule is 
equivalent t o  x/FM, 1 and it follows that V(~PM,a) is a lower bound o n  V M. Q.E.D. 

The following corollary determines the relationship between V(qM,2) and the 
cost of any schedule in which the jobs are arranged such that they follow the 
conditions specified by Theorem 1. 

COROLLARY 2 

V(XPM,2) constitutes an upper bound on the cost of any schedule of the N jobs 
that follow the conditions specified by theorem 1. 

Proof 
The proof of this corollary also follows by construction. Consider any schedule 

of the problem that satisfies theorem 1. Replace the jobs on machine q by 

jobs with expected processing times equal to ~max, for q = 1 , . . . ,  M. It follows 
from lemma 2 that the cost of this schedule is an upper bound on the cost of the 

p(x) 
V 

K d' D 

Fig. 4. lncompletion probability function, p(x), and a lower bound on ]p(x). dx. 
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original schedule. Note that as the maximum difference between the number of 
jobs on the machines is one, since in any schedule that satisfies theorem 1, 

IT,  Tj} m a x  ~</zmax. 
, , = ,  ..... , 4 - -  

The number of jobs on each machine can be made equal to each other by 
appending a job with an expected processing time of /Zm~ to the machines with 
less number of jobs. Clearly, the cost of this schedule is also an upper bound on 
the cost of the original schedule. The resulting schedule has equal or less number 
of jobs on each machine than g%,> Therefore, it follows that V(g'M.2) is an upper 
bound on the cost of any schedule that satisfies theorem 1. Q.E.D. 

The incompletion probability function is shown in fig. 4. A lower bound on the 
integral of p(x)  from zero to D, for some D > d ' ,  can be represented by the areas 
of the triangle KLd'  and trapezoid d'LPD as shown in fig. 4. 

In order to compute these areas, note that d[ 
slope of the line KL= S1KL = ~ 1 -- ~ 

where x = d '  

( ( x _ d ) 2 )  
d [ ~/d-x)]= exp 2ax (x+d) 

dx 1-  ~ ~ ~ X 2v~x3/2. 
Substituting d '  instead of x yields the following expression for SlKL:  

exp( ( d ' -  d)Z 
2ac~ ) ( d ' + d )  

S1KL = X 
2~ 2v~d'3/2 " 

Therefore, area of the triangle 

KLd '= [ P (d')12 2eT#ad'3/2 

( d ' -  d)  2 
( d '  + d ) exp 2 ad' 

Area of the trapezoid 

D - d  ++o( )]. 
Hence, 

+ [ D  - d ' ] [  e ('d')2 

[p(d')]2 2~-~d ''/2 

) 
(1) 
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Let '/%.0 be the schedule generated by the heuristic, then the ratio 

v(~,~.0) 
vd 

is a measure of per formance  of the heuristic. Clearly, 

v( ~,..o ) 
>11. vd 

Theorem 2 states a worst-case upper bound on this ratio. 

T H E O R E M  2 

1.5/Xma x + d '  +/~mm V(g'M.0) 2 1 + 
V d <~ p ( d  t) -{- 0.5 ] N _ d # 

m E ~ti --~min 
i= t  

1 N d' 
for -~  ~ #~i > + #~m~." 

t= l  

Proof 
From corollaries 1 and 2, it follows that: 

V( ~'.,o ) V( .S'..2 ) 
V~ < V(%,.,)  " (2) 

We will first define a lower bound  on V(~/'M.i) and an upper  bound  on V( ~PM,2)" 
V(qM,1) can be expressed as: 

v (  ~ , , , , , )  = M K ~ o  E • - - - -  • 

Note that all tasks have an incomplet ion cost of kP, min. A lower b o u n d  on 
V(q~M,a) can be expressed as follows: 

BM ( il~min-- d foU~, V('~PM,i)=Mkg,~,~_~ oil > Mk ~p(x) d x  (3) 
i=1 7/i - -  a~min  

where U~, t = #~ ~n BM. The  relationship between 

B,, ( i#mi n -  d) ~t ~. ~ ~ - - - - -  
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and the area under the incompletion probability function from zero to UM is 
depicted in fig. 5. 

Following expression (1), expression (3) can be written as: 

V('iv,,,,1) > Mk 
(d' 

Ignoring the first term and replacing 

VM-d t 

by its lower bound value of 0.5, we obtain: 

V( ~MA) > Mk[ P(d') ] ' d', - - - f - - - + 0 . 2 5  [UM-d 1, U . >  

Since 

1 U _ _ 1  y,  ai -- 1 , 
UM = ~minf MP, min i /'ti ) P'min Mbtmin  i=1  

expression (4) can be written as follows: 

V('PM 1) > Mk p(d') + 0.25 ~ ]£i ~min , 
• 2 i=1  

N 

for ~ P-i > d '  + ~min- 
i=1 

[ p ( d ' ) ] 2 ~ d  '3/2 

+ d ) e x p (  (d'-d)22ad" ) 

(4) 

(5) 

X 

BAI i/.tmi n -  d 
Fig. 5. Relation between ~mi.)-'~,( ) and the area under the incompletion probability 

function. 
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An upper bound on V(~M,2) can be derived using corollary 2 as follows. Each 
machine in '/%,2 has A M tasks that have expected processing times equal to/~m,x- 
Note that each task has an incompletion cost of k/.tma x. An upper bound on 
F(if'M,2) can be written as: 

A ,u ( t V( ~M2) ~ MkI.Lmax } ~. llb il'tma~ Zd- (6) 

Since q~ 1/Zmax--d] 
¢ial'tmax ] ~ 0.5 for i =  1, 

and 

~ (  i~rnax~d] < I ' 0 V ~  / for i = 2  . . . . .  AM, 

we can write the following expression: 

/ Y ' ~  - - - - -  < 0 . 5 + ( A M - 1 ) = A M - 0 . 5 .  (7) 

Substituting expression (7) into expression (6) yields: 

V(~M.2) < Mk#max( AM-0 .5 ) .  (8) 

1 N 1 Y', ~i + 2, 
Since A M = g M~m-----~ i=1 £ /~ /  + 1 ~< M~ma------ ~ i = l  

Expression (8) can be written as follows: 

V( ~M.2) < Mk#m~(AM-O.5)  < Mkt.tm~ x Mi.tma x Y'. I.L, + 1.5 . (9) 
i=I 

By substituting the relationships given by expressions (5) and (9) into expression 
(2), we obtain, 

V( k~'Mo ) ,  V(~M.2) MklXmax M/Zmax i=1 ~ / x ,  + 1.5 

v~ ~< < 
v( M 1) + 0.25 E - 

i~l 

_ [ 1.5~max + d '  + ~min 2 1 + Q.E.D. 
p ( d ' ) + 0 . 5 [  1 ~ - d '  

"M ~i -- ~min 
l i= 
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Note that the bound derived in theorem 2 is defined for 

1 ~ d' 
M . ,u'i > -[- ~ m i n "  

i=1  

When 

1 N d' 

i = l  

the problem is trivial to solve as indicated by property 1, because the optimal 
solution can be obtained simply by assigning the larger tasks to the earliest 
available position on any machine. Although the value of the bound increases as 

1 N 

Y" It, approaches d '  + ~min, 
t = l  

it remains at quite acceptable values for practical problem parameters.  Also note 
that the value of the bound is an upper bound on the worst-case performance of 
the heuristic, since it is determined considering the two extreme cases simulta- 
neously, namely, pertaining to the schedules q%.1 and q%.2. As can be easily seen, 
the value of the bound increases with increases in d ' ,  M, ~mm and /.tm~ ~, but it 
decreases with an increase in EY=l/.ti. In other words, as the problem size 
increases, the value of the bound decreases. This is an attractive feature of the 
bound. 

For sufficiently large d and small a values, it is shown in Sarin and Erel [21] 
that d '  and d are quite close to each other. Assuming d ' = d  and since 
p(x = d)  = 0.5, then the value of the bound derived in theorem 2 reduces to the 
following expression: 

r 

V( g%.0 ) ] 1.5~ max + d +/_t rain 
V~ < 2 1 +  1 N [ ~i - d -/-tmi n 

i = l  

6. Performance of the heuristic 

In this section, we illustrate the procedure of an example problem consisting of 
6 jobs, and compare the solution of the heuristic to the optimal solution. Then, 

Table 1 
Parameters of the example problem 

Job(i) Mean(~t,) Variance( oi 2 ) Incom. Cost(IC,) 

1 10.0 2.0 5.0 
2 8.0 1.6 4.0 
3 6.0 1.2 3.0 
4 4.0 0.8 2.0 
5 2.0 0.4 1.0 
6 1.0 0.2 0.5 
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Table 2 
Single-machine sequences and schedules for M = 1.2,  3 and 4 for the example problem 

M Single-machine Incompletion cost ~M,0 
sequence of single-machine 

sequence 

1 2 - 6 - 5 - 4 - 3 - 1  11.087 Mach 1 : 2 - 6 - 5 - 4 - 3 - 1  
2 2 - 3 - 4 - 5 - 6 - 1  6.138 Mach 1 : 2 - 5 - 6  

Mach 2 : 3  - 4 -  1 
3 1 - 2 - 3 - 4 - 5 - 6  1.233 Mach 1 : 1 - 6  

Mach 2: 2 - 5  
Mach 3 : 3 - 4  

4 1 - 2 - 3 - 4 -  5 - 6 0.000 Mach 1 : 1 
Mach 2 : 2  
Mach 3 : 3 - 6  
Mach 4: 4 -  5 

we present an analysis on the performance of the heuristic by investigating the 
bound value on several randomly generated problems. The other relevant data are 
depicted in table 1. 

The procedure is applied to the example problem for 1, 2, 3 and 4 machines. 
For M = 1, the problem becomes a single-machine sequencing problem, and the 
sequencing rule presented by Sarin and Erel [21] is applied for d - -10 .  The 
optimal sequence is obtained from the enumeration tree and is as follows: 
2 - 6 - 5 - 4 - 3 - 1. The expected incompletion cost of this sequence is 11.09. 
For M = 2, the sequencing rule is applied for d = 2 × 10 = 20, and the optimal 
single-machine sequence is as follows: 2 -  3 -  4 -  5 -  6 -  1. The expected in- 
completion cost of this sequence is 6.14. The jobs are allocated to the two 
machines sequentially in their order of appearance in the single-machine sequence 
as described in section 4.1. The 2-machine schedule, '/'z,o, generated and the 
associated total expected incompletion cost are depicted in tables 2 and 3, 
respectively. The single-machine sequences and the schedules generated for M = 3 
and 4 are also depicted in table 2. V('/%.0) and V* in table 3 represent heuristic 
and optimal solution values for different values of M. 

The solutions of the heuristic procedure and the optimal solutions for 1, 2, 3 
and 4 machines are depicted in table 3. As it is seen from the table, the heuristic 

Table 3 
Heuristic and optimal solutions of the example problem for 1, 2, 3 and 4 machines 

M V('t'M.o) V* 

1 11.087 11.087 
2 7.103 7.103 
3 4.603 4.603 
4 2.728 2.728 
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Table 4 
Ratios of the heuristic solution value to that of the optimal solution value 

# of # of ~ of N -~ of # of 
jobs mach prob. d = 0.25 x y" ~i jobs mach 

t = l  

Value of the ratio 

Ave. Min. Max. 

of 
prob. 

20 2 10 1.025 1.015 1.043 20 2 10 
3 10 1.049 1.036 1.072 3 10 
4 10 1.086 1.054 1.141 4 10 

30 2 10 1.014 1.011 1.016 30 2 10 
3 10 I:026 1.021 1.033 3 10 
4 10 1.032 1.027 1.036 4 10 
5 10 1.061 1.045 1.080 5 10 
6 10 1.077 1.066 1.115 6 10 

40 2 10 1.013 1.009 1.018 40 2 10 
3 10 1.020 1.018 1.024 3 10 
4 10 1.026 1.019 1.030 4 10 
5 10 1.032 1.024 1.043 5 10 
6 10 1.047 1.036 1.063 6 10 
7 10 1.067 1.053 1.082 7 10 

p rocedu re  results in the opt ima!  solut ion in each  case. T h e  op t ima l  solut ion 
values are ob ta ined  by  total enumera t ion .  

The  analysis p resen ted  in sect ion 5 is a wors t -case  analysis  on  the ra t io  of  the 
heurist ic  and  opt imal  solut ions  as it was based  on two ex t reme  cases pe r t a in ing  to 
'I'M, 1 and ~g,2" For  a specific p rob lem,  a b o u n d  on  the p e r f o r m a n c e  of  the 
heurist ic  can  be der ived as follows. 

V( ~M,o ) V( ~M.0 ) 

V~ V(~M.I)  " 

The  b o u n d  given above  is valid since V(~PM.1) cons t i tu tes  a lower  b o u n d  on  
V~, as shown in corol la ry  1. 

T o  invest igate the p e r f o r m a n c e  of  the heurist ic,  the b o u n d  above  was com-  
pu ted  for several r a n d o m l y  genera ted  prob lems .  In  the expe r imen ta t i on ,  we 
assume that  d '  = d, since the d values of  all the p rob lems  are suff icent ly  large. 
Th ree  sets of  p rob lems  with 20, 30 and  40 tasks were  created.  Tw en ty - t a sk  
p rob lems  were solved for  2, 3 and  4 machines ,  30-task p rob lems  were  solved for  
2, 3, 4, 5 and  6 machines  and  40-task p rob lems  were  solved for  2, 3, 4, 5, 6 and 7 
machines .  F o r  each n u m b e r  of  machines ,  10 p rob lems  were created .  D u e  da te  was 

E u c o m p u t e d  as d = b × [  /=l/zi], and for each set three  d i f fe ren t  values  of  b, 
namely ,  0.25, 0.5 and 0.75 were used. Thus ,  a total  of  420 p ro b l em s  were  c rea ted  
and  solved. In the test p roblems,  ~t i - U[0;  20] with oi 2 = a(ixi) and  IC~ = k(l~) 
where  a -  N[0.3;  0.067) and  k -  N[0.05;  0.01]. T h e  b o u n d s  on  the ra t io  of  the 
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N ~ of # of # of N 
d = 0.50 × Y~ P-i jobs mach prob. d = 0.75 × ~ p.~ 

i ~ l  i = l  

Value of the ratio Value of the ratio 

Ave. Min. Max. Ave. Min. Max. 

1.044 1.014 1.055 20 2 10 1.094 1.066 1.123 
1.075 1.044 1.106 3 10 1.172 1.118 1.230 
1.117 1.054 1.178 4 10 1.236 1.177 1.302 
1.028 1.023 1.033 30 2 10 1.055 1.034 1.062 
1.045 1.030 1.056 3 10 1.097 1.054 1.121 
1.066 1.053 1.079 4 10 1.134 1.065 1.171 
1.091 1.072 1.104 5 10 1.185 1.147 1.210 
1.117 1.080 1.145 6 10 1.245 1.149 1.313 
1.020 1.014 1.029 40 2 10 1.039 1.028 1.054 
1.030 1.026 1.035 3 10 1.062 1.042 1.081 
1.042 1.034 1.049 4 10 1.087 1.054 1.I 11 
1.059 1.044 1.076 5 10 1.111 1.087 1.146 
1.065 1.044 1.091 6 10 1.153 1.096 1.201 
1.094 1.075 1.116 7 10 1.186 1.162 1.226 

values of the heuristic solution and the optimal solution for the problems solved 
are summarized in table 4. For each set of problems, the average, min imum and 
maximum bound values are given. As it is seen from table 4, the heuristic 
procedure generated almost optimal solution. Moreover, computationally,  it is 
very easy to use. 

7. Conclusions 

In this paper we presented a heuristic procedure for the problem of scheduling 
N jobs with stochastic processing times on M machines with the objective of 
minimizing the expected incompletion cost. The heuristic procedure constructs 
the M machine solution from a single machine sequence of the N jobs. Computa-  
tional experience indicates that the heuristic procedure generates almost optimal 
solutions and it is very easy to use. An analysis of the worst-case value of the 
ratio of the heuristic and optimal solutions is presented and the worst-case value 
is shown to be finite. Moreover, the value of the ratio decreases as the problem 
size increases. 
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