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Abstract: Emergence of global markets enhanced the emergence of global firms which have plants in 
different countries and implement an integrated management style. Due to the intensive competition in 
global markets, manufacturing performance is conceived as an important strategic weapon. Facility 
location, capacity acquisition and technology selection decisions constitute means to implement manufac- 
turing strategies. We review the literature in order to contribute to a better understanding of global 
manufacturing strategies. As a result we observe that an integrated analysis of the location, capacity and 
technology decisions is vital for the design of effective global manufacturing strategies. 
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I .  I n t r o d u c t i o n  

Emergence of global markets is one of the 
phenomena that characterizes the last decade. 
Rapid improvements in communication technol- 
ogy caused a standardization in demands of peo- 
ple living in different geographical regions. This 
provides a significant opportunity for the firms to 
explore the economies of scale in manufacturing. 
Thus, multinational companies started adopting 
an integrated management approach which aims 
reducing the effects of national boundaries. This 
represents a movement away from the classical 
style of managing multinationals: Operating as a 
domestic firm in each country. Hence, emergence 
of global markets enhanced the emergence of 
global firms. Due to the intensive competition in 
global markets, manufacturing performance is 
conceived as an important strategic weapon for 

both achieving and maintaining competitiveness. 
Cost, product/service quality and flexibility are 
the most common criteria to evaluate perfor- 
mance of a manufacturing system. Long term 
goals of a firm in terms of the above performance 
measures and policies adopted to achieve those 
goals constitute the manufacturing strategy. 

Production-distribution networks provide an 
effective approach in modeling global firms. In 
this type of a network, nodes represent the semi- 
finished/finished product plants, distribution 
centerg and warehouses whereas, arcs represent 
the flow of items. Firms implement their manu- 
facturing strategies via the following decisions at 
each node of their production-distribution sys- 
tem: 

- facility location, 
- capacity acquisition, 
- technology selection, 
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- product mix, 
- time-phasing of investments, and 
- financial planning. 

Global firms have facilities located in different 
countries. This requires treatment of several ad- 
ditional factors such as price and exchange rate 
uncertainty, imposed by the international envi- 
ronment. 

In this paper we envision facility location, ca- 
pacity acquisition and technology selection deci- 
sions as building blocks for the management to 
design manufacturing strategies. At this point, it 
should be emphasized that the location, capacity 
and technology decisions should be consistent 
with each other at each plant. Further, consis- 
tency of the plant level decisions with the overall 
manufacturing strategy should be ensured. 

We claim that design of effective manufactur- 
ing strategies requires a thorough understanding 
of the possible impacts of the location, capacity 
and technology decisions. Hence, the paper is 
organized as follows. In Section 2 we review the 
literature on facility location. In order to better 
capture the dynamics of the international envi- 
ronment, the international plant location prob- 
lem is presented in a separate subsection. Section 
3 is devoted to the capacity acquisition decisions. 
In many cases, presence of uncertainty associated 
with the future values of some significant param- 
eters necessitated the development of different 
models to incorporate this phenomenon. Thus, 
both facility location and capacity acquisition un- 
der uncertainty are presented separate from their 
deterministic versions in Section 2 and 3, respec- 
tively. The common trend toward capital inten- 
siveness in technology selection and the flurry of 
literature inspired by the availability of the ad- 
vanced manufacturing technologies are covered 
in Section 4. In the final section we provide some 
comments on the existing literature and suggest 
an avenue for future research. 

2 .  F a c i l i t y  l o c a t i o n  

Locaton problem primarily involves the selec- 
tion of sites for one or more facilities to serve a 
spatially distributed set of customers. This is 
clearly a microeconomic definition of the problem 
where the term facility stands for either manufac- 
turing plants, warehouses of a firm or public 
facilities such as fire stations, schools, ambulance 

or emergency medical services. An extensive bib- 
liography on normative microeconomic location 
models can be found in Domschke and Drexl 
(1985). Macroeconomic location theories on the 
other hand, analyze the distribution of industries, 
economic sectors or urban areas in space. Pon- 
sard (1983) provided a comprehensive survey of 
the macroeconomic location literature. 

The underlying spatial topology has great im- 
pact on the model structure and hence provides a 
well-accepted feature for categorizing the vast 
literature on facility location accumulated over 
the last twenty-five years. Francis et al. (1983) 
classified locational models as planar models, 
warehousing models, network models and dis- 
crete models. Planar location models presume 
the spatial topology to be a plane. That  is the 
number of possible locations is infinite and pla- 
nar distances represent the distances traveled. 
Furthermore,  travel costs are assumed to be pro- 
portional to distance and fixed costs are ignored. 
These models do not have extensive data require- 
ments and are amenable to solution methods 
which require less computational effort, due to 
their continuous structure. Since the underlying 
assumptions are unrealistic in many cases, planar 
models can provide some insight to the problem 
rather than accurate solutions. Network location 
models make use of the underlying network 
structure. Here network distances which are 
lengths of shortest routes, represent travel dis- 
tances and the network itself constitutes the set 
of possible locations. In the case of multifacility 
location, the travel is assumed to be from the 
closest facility. The reader is referred to Tansel 
et al. (1983a, 1983b) for an extensive survey on 
network location models. Selecting from a finite 
set of possible locations is the distinguishing fea- 
ture of discrete location models. Fixed costs of 
opening plants at the selected sites are also incor- 
porated in the model. That is the discrete models 
can provide a more accurate representation of 
the system being analyzed. The increased model 
realism however, should be traded off against the 
increased computational effort necessary to deal 
with the mixed integer structure of these models. 
Aikens (1985) presented a survey of discrete loca- 
tion models for distribution planning. He re- 
viewed 23 models covering a wide range of prob- 
lems from the single-commodity, uncapacitated 
facility location to the multi-commodity, capaci- 
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tated, multi-echelon versions. A recent book 
edited by Mirchandani and Francis (1990) pro- 
vides a reference for the state of the art in 
discrete location theory. Warehousing models on 
the other hand involve location of items inside 
the warehouse. As Francis et al. (1983) noted 
these models can be considered as mixed location 
models since they share aspects of both planar 
and discrete location models. 

In general, the objective is to locate facilities 
so as to minimize a cost expression which is a 
function of the facility-customer a n d / o r  facility- 
facility travel distances (or times). It is possible to 
classify the facility location problems with respect 
to the structure of the cost expression. The objec- 
tive of minisum problems is to minimize the sum 
of costs which is usually valid for plant location 
decisions. Minimax problems however, aim to 
minimize the maximum cost of having access to a 
public facility. The minisum and minimax prob- 
lems have special cases when the spatial topology 
is a network, which are called p-median and 
p-center problems respectively. This is of course a 
broad classification of the numerous types of 
objectives studied in the location literature. Re- 
cently, Brandeau and Chiu (1989) reviewed more 
than 50 representative problems in location re- 
search. Their taxonomy is based on types of ob- 
jectives as well as decision variables and system 
parameters of the problems. 

2.1. The simple plant location problem 

The simple plant location problem (SPLP) in- 
volves locating an undetermined number of facili- 
ties to minimize fixed setup costs of opening 
plants plus linear variable costs of serving clients. 
This is the basic discrete location problem where 
the facilities are assumed to have unlimited ca- 
pacity. Furthermore, the problem is static (single 
period), deterministic, single-commodity and has 
no transshipment points. Krarup and Pruzan 
(1983) provided an excellent survey of the litera- 
ture on SPLP including solution properties and 
computational techniques. They also established 
the relationships between SPLP and set packing, 
set covering and set partitioning problems and 
thus, demonstrated that SPLP belongs to the 
NP-complete class of problems. 

Let n denote the number of markets (indexed 
by j)  and m denote the number potential plant 

locations (indexed by i). The simple plant loca- 
tion model can be formulated as follows: 

Minimize z =  ~ ~C,~x,j+ ~F,Y, (1) 
t e l  j E J  t e l  

subject to 

E x , ,  = 1, j = l  . . . . .  n, (2) 
t e l  

0~<x,j~Y,,  i = 1  . . . . .  m, j = l  . . . . .  n, (3) 

Y,~{0,  1}, i = l  . . . . .  m, (4) 

where 
I, J = the sets of potential plant locations and 

markets respectively, 
F, = the fixed setup cost of opening plant i, 
C,j = the total production and transportation 

cost of supplying all of market j 's  demand from 
plant i, 

x,j = proportion of market j 's  demand satis- 
fied by plant i, 

Y, = 1 if plant i is opened, 0 otherwise. 
Constraints (2) guarantee that each market's de- 
mand will be fully satisfied, and constraints (3) 
ensure that markets receive shipments only from 
open plants. Note that, the variable costs are 
linear and thus, the model needs some modifica- 
tions if there are economies of scale in produc- 
tion and transportation costs. Moreover, for any 
given set of open plants it is possible to deter- 
mine the optimal assignment of markets to plants 
by solving a transportation problem. 

One of the earliest attempts to solve SPLP is 
the pairwise interchange heuristic of Kuehn and 
Hamburger  (1963). Although almost three 
decades old, their two sets of test problems 
(K & H) having 50 markets, 16 and 25 potential 
plants respectively, still provide a standard for 
comparing computational efficiencies of different 
algorithms. A comparison of exact and approxi- 
mate methods for solving SPLP can be found in 
Thizy, Wassenhove and Khumawala (1985). Our 
review however, is confined to the exact methods 
since very efficient algorithms which guarantee 
optimal solutions for SPLP are available. Efroym- 
son and Ray (1966) adopted the branch and bound 
technique to solve SPLP. Actually, they worked 
on a different formulation which replaces the 
constraints (3) with the following: 

0<~ ~,x,,<~nY,, i = 1  . . . .  ,m .  (5) 
)~J  



4 V. Verter, M.C. Dincer / Designing global manufacturing strategies 

This is a compact formulation having a set of 
(integer) solutions identical to that of (2)-(4). LP 
relaxation however, can quite easily be solved by 
inspection. Efroymson and Ray reported solving 
50 plant 200 customer problems in ten minutes 
on the IBM 7094. Their  model is called the weak 
formulation due to the fact that the LP relaxation 
does not provide tight lower bounds of SPLP. 
Khumawala (1972) extended the work of Efroym- 
son and Ray by proposing efficient branching and 
separation strategies for branch and bound. He 
demonstrated the impact of these strategies by 
solving K & H  at most in 17 seconds on a CDC 
6500. 

It has been realized that the LP relaxation of 
the strong formulation (1)-(4) yields tight lower 
bounds which are often (integer) solutions to 
SPLP. Erlenkotter (1978) took advantage of this 
to device his dual-based algorithm. He obtained 
impressive results by solving K & H  in 0.1 seconds 
and some 100 plant 100 customer problems in 5 
seconds on the IBM 360/91. 

In many cases it is more realistic not to assume 
unlimited capacity plants. This version is called 
the capacitated plant location problem (CPLP). 
The following constraints are appended to the 
SPLP formulation: 

Y'.Djx,s<~S,, i = 1  . . . . .  m, (6) 
j~J  

where 
D s = the demand of market j, 
S, = the capacity of plant i. 
Van Roy (1980) provided a cross decomposi- 

tion algorithm for solving CPLP. The essence of 
his algorithm is to obtain a SPLP structure by 
dualizing the capacity constraints. The La- 
grangian relaxation provides values for the loca- 
tion and allocation variables given a set of multi- 
pliers. The locational decisions are then used to 
fix the integer variables and solve CPLP as a 
transportation problem to obtain improved multi- 
plier values. However, it may be necessary to 
solve an appropriately defined LP at some itera- 
tions to update the multipliers. Van Roy solved 
the capacitated K & H  within 1 second (except the 
last two which needs at most 3.08 seconds) on the 
IBM 3033. This outperforms the algorithms by 
Guignard and Spielberg (1979) and Akinc and 
Khumawala (1977). Recently, Beasley (1988) de- 

vised an efficient algorithm for CPLP. He re- 
ported solving problems involving up to 500 po- 
tential locations and 1000 customers on a Cray-lS. 

Van Roy and Erlenkotter (1982) provided an 
efficient algorithm for the (uncapacitated) dy- 
namic plant location problem. The aim is to select 
the time-staged establishment of plants so as to 
minimize the total discounted costs for meeting 
the spatial distribution of demand over time. A 
dual-based procedure is incorporated in a branch 
and bound scheme. The K & H  (with 10 time 
periods) were solved within 1 second on the IBM 
3033. 

2.2. Plant location under uncertainty 

SPLP provides two types of decisions simulta- 
neously: 

- Locational decisions; the number and loca- 
tions of plants to be opened, 

- Allocation decisions; the assignment of mar- 
kets to open plants. 
In practice, there is a time lag between the in- 
vestment decision and completion of plant con- 
structon. Length of the time necessary for having 
the plant in place and operating is not totally 
controllable by the firm. That is, the locational 
decisions are made prior to the realization of 
quantities demanded, prices and costs. Since at 
least one of the above factors is exogenous, it is 
more realistic to analyze the plant location under 
uncertainty. This requires addressing the firm's 
attitude toward risk. 

In its simplest form (1)-(4), SPLP does not 
distinguish between markets in terms of prof- 
itability and requires the firm to fully satisfy each 
market. Therefore,  a direct implementation of 
that formulation presumes an implicit prescreen- 
ing of markets by the management. We will pre- 
sent a reformulation of SPLP with a profit maxi- 
mization objective where the model enables the 
firm to choose among markets when setting its 
shipment targets. This is particularly necessary 
when there are considerable price differences 
between markets and will aid our statement of 
the simple plant location problem under uncer- 
tainty (SPLPU). Let 

Ps = the unit selling price in market j, 
c,s = the unit cost of producing and shipping 

from plant i to market j 
X,s = the quantity shipped from plant i to mar- 

ket j. 
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We will take the freedom to also use the previ- 
ously defined notation in the following formula- 
tion: 

Maximize E E EF, Y, 
t E I j E J  t e l  

(7) 

subject to 

~X,j<~D~ j= l , . . . ,n,  (8) 
t e l  

O<~X,j<~Y, DI,i=I ..... m, j = l  . . . . .  n, (9) 

Y, E {0, 1}, i = 1 . . . . .  m. (10) 

Presuming the firm can predict the future cost 
structure relatively easily, Jucker and Carlson 
(1976) addressed different control strategies for 
dealing with price and demand uncertainty. Their 
classification is based on exogenous versus con- 
trollable variables and ex ante (before resolution 
of the uncertainty) versus ex post decisions. They 
recognized four types of firms: 

- Quantity-setting firm (agribusiness), 
-price-setting firm producing to order (mo- 

nopoly), 
- price-taking firm producing to order (public 

utility), 
-price-taking firm producing a perishable 

good (newsboy). 
The SPLPU literature however, is concentrated 
on the agribusiness case where the firm ex ante 
sets the quantities to be produced and sold (up to 
a maximum of D r). Market prices are functions of 
these quantities and uncertainty. This seems to 
be a valid assumption for modeling firms when 
the product markets are not regulated. Hodder 
and Jucker (1985a) mentioned a further reason 
for their focus on the quantity-setting firm to be 
the relative ease of incorporating interrelated de- 
mand uncertainty across markets via correlated 
random prices. 

There are alternative ways of modeling the 
firm's risk preferences. Jucker and Carlson (1976) 
proposed a mean-variance framework which has 
long been in use for optimal portfolio selection 
(see Markowitz (1987)). Here variance of total 
profit is used as a measure of risk which is traded 
off against the expected value of total profit. That 

is, the firm is going to maximize V = E ( I r ) -  
h var(Tr). Then, SPLPU can be stated as follows: 

Maximize V-- E E E ( P j - c , j ) X , j -  EF, Y, 
t e l  j E J  l ~ l  

- A  var( Z ~ PjX, j} (11) 
~ t ~ l j ~ J  / 

subject to (8)-(10). 

In order to see the impact of incorporating the 
market prices note that 

V= Y] EE(Pj)Xt~--A v a r ( ~  E P j X , , J - z .  
t e l  j ~ J  \ l E l  j E J  / 

(12) 

Here, A is a nonnegative parameter that repre- 
sents the level of risk aversion of the firm. Deter- 
mination of A itself is a crucial problem. Howard 
(1971) provided a good account of techniques for 
the assessment of A. The mean-variance objective 
function ignores any possible skewness in the 
probability distribution of total profit but, ade- 
quately represents an expected utility maximizer. 
This representation is exact when utility is a 
quadratic function of total profit or when proba- 
bility distribution of total profit is two parameter 
and symmetric such as Normal distribution. Hod- 
der (1984) suggested adoption of the financial 
market approaches to model SPLPU. He utilized 
the Capital Asset Pricing Model of Sharpe (1964) 
for illustration purposes. In this case the model 
takes the form 

Maximize VM=E(~" ) --AMCOV(Tr, RM) (13) 

subject to (8)-(10) 

where R M represents the value of the market 
index and AM denotes the market measure of risk 
aversion. That is, the covariance of total profit 
with the market index (systematic risk) is traded 
off against the expected value of total profit. In 
this way, the problem is formulated from the 
shareholders' point of view; minimizing the non- 
diversifiable risk. Variance of total profit on the 
other hand, represents the total risk which usu- 
ally is the concern of managers. Each model has 
pros and cons in terms of model realism and 
computational efficiency. Note that (13) is a lin- 
ear objective function compared to the quadratic 
structure of (11). For a detailed comparison of 
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the above models within an international context 
see Dincer and Hodder (1989). 

It is possible to trace the development of 
SPLPU models via analyzing the way in which 
uncertainty is incorporated. The model of Jucker 
and Carlson (1976) assumed the random variables 
are independent. That is, 

Pj = t', - wj E Xu + e,, (14) 
t e l  

vj, v k . j .  
(15) 

These represent the independent random shifts 
of linear market demand curves as a price gener- 
ating mechanism. Their solution procedure is 
based on this rather restrictive assumption. Hod- 
der and Jucker (1985a) allowed for correlated 
prices; 

Pj = b j (P  o + e,) .  (16) 

Here, b~ is a (positive) market adjustment param- 
eter for the common random factor P0 with mean 
fi and variance 0 -2. Hodder and Dincer (1986) 
adopted a multifactor price generating mecha- 
nism where random prices are expressed as a 
linear combination of orthogonal factors. 

Efroymson and Ray (1966) observed that for 
any given set of open plants, the optimal alloca- 
tion decisions for SPLP can be obtained by allow- 
ing each market to be supplied from the 'closest' 
plant. Such a dominant  plant has the least unit 
variable supply cost (independent of the quantity 
produced and transported to the market under 
consideration) among the open plants. Existence 
of a dominant plant for each market leads to a 
significant increase in computational efficiency of 
the branch and bound procedure. This is because 
dominance enables decomposition of a nodal 
problem into n easily solved subproblems. Lin- 
earity of the unit variable supply costs is a suffi- 
cient condition for dominance to hold. Jucker 
and Carlson (1976) employed the linearity as- 
sumption which together with their independence 
(of the random prices) assumption provided sig- 
nificant simplifications in the solution of SPLPU. 
Hodder and Jucker (1985a) showed that domi- 
nance still holds when the random prices are 
correlated. This enabled them to devise their 
efficient algorithm for the nodal problems. See 

also Carlson, Hodder and Jucker (1987) for a 
generalization of that algorithm. 

2.3. The international plant location problem 

SPLP has a challenging version within the in- 
ternational context where there are national 
boundaries between potential plant locations and 
customer zones (markets). The international plant 
location problem (IPLP) is stochastic by nature 
due to the randomness in price and exchange rate 
movements. There are further features of the 
international business environment, such as im- 
port tariffs and quotas, differential tax rates and 
subsidized financing which differentiate IPLP 
from SPLP. National governments provide subsi- 
dized financing (as well as low tax rates) to attract 
multinational companies to locate production 
plants in their country. Multinational companies 
on the other hand, use foreign financing packages 
to hedge against international price and exchange 
rate fluctuations. Thus, financing decisions are an 
integral part of IPLP due to risk reduction strate- 
gies as well as locational incentives via subsidized 
interest rates. 

The literature on IPLP is sparse. Pomper 
(1976) provided a multiperiod, dynamic program- 
ming formulation for designing international in- 
vestment strategies. To incorporate uncertainty, 
he employed a scenario approach which can es- 
sentially be considered as deterministic. The pio- 
neering work in modeling the interaction between 
international location and financing decisions is 
due to Hodder and Jucker (1982). That model 
however, is restricted to a deterministic setting. 
Hodder and Jucker (1985b) extended their previ- 
ous work to incorporate uncertainty, ignoring fi- 
nancing decisions. They presented a single period 
model where a multinational company is assumed 
to be a mean-variance decision maker. They 
modeled the random deviations from the Law of 
One Price which asserts that arbitrage forces will 
tend to equalize prices for identical commodities 
selling in different national markets. Their single 
factor price generating mechanism is as follows: 

Pie U = b j (P  1 + ej) (17) 

where 
P~ = the random price in the home country 

with mean fil and variance 0.2, 
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e]j = the units of the numeraire currency per 
unit of currency j. 
Note that, although price uncertainty is explicitly 
taken into account, the way exchange rate uncer- 
tainty is incorporated, is rather implicit. 

Hodder  and Dincer (1986) developed a model 
for simultaneous analysis of the international lo- 
cation and financing decisions. The mixed integer 
program has a quadratic objective function due to 
adoption of the mean-variance framework. They 
suggested a multifactor approach to diagonalize 
the variance-covariance matrix in the objective 
function. This results in a considerable reduction 
in the computational difficulty of solving 1PLP. 
At this stage, IPLP can adequately be considered 
as one of the building blocks of our major prob- 
lem: designing global manufacturing strategies. 

3 .  C a p a c i t y  a c q u i s i t i o n  

In the previous section, we reviewed the litera- 
ture on facility location decisions which lead to 
the spatial distribution of manufacturing plants 
and warehouses of a firm. Since construction of 
production plants requires significant capital out- 
lays, and frequently takes a few years, the loca- 
tional decisions are irreversible, except in the 
long run. That  is, unless establishment of new 
plants or relocation of the existing plants are 
under consideration, firms serve the customer 
zones from the already selected sites. Hence, 
once implemented the facility location decisions 
constrain the pursuit of a firm's manufacturing 
strategy. On the basis of the spatial distribution 
of facilities, the capacity acquisition and technol- 
ogy selection decisions provide the means to sat- 
isfy the demand over time. 

Capacity expansion problem (CEP) involves de- 
cisions about the sizes, locations and times of 
capacity expansions to serve a spatially dis- 
tributed set of customers. When there are more 
than one product, type of the acquired capacity is 
also important. Capacity contraction may turn 
out to be optimal, given the existing capacity and 
the demand pattern. It should be noted however, 
the literature on capacity decisions is mainly fo- 
cused on CEP. At this point, we will assume that 
capacity contractions (if necessary) can be 
achieved by appropriate capacity type conver- 
sions. Otherwise, the models need modifications 

to capture the dynamics of the contraction pro- 
cess. An extensive review of the operations re- 
search literature on CEP can be found in Luss 
(1982). 

3.1. The capacity expansion problem 

Given the pattern of demand over time, a 
capacity expansion process is characterized by 
sizes, locations and times of the expansions as 
well as types of capacity acquired. CEP aims to 
find an optimal set of expansion decisions which 
enables the firm to satisfy demand over a pre- 
specified time horizon. Objective is to minimize 
the discounted costs associated with the expan- 
sion process. 

The pioneering work on capacity expansion is 
due to Manne (1961). He examined the optimal 
degree of excess capacity to be built into a plant 
while there is economies of scale in capacity 
acquisition. His analysis also included the case 
where backlogs of unsatisfied demand are al- 
lowed. Another  key reference is the book edited 
by Manne (1967) the first part of which is devoted 
to case studies on the aluminum, caustic soda, 
cement and nitrogenous fertilizer industries of 
India. The second part includes theoretical pa- 
pers by Srinivasan, Erlenkotter,  Veinott and 
Manne. Their  work is important in terms of fur- 
ther exploring the single-facility case and intro- 
ducing the two-facility CEP. 

Rather  than reviewing the vast literature on 
capacity expansion (see Luss, 1982), our aim is to 
describe the components of CEP which lead to a 
categorization of various capacity problems. Ele- 
ments affecting expansion decisions are the fol- 
lowing: 

- planning horizon and discount rate, 
- the set of feasible expansion sizes, 
- demand pattern, 
- capacity acquisition costs and other cost fac- 

tors, 
- number of facilities and number of products 

involved. 
CEP is a dynamic problem by nature and may 

be formulated over either an infinite time horizon 
or a discrete period finite time horizon. Since 
CEP involves medium to long term decisions dis- 
count rate may have a significant impact on the 
final outcomes. It is a common practice to ana- 
lyze the robustness of the optimal capacity plans 
to overcome the estimation problems about fu- 
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ture discount rates. Primary decision variables in 
a CEP formulation are the expansion sizes. Thus, 
it makes a big difference in terms of computa- 
tional complexity whether expansion sizes may 
take on any value or they must be selected from a 
set of discrete alternatives. It is obvious that for 
practical problems, the continuous case is much 
simpler. Capacity problems are further classified 
according to the nature of knowledge about de- 
mand; deterministic or probabilistic. Literature 
on capacity expansion under uncertainty is re- 
viewed in the next section. Pattern of demand 
over time may be linear (constant growth rate), 
exponential (geometric growth rate) or decreasing 
with a saturation level. Discrete-horizon prob- 
lems are generally solved for arbitrary demand 
growth. 

CEP dwells on the trade off between the 
economies of scale in capacity acquisition and 
cost of holding excess capacity. Capacity acquisi- 
tion cost functions are usually concave (e.g. the 
power cost function) to represent the economies 
of scale. Other popular functions are the fixed 
charge cost function and the piecewise concave 
cost function. The latter is particularly useful for 
modeling availability of different technologies for 
different ranges of expansion sizes. Structure of 
the shortage costs depends on whether or not 
backlogs are allowed. Some formulations of CEP 
also include idle capacity costs, congestion costs, 
maintenance costs and inventory holding costs. 

Capacity expansion problems and the available 
techniques to solve them can be classified accord- 
ing to the number of facilities involved in the 
expansion process; single-facility problems, two- 
facility problems and multifacility problems. For 
the single-facility CEP, an expansion process is 
characterized by only the sizes and times of the 
expansions if the facility produces a single prod- 
uct. When there are more than one facility, loca- 
tion of each expansion also becomes important 
since it is possible to satisfy demand from either 
of the facilities at the expense of some trans- 
portation cost. The multifacility-type CEP is the 
most general form of the problem where type of 
each capacity acquisition must also be specified 
due to the fact that there are more than one 
product in the system. 

Let m denote the number of existing facilities 
(indexed by i) and T denote the number of 
periods (indexed by t) in the planning horizon. A 

special case of the multifacility-type CEP where 
each facility owns a different capacity type can be 
formulated as follows: 

Minimize 
T 

t = l  z = l  
Lt( stt) + k Ik4:iE g,kt( W, kt) + hit( Ett) ] 

(18) 
subject to 

E,t =E,,t-1 +sit + E (Wktt--Wtkt) - D i t ,  
k~l 
k4~t 

i =  1 . . . . .  m, t =  1 . . . . .  r ,  (19) 

Eio=Etr=O,  i=  l . . . . .  m,  (20) 

E .  >~ O, sit ~ O, Wtk t ~ O, 

i = 1  . . . . .  m, t = l  . . . .  ,T ,  k = l  . . . .  ,m ,  
k 4: i, (21) 

where 
I = the set of existing facilities, 
Dtt = demand increment for product i for ad- 

ditional capacity in period t, (D,t >~ 0), 
E ,  = excess capacity of facility i at the end of 

period t, 
f , t( ')  = capacity expansion cost function of fa- 

cility i in period t, 
g,kt(')----capacity conversion cost function of 

facility i associated with conversions to facility k 
in period t, 

h,t(.) = capacity holding cost function of facil- 
ity i associated with carrying excess capacity from 
period t to period t + 1, 

s ,  = expansion size of facility i in period t, 
W,k t = amount of capacity converted from facil- 

ity i to facility k in period t. 
The appropriate discount factors are assumed 

to be already included in the cost functions. Fur- 
ther, demand increments, expansions and conver- 
sions are assumed to occur at the beginning of 
each period. We would like to make a few re- 
marks on the above model. Note that, index i 
refers to facility i producing product i using 
capacity type i. Thus, the set of existing facilities 
is identical to both the set of capacity types and 
the set of products. Since demand increments 
and capacity expansions are restricted to nonneg- 
ative values, the model does not allow for capac- 
ity contraction. Similarly, shortages are not al- 
lowed due to the nonnegativity constraints on 
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excess capacity. Contractions (shortages) can be 
incorporated into the model by relaxing those 
nonnegativity assumptions and modifying the ex- 
pansion (holding) cost function to represent con- 
traction (shortage) costs for negative arguments. 

CEP can also be formulated as a dynamic 
programming (DP) problem. State space consists 
of the excess capacity variables, and the costs 
associated with optimal plans over subhorizons 
are obtained from a network flow representation 
of CEP. The network includes a single source 
node for capacity expansions, other nodes to de- 
scribe facilities at discrete time periods and arcs 
to represent expansion, conversion and excess 
capacity variables. When the objective function is 
concave, it is well known that the extreme point 
solutions are optimal. Note that, the extreme 
point solutions correspond to the extreme flows 
of the network. Zangwill (1968) showed that an 
extreme flow in single-source networks has at 
most one positive incoming flow into each node. 
This property of extreme flows considerably de- 
creases the effort necessary to compute the cost 
figures required by the DP formulation. 

The single-facility CEP corresponds to a sin- 
gle-state DP problem which can be solved in 
polynomial time (polynomial of T). Even this 
simplest version of CEP becomes NP complete 
however, when the cost functions are not concave 
or when there are unequal upper bounds on 
capacity expansions. The two-facility CEP can 
also be formulated as a single-state DP problem 
by realizing that at most one of the two state 
variables will be positive at any state (time pe- 
riod). Since it is only possible to reduce the 
dimension of the state space by one, DP formula- 
tion does not provide a valuable tool for the 
multifacility problems. The efforts to solve multi- 
facility CEP are concentrated more on the devel- 
opment of heuristic approaches. See for example 
Erlenkotter (1975) for the Minimum Annual Cost 
algorithm or Fong and Srinivasan (1981a, 1981b) 
for their capacity exchange heuristic. Recently, 
Lee and Luss (1987) provided some results about 
computational complexities of various multifacil- 
ity-type CEPs. 

3.2. Capacity expansion under uncertainty 

In his seminal paper Manne (1961) analyzed 
the single-facility CEP when demand is a stochas- 
tic process. He used a continuous random-walk 

pattern to model demand over an infinite time 
horizon. Mean and variance of the normally dis- 
tributed demand increments are increasing linear 
functions of time. Capacity acquisition costs are 
represented by a power cost function. Manne's 
model aims to provide the optimal expansion 
sizes to minimize the expected discounted costs 
of the expansion process. He showed that the 
optimal level of expected discounted costs and 
the optimal size of capacity increments increase 
as the variance of the growth in demand in- 
creases. This surprising result is due to the fact 
that the mean of his demand function increases 
with its variance. 

Giglio (1970) provided a comprehensive ac- 
count of the stochastic capacity models. He devel- 
oped a series of models to handle time stationary 
and nonstationary demand functions. The sim- 
plest model is for capacity expansion under sta- 
tionary, probabilistic demand. In this case, there 
will be a single capacity acquisition such that the 
probability of not meeting demand equals to the 
cost per dollar of profit. For nonstationary de- 
mand, Giglio also assumed that mean is linearly 
increasing with time. Unlike Manne (1961) how- 
ever, mean and variance of demand are indepen- 
dent. Giglio suggested utilizing modified deter- 
ministic models to obtain approximate solutions 
to stochastic problems. Another relevant refer- 
ence is the article by Meyer (1975) where he 
presented a theory of monopoly pricing and ca- 
pacity choice under uncertainty. 

Jucker, Carlson and Kropp (1982) examined 
capacity expansion decisions of a firm producing 
a single product to satisfy uncertain demand in 
several regions via regional warehouses. The ca- 
pacity to be built into the single production plant 
and warehouse capacities to be leased are deter- 
mined simultaneously. Unlike most of the CEP 
literature, a single-period model is constructed 
and the concavity assumption associated with the 
capacity acquisition cost function is relaxed. They 
assumed a price-setting (or price-taking) firm 
maximizing its expected profits and suggested an 
efficient solution algorithm which is exact only if 
in each region the cumulative distribution func- 
tion of demand is piecewise linear. A generaliza- 
tion of their procedure can be found in Carlson, 
Hodder and Jucker (1987). 

Eppen, Martin and Schrage (1989) developed 
a model and software to analyze the multiprod- 
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uct, multiplant, multiperiod capacity planning 
problem of General  Motors. The planning hori- 
zon consists of 5 years (periods) where the fifth 
year represents the steady state to be reached 
during years 5 through infinity. Since it is not 
possible to have exact information about demand 
over such a time horizon, risk is incorporated into 
the model via a scenario approach. A scenario 
corresponds to demand and sales price estimates 
for each period for all the products involved in 
the analysis. The problem is further complicated 
due to the existence of a set of distinct retooling 
(expansion) alternatives for each plant. Retooling 
decisions for 5 years have to be made before the 
resolution of demand uncertainty (followed by a 
production plan) at each year. Eppen et al. mod- 
eled this process as a stochastic mixed integer 
linear program with recourse where the first stage 
involves the capacity expansion decisions. Re- 
course stage corresponds to the selection of pro- 
duction quantities. Objective is to maximize the 
expected (discounted) profit constrained by man- 
agement's concerns about risk. That is, instead of 
utilizing the mean-variance framework a new 
measure of risk is devised: expected downside risk. 
Let 

~" = target profit, 
d~(Tr) = downside risk of profit 7r for target ~- 

where d~(~-) = max{(~- - ~'), 0} for 7r ~ IR 1 and 
qO(Tr) = probability mass function of profit 7r. 

Then, the expected downside risk of target ~" is 

E D R [ ~ ' ] - - E [ d ~ ( ~ ) ]  = • q~(~-)d,(~ ' ) .  
r r E ~  1 

(22) 

First, the model is solved without any risk con- 
straint and then successive constraints on the 
EDR[0] are appended to the model in order to 
reduce the risks associated with future profits. 
Solution process includes generation of his- 
tograms of profit (using Monte Carlo sampling) 
for every solution. This is in order to elicit risk 
preferences of management and to construct the 
relevant constraints on expected downside risk. 
Since the number of integer variables is quite 
large, the authors had to resort to a mainframe 
optimizer. Eppen et al. reported solving (within 
1.2% of the optimum) a problem with 160 binary 
variables in 1.3 CPU hours on a VAX 8650. 

Bird (1987) provided a different stochastic pro- 
gramming with recourse approach to the capacity 

planning problem (again in General  Motors). His 
model has a quadratic objective function in the 
recourse stage which involves both production 
and pricing decisions. A direct two stage solution 
method is suggested rather than converting the 
problem to a one stage nonlinear program. 

Dantzig and Glynn (1989) analyzed potential 
role of parallel processors for planning under 
uncertainty. The general multi-stage stochastic 
problem seems to remain intractable due to the 
proliferation of possible outcomes as the number 
of stages increases. Thus, their research is fo- 
cused on facilities expansion problem under un- 
certainty as a subclass of the general multistage 
p rob lem.  N u m b e r  of  possible o u t co m es  
(scenarios) remains constant at each stage for this 
class of problems. That is because expansion de- 
cisions are finalized at the beginning of the first 
stage and alternative realizations of random de- 
mand at any stage do not change the state of the 
system in terms of those decisions. Nested dual- 
decomposition is used to solve the problem. Mas- 
ter problem aims to minimize the expected cost 
and provides lower bounds to the subproblem 
while receiving cuts to improve the solution at 
each iteration. Subproblem breaks down into 
sub-subproblems one for each stage (period). Ev- 
ery sub-subproblem is composed of independent 
problems one corresponding to each scenario. If 
the number of scenarios is not large, then it is 
possible to solve the subproblem by having that 
many parallel processors at each stage. In the 
case of a large number of possible random events 
(or when demand has a continuous probability 
distribution), Dantzig and Glynn suggested usage 
of Monte Carlo importance sampling and assign- 
ment of sampling tasks to parallel processors. 
Their  ongoing research constitutes a valuable 
contribution to the solution methodology of the 
capacity expansion problem under uncertainty. 

4. Technology selection 

Capacity acquisition decisions indicate sizes of 
the facilities to be established at the sites selected 
via the facility location decisions. At any plant, 
the designated amount of capacity can be ac- 
quired in terms of different technology alterna- 
tives. That is, capacity types in the capacity ex- 
pansion context constitute technologies in the 
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more general technology selection problem. 
Hence, finns pursue their capacity expansion 
plans by choosing among a set of alternative 
technologies. Since manufacturing technology is 
subject to a continual improvement process, the 
set of alternative technologies changes over time. 
Hence, selecting the best time for adoption of a 
new technology is a problem by itself. The inter- 
ested reader is referred to Fine (1991) and the 
references therein for the literature on optimal 
timing of technology adoption. Here, we will as- 
sume that the alternative technologies are given 
and review the literature on selection of the most 
appropriate technology. Alternative technologies 
may have different cost, quality and flexibility 
implications. Note that, manufacturing strategy of 
a firm includes goals in terms of the attributes 
mentioned above. Therefore, technology selec- 
tion decisions constitute means to achieve strate- 
gic goals and should be in accordance with manu- 
facturing strategy. 

Product life cycles have been shortening as the 
international competition intensifies. Productiv- 
ity, flexibility, service time, quality and reliability 
as well as costs have become the major considera- 
tions for survival in the international markets. 
Thus, firms have been adopting the advanced 
manufacturing technologies to move towards 
more automation and integration in order to sus- 
tain their competitiveness. Automation refers to 
the substitution of machines for human functions. 
Robots, numerically controlled machine tools, au- 
tomated material handling systems, automated 
inspection systems and flexible manufacturing 
systems have been quite popular alternatives for 
technology decisions over the last decade. Inte- 
gration on the other hand, is the reduction or 
elimination of the physical, temporal and organi- 
zational buffers. Computer Integrated Manufactur- 
ing (CIM) is usually the ultimate goal for the 
firms where managers believe in the (hard to 
quantify) benefits of integration. CIM is integra- 
tion of the entire manufacturing system through 
the use of integrated systems and data communi- 
cations. In order to improve the efficiency, imple- 
mentation of CIM should be accompanied by the 
new managerial philosophies such as Just-in-Time 
Manufacturing, Quality Function Deployment 
and Design for Manufacturability. Fine (1990) 
provided an account of the new developments in 
manufacturing technology. 

Flexible Manufacturing Systems (FMSs) deserve 
special emphasis here. An FMS is a collection of 
numerically controlled machine tools connected 
by an automated material handling system which 
are operated under central computer control. The 
primary feature of FMSs is their capability to 
process a medium variety of parts with low to 
medium demand volume without requiring signif- 
icant setup times and costs. That is FMSs provide 
the operational flexibility of job shops while ap- 
proaching the machine utilization of highly-auto- 
mated transfer lines. An overview of FMSs can 
be found in Huang and Chen (1986) and Kusiak 
(1986). 

In general, the significant capital outlays re- 
quired for the FMS installation projects are un- 
dertaken in order to achieve a strategic goal; 
manufacturing flexibility. However, Jaikumar 
(1986) noted that, with few exceptions FMSs in- 
stalled in the United States show an astonishing 
lack of flexibility mainly due to managerial prob- 
lems. This observation underlines the importance 
of understanding flexibility in manufacturing. 
That is it does not seem to be realistic to expect 
high efficiency from these systems unless method- 
ologies for evaluating them and monitoring their 
performance are available. Unfortunately, the lit- 
erature on flexibility has not settled down to a 
standard theoretical framework consisting of rig- 
orous definitions yet. There ale at least 50 differ- 
ent terms for various types of flexibilities that can 
be designed into an FMS. Sethi and Sethi (1990) 
made an important contribution by carefully 
defining several kinds of flexibilities and analyz- 
ing the interrelationships among them. They also 
clarified purposes of each flexibility type and 
suggested means to obtain them together with 
some measurement and evaluation techniques. 
Their work however, remains far from being a 
taxonomy of manufacturing flexibility. 

There are alternative approaches for technol- 
ogy evaluation in order to solve the technology 
selection problem. Physical measures such as flow 
times, queuing times, lead times, inventory levels, 
production rates, and work in process are major 
concerns of the performance evaluation models. 
That line of research aims to analyze the tech- 
nologies in terms of their operational impacts. 
Since we are dealing with the strategy problem 
we are only concerned with an aggregate feed- 
back from the operational level. Thus, the perfor- 



12 V. Verter, M.C. Dincer / Designing global manufacturing strategies 

mance evaluation models are not in the scope of 
this review. The interested reader is referred to 
Buzacott and Yao (1986). Economic evaluation 
models on the other hand, examine the technolo- 
gies on the basis of their financial impacts. Thus, 
these models provide a valuable tool for strategy 
designers. Economic evaluation dwells on esti- 
mates of the costs and benefits of installing ad- 
vanced manufacturing technology. It should be 
noted that obtaining those estimates or even 
quantifying some of the costs and benefits is a 
problem itself in many cases. We will focus our 
attention to the single firm models in the follow- 
ing sections. This is primarily in order to ease the 
exposition and should not be interpreted as an 
underestimation of the game-theoretic models 
which capture the interdependence between 
technology decisions of several firms. Fine (1991) 
provided an excellent review of the economic 
evaluation models including the literature on 
multiple firm models. 

4.1. The technology selection problem 

Historically, capital-intensive technologies have 
been developed as challengers for labor-intensive 
technologies. This represents a shift from low- 
fixed-high-unit variable cost structures to high- 
fixed-low-unit variable cost structures. Classical 
discounted cash flow techniques have been widely 
used to justify these new technology acquisitions. 
Benefits of the automated manufacturing systems 
however, are far beyond the economies of scale 
provided by the conventional capital-intensive 
technology. Singhal et al. (1987) summarized the 
benefits attributed to automated manufacturing 
systems as: 

- lower direct manufacturing costs, 
- improved product quality, 
- economies of scope, 
- the ability to respond rapidly to changes in 

design and demand, and 
- flexibility in scheduling around equipment 

breakdowns. 
Some of the benefits to be traded off against the 
significant capital outlays of these investments 
are not easy to quantify. This constitutes the 
backbone of the criticism of the usage of tradi- 
tional engineering economy models to justify ad- 
vanced manufacturing technology. Further criti- 
cism stems from the emphasis of the discounted 
cash flow techniques on short term returns rather 

than long term strategy and their presumed de- 
terminism about the future. Kaplan (1986) on the 
other hand, stated that it is not the models' but 
the managers' responsibility to judge whether the 
gap between costs and quantifiable benefits are 
outweighed by the anticipated nonquantified ben- 
efits. Kulatilaka (1984) provided a synthesis of the 
capital budgeting problems dealing with financial, 
economic and strategic issues concerning the de- 
cision to invest in advanced manufacturing tech- 
nology. We envision the following literature as 
valuable contributions to enlarge the set of avail- 
able managerial tools for the analysis, evaluation 
and justification of advanced automation. 

Hayes and Wheelwright (1979a) hypothesized 
that firms should locate themselves on the diago- 
nal of the product-process life cycle matrix. That 
is the technology decisions should be in accor- 
dance with the evolution of a product from a 
one-of-a-kind prototype to a high-volume highly 
standardized item. This requires the production 
process to be upgraded from a job shop to a 
highly automated assembly line as the product 
matures. In Hayes and Wheelwright (1979b) three 
alternative market entrance-exit strategies which 
actually govern the technology decisions are sug- 
gested. These strategies are: 

- early entry-early exit from the market, 
- early entry-remain in the market and, 
- late entry after market maturation. 

It is worthwhile to mention that the second strat- 
egy corresponds to a movement from labor-inten- 
sive toward capital-intensive technology. 

Fine and Li (1988) developed a single product 
technology choice model in order to formally 
analyze Hayes and Wheelwright's hypothesis. In 
their model demand is a deterministic function of 
time following the product life cycle pattern. The 
firm has only two alternative technologies; labor- 
intensive and capital-intensive the former having 
a lower break-even point. Fine and Li (1988) 
formulated the problem as a dynamic program 
and came up with six alternative technology 
strategies. The optimal strategy is chosen on the 
basis of the cost structure. In spite of the fact that 
the early entry-exit strategy (which is meaningful 
only for multiproduct settings) is not included, 
their action space is larger than that of Hayes and 
Wheelwright. In the single product, stochastic, 
dynamic model of Cohen and Halperin (1986), 
each technology is represented by its purchase 
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cost, per period operating cost and per unit pro- 
duction cost. They concluded that an optimal 
technology sequence should have nonincreasing 
per unit production costs which justifies the trend 
toward more capital intensiveness in technology 
selection decisions. 

In the case of facing capacity shortage for a 
certain product, a firm can either purchase the 
necessary amount of capacity or convert some of 
the excess capacity for other products (if any) to 
satisfy the demand. Clearly, the trade off is be- 
tween capacity acquisition costs and capacity con- 
version costs. Early work in the literature is fo- 
cused on the two-facility type problem which be- 
comes a special case of the two-facility CEP when 
conversion costs are negligible. General-purpose 
equipments provide an opportunity to produce 
more than one item without any capacity conver- 
sion cost. Kalotay (1973) is one of the first who 
analyzed a problem where an expensive general- 
purpose equipment capable of producing two 
items and a cheaper specialized equipment are 
the technology altenatives. 

4.2. Choice of  Flexible Technology 

FMSs enable the firm to process a variety of 
items with small changeover costs. Analysis of the 
economies of scope provided by FMSs versus the 
economies of scale provided by highly automated 
transfer lines constitutes a very important dimen- 
sion of the technology selection problem. As 
pointed out earlier, this requires a comprehensive 
understanding of the structure as well as possible 
operational, tactical and strategic benefits of 
FMSs. 

Flexibility is the ability of a system to cope with 
changes effectively. Although flexibility is the es- 
sential feature of FMSs, it should be realized that 
every manufacturing system is flexible to a certain 
degree. Several conceptual frameworks have been 
developed in the literature in order to enhance 
the understanding of flexibility. Mandelbaum 
(1978) defined action flexibility as the capacity for 
taking new action to meet new circumstances and 
state flexibility as the capacity to continue func- 
tioning effectively despite the change. Gupta and 
Buzacott (1988) put forward the sensitivity and 
stability concepts to represent two aspects of flex- 
ibility. Sensitivity is related to the degree of a 
change tolerated before a deterioration in perfor- 

mance takes place. The higher the degree of a 
tolerable change the less sensitive the system is to 
that change. Given that a system is sensitive to a 
certain change, stability shows the maximum size 
of a disturbance for which the system can still 
meet the performance targets via some corrective 
action. Notice that the above concepts are de- 
fined on the basis of change characteristics. 

There are various types of internal and exter- 
nal changes to which a system is exposed over 
time. Since coping with a certain type of change 
does not necessarily imply the ability to handle all 
possible changes, several types of flexibilities are 
defined in the literature. In their seminal paper, 
Browne et al. (1984) provided the following: 

Machine flexibility: the ease of making the se- 
tups and changeovers required to produce a given 
set of part types. 

Process flexibility: the ability to produce a given 
set of part types via alternative processes. 

Product flexibility: the ability to alter the set of 
part types produced. 

Routing flexibility: the ability to process a given 
set of part types via alternative routes. 

Volume flexibility: the ability to operate prof- 
itably at different volumes. 

Expansion flexibility: the capability of easily 
adding capacity. 

Operation flexibility: the ability to interchange 
the ordering of operations. 

Production flexibility: the universe of part types 
that can be produced. 

Carter (1986) pointed out that different types 
of changes and hence the associated flexibilities 
affect the system in different timeframes. For 
example, expansion flexibility is required in 
medium to long run whereas, routing flexibility 
results in the ability to handle machine break- 
downs in the short run. Thus, firms should select 
manufacturing technologies that are less sensitive 
and highly stable with respect to the changes 
influencing their performance. Recently, Suresh 
(1990a) provided a more operational definition: 
Flexibility is the capability of a system as well as 
the ease to accomodate changes. Capability rep- 
resents whether or not a system is able to cope 
with a change and ease refers to the cost of any 
necessary corrective action. Given a change, a 
system is capable if either it is insensitive or 
sensitive and stable, ease of the former being 
zero. 
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Over the last decade, there has been a growing 
body of literature on analysis of the choice of 
flexible technology. We are going to classify the 
prevailing analytical models on the basis of their 
different motivations for adoption of FMS. De- 
spite the fact that scale economies is not the main 
motivation for FMS investments, it is worthwhile 
to note the lack of consensus in the literature on 
the cost aspects of flexible technology. It is com- 
monly accepted that FMSs require higher initial 
investments than dedicated technology. Variable 
production costs however, are treated in different 
ways by different authors. Li and Tirupati (1990) 
presumed that the variable operation costs are 
linear functions of volume and ignored them to 
simplify their model. Fine and Li (1988) and Fine 
and Freund (1990) assumed that the variable 
production costs are linear and technology inde- 
pendent. The technology independence assump- 
tion is validated via claiming the dominance of 
material costs to other variable cost factors for all 
advanced manufacturing technologies. Hutchin- 
son and Holland (1982) and Gupta et al. (1990) 
suggested that FMSs have higher varible opera- 
tion costs than dedicated transfer lines. Their 
assumption is justified on the grounds that, FMSs 
are more prone to breakdowns due to their struc- 
tural complexity. We accept that all of the above 
assumptions have some merit as well as simplify 
the solution procedures. Our suggestion however, 
is not to claim generality of any of these assump- 
tions and adopt the most appropriate one de- 
pending on the problem instance. 

Shortening of product life cycles has speeded 
up the adoption of flexible technology. This is 
because FMSs provide the ability to rapidly intro- 
duce new products. Hutchinson and Holland 
(1982) compared dedicated and flexible technolo- 
gies via simulating their effects on manufacturing 
performance. Their problem includes multiple 
products with demands following (different) life 
cycle patterns. When the firm is exposed to a 
stochastic product stream FMSs become more 
preferable as the rate of new product introduc- 
tion increases and as the average volume per part 
produced decreases. Fine and Li (1988) extended 
their own single product model to include multi- 
ple products. This enabled them to capture the 
impact of availability of flexible technology on the 
technology selection paradigm. Their interesting 
results established possible optimality of produc- 

ing a single item using flexible technology at some 
stages of the product and process life cycles. Li 
and Tirupati (1990) constructed a mathematical 
program for selecting the optimal mix of dedi- 
cated and flexible technologies and timing of 
capacity additions to satisfy the deterministic de- 
mand over a finite planning horizon. They devel- 
oped several heuristics for the single-facility 
multi-product problem. 

Due to their capability of processing a variety 
of parts, FMSs also provide means for responding 
flexibly to future uncertain demand. That is, flexi- 
ble technology can be acquired as a hedge against 
uncertainty. Fine and Freund (1990) developed a 
two-stage stochastic quadratic programming 
model to analyze the choice between dedicated 
and flexible technologies under uncertainty. Ca- 
pacity decisions in the first stage constrain the 
production amounts in the second stage where 
the product markets may be in different states 
with discrete probabilities. Optimal technology 
mix is selected via maximizing the expected profit. 
Fine and Freund (1990) implicitly assumed a 
monopolist firm by presuming that it will be pos- 
sible to sell the quantity which maximizes the 
expected profit. The authors derived the neces- 
sary and sufficient conditions for purchasing flexi- 
ble capacity from the following model: 

Maximize V v = - f v ( s  F) - ~ f,(s,) 
t = l  

K 

+ 2Pk [e,k(X, +X,k) 
k - I  t = l  

- -CF(X ,~ )  -- C,(Xtk)], (23) 

subject to 

X~k~<s,, i = l  . . . . .  m, k = l  . . . . .  K, (24) 

~ X t ~ < s  F, k = l  . . . . .  K, (25) 
t --1 

SF>~0, S,>~0, i = 1  . . . . .  m, (26) 

X,V>~0, X,k>~0, i = 1  . . . . .  m, k = l  . . . . .  K, 

(27) 

where m denotes the number of available dedi- 
cated technologies (indexed by i), F denotes the 
flexible technology which can produce all of the 
m products and K denotes the number of possi- 
ble states of the world (indexed by k) and 

Pk = probability of being in state k, 
f ( - )  = capacity acquisition cost function, 



V. Verter, M.C. Dincer / Desigmng global manufacturing strategies 15 

C ( ' ) =  variable production cost function, 
R,k(.) = revenue function of product i in 

state k, 
s i = amount of dedicated capacity of type i 

purchased, 
s F = amount of flexible capacity purchased, 
X,k = amount of product i processed by dedi- 

cated technology in state k, 
X, Vk = amount of product i processed by flexi- 

ble technology in state k. 
Fine and Freund (1990) assumed that capacity 
acquisition and variable production costs are lin- 
ear and the latter are technology independent. 
Further, downward-sloping linear demand curves 
are assumed which makes the revenue functions 
quadratic. The problem is nontrivial only if the 
flexible technology is cheaper than the sum of all 
dedicated technologies but more expensive than 
each of them. By the aid of a two-product exam- 
ple it is demonstrated that perfect negative corre- 
lation between product demands is the case when 
the flexible technology is most preferable. Gupta 
et al. (1990) modeled a similar problem with quite 
different assumptions. In their two-product 
model, product demands have a continuous joint 
distribution and the amounts of products sold 
cannot exceed realized demands. The second 
stage of their stochastic program is a linear one 
due to the rather stringent assumption about the 
revenue functions being linear. Gupta et al. (1990) 
paid a special attention to the dependence of the 
optimal investment policy on previously available 
capacities. This is an important contribution since 
the firms do not start from scratch in many cases. 
Further, they posed the problem of determining 
the optimal degree of flexibility. Solution of this 
challenging problem will increase the understand- 
ing of FMSs via incorporating the partially flexi- 
ble machines in the set of alternative technolo- 
gies. 

Naturally, we emphasized the strategic motiva- 
tions of FMS adoption. No need to say there are 
other motivations such as the interactions be- 
tween flexibility and different types of invento- 
ries. See for example Caulkins and Fine (1990) 
for a model that explores the interaction between 
flexible technology and seasonal inventories. 

Notice that all of the analytical models pre- 
sented above focus on the acquisition of 
product-flexible manufacturing technology. How- 
ever, flexibility is a multidimensional concept as 

clarified by the type definitions. Some authors 
attempted to capture the dynamics of this multi- 
dimensionality. Falkner and Benhajla (1990) sug- 
gested the usage of the multi-attribute decision 
methods whereas, Stam and Kuula (1989) and 
Kuula and Stam (1989) employed multiple crite- 
ria optimization for FMS selection decisions. 

There are several other works in the literature 
on the selection of flexible technology which we 
have not been able to review in this paper in 
order not to lose the focus of our presentation. 
However, we believe that the convex program- 
ming model of Burstein (1986) which incorpo- 
rates production and technology selection deci- 
sions, the stochastic dynamic program of Kulati- 
laka (1988) which provides a value for the ability 
of FMSs to cope with a wide range of types of 
uncertainty, the approach of Triantis and Hodder 
(1990) which uses the contingent claims pricing 
methodology to value FMS investments, the works 
of Suresh (1989, 1990b) and Suresh and Sarkis 
(1989) on the phased implementation of FMSs, 
and the model of Park and Son (1988) (see also 
Son and Park (1987) and Son and Park (1990)) for 
economic evaluation of the advanced manufactur- 
ing systems are promising lines of research for 
the development of more comprehensive tools to 
support the technology selection decisions. 

5. Concluding comments 

It is evident from the preceding sections that 
the facility location, capacity acquisition and 
technology selection problems were dealt with 
separately in the literature. That is, the facility 
location models presume that the capacity levels 
at each plant will be given whereas, the capacity 
expansion models dwell on a given set of open 
plants. Further, the dynamic nature of the capac- 
ity expansion models is mostly reduced to a sin- 
gle-period representation in the technology selec- 
tion models. Given the complexity of each of the 
location, capacity and technology problems by 
itself, fhis rather fragmented development of the 
literature is quite natural. 

It should be noted however, cost structures of 
alternative technologies may be different at vari- 
ous locations. Furthermore, capacity acquisition 
costs may depend on location and fixed costs of 
opening plants at some locations may be func- 
tions of the maximum capacity to be purchased. 
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These interrelations are fostered within an inter- 
national environment where national govern- 
ments offer location specific advantages. Thus, 
we claim that separate treatment of the facility 
location, capacity acquisition and technology se- 
lection decisions are not justified especially for 
the design of global manufacturing strategies. 

Here, we would like to give reference to the 
work of Hurter and Martinich (1989) on the pro- 
duction-location problem. They observed that the 
prices of inputs may depend on locations and 
developed a theory for simultaneous determina- 
tion of the optimal location and the optimal input 
mix for each facility. 

By analogy, we suggest that research on inte- 
grated analysis of the location, capacity and tech- 
nology decisions would constitute a fruitful av- 
enue. Structural similarities between problems 
such as the dynamic location problem and the 
multifacility capacity expansion problem could be 
explored in order to come up with a possible 
synthesis. The authors are currently working on 
the development of an integrated model for facil- 
ity location, capacity acquisition and technology 
selection which will presumably aid the design of 
global manufacturing strategies. 
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