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#### Abstract

A limit of attainability sets is found for a linear two-scale stochastic system for the case when the diffusion coefficient of the fast variable is of order $\varepsilon^{1 / 2}$. The attainability set is defined as the set of distributions of attainable terminal values of solutions of stochastic differential equations. As a corollary we calculate a limit of the optimal value of the terminal cost in the stochastic Mayer problem.
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Introduction. In mathematical modeling of complex systems with processes having two essentially different "velocities," fast variables are usually described by singularly perturbed differential equations, i.e., by equations having a small parameter $\varepsilon$ on the left-hand side. In general, there is a hope that the reduced limiting model (when the parameter is equal to zero) is more simple and can be used as an approximation of the original one which may be rather complicated. This idea seems to be fruitful also in the set-up of controlled systems. However, here an additional difficulty arises since the optimal value of the cost function which depends smoothly on $\varepsilon \in] 0,1]$ may have a discontinuity at the most interesting point $\varepsilon=0$.

To overcome this difficulty in the deterministic setting, an approach based on a study of the convergence of the attainability sets in the Hausdorff metric has been developed; see, e.g., recent work [10]. In the linear case it is possible to find a limit of the attainability sets in a rather explicit way which has been done by Dontchev and Veliov [8]; see also the book [7]. Their result is as follows.

Let us consider the controlled system

$$
\begin{array}{lr}
\dot{x}_{t}=A_{1}(t) x_{t}+A_{2}(t) y_{t}+B_{1}(t) u_{t}, & x_{0}=0, \\
\varepsilon \dot{y}_{t}=A_{3}(t) x_{t}+A_{4}(t) y_{t}+B_{2}(t) u_{t}, & y_{0}=0, \tag{0.2}
\end{array}
$$

where $\varepsilon$ is a small positive number; $u$ is any measurable function with values in a convex compact subset of $\mathbf{R}^{d}$; matrix-valued functions $A_{i}, B_{i}$ are continuous; and the eigenvalues of $A_{4}(t)$ have strictly negative real parts.

Let $K_{\varepsilon}(t)$ be the attainability set of the system $(0.1),(0.2)$, i.e., the set of all end points $\left(x_{T}, y_{T}\right)$ corresponding to various admissible controls, and let $K_{0}^{x}(T)$ be the attainability set of the reduced system

$$
\dot{x}_{t}=A_{0}(t) x_{t}+B_{0}(t) u_{t}, \quad x_{0}=0
$$

with the coefficients $A_{0}:=A_{1}-A_{2} A_{4}^{-1} A_{3}, B_{0}:=B_{1}-A_{2} A_{4}^{-1} B_{2}$.

[^0]Let us define the set $K_{0}(T):=\left\{(x, y): x \in K_{0}^{x}(T), y \in R(T, x)\right\}$, where $R(T, x):=-A_{4}^{-1}(T) A_{3}(T) x+Y$,
$Y:=\int_{0}^{\infty} \exp \left\{A_{4}(T) s\right\} B_{2}(T) U d s=\left\{y: y=\int_{0}^{\infty} \exp \left\{A_{4}(T) s\right\} B_{2}(T) v_{s} d s, v_{s} \in V_{U}\right\}$.
$V_{U}$ is the set of all $U$-valued Borel functions. In other words, if we put $F(x, y)=$ $\left(x,-A_{4}^{-1}(T) A_{3}(T) x+y\right)$, then $K_{0}(T)$ is the image of $K_{0}^{x}(T) \times Y$ under the mapping $F$.

THEOREM (see [8], [7]). The sets $K_{\varepsilon}(T)$ tend to $K_{0}(T)$ in the Hausdorff metric as $\varepsilon \rightarrow 0$.

Let us consider for the system (0.1), (0.2) the Mayer problem

$$
g\left(x_{T}, y_{T}\right) \rightarrow \min
$$

where $g$ is a continuous function. Then the optimal value for the perturbed problem is

$$
J_{\varepsilon}^{*}=\min _{K_{\varepsilon}(T)} g(x, y)
$$

From the above theorem it follows immediately that

$$
\lim _{\varepsilon \rightarrow 0} J_{\varepsilon}^{*}=\min _{K_{0}(T)} g(x, y)
$$

In the paper [13] the authors extended the theorem on the convergence of the attainability sets to stochastic differential equations of the form

$$
\begin{gather*}
d x_{t}=\left(A_{1}(t) x_{t}+A_{2}(t) y_{t}+B_{1}(t) u_{t}\right) d t+d w_{t}^{x}, \quad x_{0}=0  \tag{0.3}\\
\varepsilon d y_{t}=\left(A_{3}(t) x_{t}+A_{4}(t) y_{t}+B_{2}(t) u_{t}\right) d t+\sigma(\varepsilon) d w_{t}^{y}, \quad y_{0}=0 \tag{0.4}
\end{gather*}
$$

where $w^{x}, w^{y}$ are independent Wiener processes and $\sigma(\varepsilon)=O\left(\varepsilon^{1 / 2+\delta}\right), \delta>0$. In the stochastic setting it is natural to define the attainability set as the set of distributions of all terminal random variables $\left(x_{T}, y_{T}\right)$ when $u$ runs through the set of admissible controls. There are several possible choices for the latter. It seems that the most adequate one is to consider all nonanticipating functions of the trajectories as admissible controls. This implies the need to understand the system (0.3), (0.4) in the weak sense; i.e., the Wiener processes are not given in advance and the solution is actually a probability measure $P^{\varepsilon, u}$ in the space of continuous functions $C[0, T]$. Such a solution can be constructed by the Girsanov theorem. In this case the attainability set $\mathcal{K}_{\varepsilon}(T)$ is a compact convex set in the space of probability measures equipped with the Prohorov metric. In [13] it was shown that $\mathcal{K}_{\varepsilon}(T) \rightarrow \mathcal{K}_{0}(T)$ in the Hausdorff metric, where $\mathcal{K}_{0}(T)$ is the set of probability measures $\mu F^{-1}$ where $\mu=\mu(d x, d y)$ is such that $\mu\left(d x, \mathbf{R}^{n}\right)$ belongs to the attainable set $\mathcal{K}_{0}^{x}(T)$ of the reduced system and $\mu\left(\mathbf{R}^{k}, d y\right)$ belongs to the set $\mathbf{P}(Y)$ of probability measures on $Y$. The reduced system is given by

$$
\begin{equation*}
d x_{t}=\left(A_{0}(t) x_{t}+B_{0}(t) u_{t}\right) d t+d w_{t}^{x}, \quad x_{0}=0 \tag{0.5}
\end{equation*}
$$

where, as in the deterministic case, the coefficients $A_{0}$ and $B_{0}$ can be obtained if we substitute in (0.3) the expression for $y_{t}$ which is a formal solution of $(0.4)$ with $\varepsilon=0$.

Notice that the condition $\delta>0$ provides a limiting degeneracy of the stochastic equation (0.4) (with a fixed control) to an algebraic one.

In the present paper we prove the convergence result for $\sigma(\varepsilon)=\varepsilon^{1 / 2}$. In this case $\mathcal{K}_{0}(T)$ is the set of all measures $\mu F^{-1}$ such that $\mu\left(d x, \mathbf{R}^{n}\right) \in \mathcal{K}_{0}^{x}(T)$ and $\mu(x, d y)$ belong to the convex closure of the set of probability distributions of random variables

$$
\xi_{0}+\int_{0}^{\infty} \exp \left\{A_{4}(T) s\right\} B_{2}(T) v_{s} d s
$$

where $\xi$ is the stationary Gaussian Markov process (called also Ornstein-Uhlenbeck) with the zero mean and covariance

$$
\begin{aligned}
& K(s, t):=\Xi \exp \left\{A_{4}^{\prime}(T)(t-s)\right\}, \quad s \leq t \\
& \Xi:=\int_{0}^{\infty} \exp \left\{A_{4}(T) s\right\} \exp \left\{A_{4}^{\prime}(T) s\right\} d s
\end{aligned}
$$

$v$ is any measurable process with values in $U$ such that for any $t$ the random variable $v_{t}$ is measurable with respect to the $\sigma$-algebra $\mathcal{F}_{\geq t}^{\xi}:=\sigma\left\{\xi_{s}, s \geq t\right\}$, and prime denotes the matrix transpose. As a corollary of the theorem on convergence of the attainability sets we calculate a limit of the optimal value in the Mayer problem $E g\left(x_{T}^{\varepsilon, u}, y_{T}^{\varepsilon, u}\right) \rightarrow$ min when $\varepsilon$ tends to zero.

In the last few years singularly perturbed controlled stochastic differential equations have been intensively studied by various methods, mainly based on the theory of weak convergence in the functional spaces or the Bellman-Hamilton-Jacobi equation; see monographs [3], [4], [20] and papers [2], [5] (and the collection [17] for early results). However, almost all studies concern models where the controlled fast variable does not affect the terminal cost. Harold Kushner wrote in his book [20, p. 64]:

It is hard to deal in any general way with the case where the fast system is also controlled. The main difficulty is due to the fact that the 'stationary measures' which are used to average out the fast variable depend on the control which is used in the fast system. This makes it hard to define the 'averaged problem.'... Similar problems occur in the deterministic case, and it is commonly dealt with there by supposing that the choice of control for the fast system does not alter the steady state value of that system, for each value of the fast variable, i.e., that the fast system is asymptotically stable and the control chosen in a class such that the limit point of that fast system does not depend on the control when $x$ is fixed. This assumption essentially 'decouples' the fast and slow system. The assumption seems reasonable and yields good results. Unfortunately, it does not seem possible to find a stochastic analog of this approach which works in any generality.
It worth noticing that the result presented here is nontrivial even for a system with only fast variables. In this case it is clear that the limit of the attainability sets shows to what extent optimal controls (acting on the drift of the process) can follow the change in the scale parameter near the point zero.

The structure of the paper is the following. In section 1 we give the formal description of the problem. Section 2 contains some preliminary explanations and the proof of the result for the simplest one-dimensional model with the fast variable only. The proof of Theorem 1.1 is given in sections 3 and 4 . Section 5 is devoted to measure-theoretical aspects which may have some independent interest.

1. Formulations of the results. We consider here the linear stochastic controlled system given by

$$
\begin{gather*}
d x_{t}=\left(A_{1}(t) x_{t}+A_{2}(t) y_{t}+B_{1}(t) u_{t}\right) d t+d w_{t}^{x}, \quad x_{0}=0,  \tag{1.1}\\
\varepsilon d y_{t}=\left(A_{3}(t) x_{t}+A_{4}(t) y_{t}+B_{2}(t) u_{t}\right) d t+\sqrt{\varepsilon} d w_{t}^{y}, \quad y_{0}=0 \tag{1.2}
\end{gather*}
$$

where $w^{x}$ and $w^{y}$ are standard independent Wiener processes with values in $\mathbf{R}^{k}$ and $\left.\left.\mathbf{R}^{n}, 0 \leq t \leq T<\infty, \varepsilon \in\right] 0,1\right]$.

We shall understand (1.1), (1.2) as a symbolic notation for the stochastic differential equation in a weak sense when a Wiener process $W=\left(w^{x}, w^{y}\right)$ is not given in advance and $u$ is a feedback control. Actually, in the following rigorous formulation we could avoid the above representation (which is, in fact, a bit ambiguous) altogether.

We consider as a phase space $\mathbf{R}^{m}=\mathbf{R}^{k} \times \mathbf{R}^{n}$. ( $\mathbf{R}^{k}$ corresponds to the slow and $\mathbf{R}^{n}$ to the fast variables.) The phase space of control will be a compact convex set $U \subseteq \mathbf{R}^{d}$. In our matrix notations vectors are column vectors.

The path space of the system is the space $C[0, T]$ of continuous functions $W$ : $[0, T] \rightarrow \mathbf{R}^{m}$. Let $\mathcal{C}_{T}$ be the Borel $\sigma$-algebra on $C[0, T], \mathcal{C}_{t}^{o}:=\sigma\left\{W_{s}, s \leq t\right\}$, $\mathcal{C}_{t}:=\mathcal{C}_{t+}^{o}$. Let $\mathcal{P}$ be the predictable $\sigma$-algebra in $C[0, T] \times[0, T]$ corresponding to the filtration $\mathbf{C}=\left(\mathcal{C}_{t}\right)$.

The class of admissible controls $\mathcal{U}$ is defined as the set of all predictable processes $u=\left(u_{t}\right)_{t \in[0, T]}$ with values in $U$.

Let $A_{i}=A_{i}(t), B_{i}=B_{i}(t)$ be matrix-valued continuous functions of dimensions compatible with (1.1), (1.2); i.e., $A_{1}(t)$ is a $k \times k$ matrix, $A_{4}(t)$ is $n \times n$, etc.

We introduce the following notation:

$$
\begin{gather*}
f_{\varepsilon}(W, t, u)=\left(\begin{array}{cc}
A_{1}(t) & A_{2}(t) \\
\varepsilon^{-1} A_{3}(t) & \varepsilon^{-1 / 2} A_{4}(t)
\end{array}\right) W_{t}+\binom{B_{1}(t)}{\varepsilon^{-1} B_{2}(t)} u_{t},  \tag{1.3}\\
D_{\varepsilon}:=\left(\begin{array}{cc}
I_{k} & 0 \\
0 & \varepsilon^{-1} I_{n}(t)
\end{array}\right), \tag{1.4}
\end{gather*}
$$

where $I_{k}, I_{n}$ are the identity matrices of corresponding dimensions.
Consider on $\left(C[0, T], \mathcal{C}_{T}\right)$ the probability measure $P^{\varepsilon}$ such that with respect to $P^{\varepsilon}$ the coordinate process $W$ is the Wiener process with the correlation matrix $D_{\varepsilon} D_{\varepsilon}^{\prime}$. For any admissible control $u$ we define the measure $P^{\varepsilon, u}:=\rho_{T}^{\varepsilon}(u) P^{\varepsilon}$ with

$$
\begin{equation*}
\rho_{T}^{\varepsilon}(u)=\exp \left\{\int_{0}^{T} f_{\varepsilon}\left(W, s, u_{s}\right)^{\prime} d W_{s}-\frac{1}{2} \int_{0}^{T}\left|f_{\varepsilon}\left(W, s, u_{s}\right)^{\prime} D_{\varepsilon}\right|^{2} d s\right\} . \tag{1.5}
\end{equation*}
$$

It is well known (see [1] or [16]) that $P^{\varepsilon, u}$ is a probability measure. By the Girsanov theorem the process

$$
W_{t}-\int_{0}^{t} f_{\varepsilon}\left(W, s, u_{s}\right) d s
$$

with respect to $P^{\varepsilon, u}$ is the Wiener process with the correlation matrix $D_{\varepsilon} D_{\varepsilon}^{\prime}$. Thus, we can write that

$$
d W_{t}=f_{\varepsilon}\left(W, t, u_{t}\right) d t+D_{\varepsilon} d B_{t}, \quad W_{0}=0
$$

where $B$ is the standard Wiener process.

If we denote the first $k$ components of $W$ and $B$ by $x$ and $w^{x}$ and the remaining $n$ components by $y$ and $w^{y}$, the above representation formally coincides with the system (1.1), (1.2) and the control $u$ will be a nonanticipating functional of the phase trajectory. This explains the terminology where $P^{\varepsilon, u}$ is called a weak solution of (1.1), (1.2) and the model itself usually is referred to as the model with the feedback control.

Let $\mathcal{K}_{\varepsilon}:=\left\{P^{\varepsilon, u}: u \in \mathcal{U}\right\}$, where $\varepsilon>0$ is fixed. The set $\mathcal{K}_{\varepsilon}$ is an analog of the "tube" of trajectories for deterministic systems. Correspondingly, the attainability set $\mathcal{K}_{\varepsilon}(T):=\left\{P^{\varepsilon, u} W_{T}^{-1}: u \in \mathcal{U}\right\}$ is the set of all probability measures on $\mathbf{R}^{m}$ which are the images of elements of $\mathcal{K}_{\varepsilon}$ under the mapping $W \mapsto W_{T}$. It was proved in [1] that $\mathcal{K}_{\varepsilon}$ is a convex set, hence $\mathcal{K}_{\varepsilon}(T)$ is also convex. In [1] it was also shown that the set $\left\{\rho_{T}^{\varepsilon}(u): u \in \mathcal{U}\right\}$ of the attainable densities is sequentially compact in the weak topology of $L^{1}\left(P^{\varepsilon}\right)$. It follows immediately that $\mathcal{K}_{\varepsilon}$ and $\mathcal{K}_{\varepsilon}(T)$ are compact subsets of the corresponding spaces of probability measures $\mathbf{P}(C[0, T])$ and $\mathbf{P}\left(\mathbf{R}^{m}\right)$ equipped with the Prohorov metric.

To formulate the convergence result we need the following assumption.
(A) For all $t$ the real parts of the eigenvalues of $A_{4}(t)$ have strictly negative real parts:

$$
\begin{equation*}
\operatorname{Re} \lambda\left(A_{4}(t)\right) \leq-2 \kappa<0 \tag{1.6}
\end{equation*}
$$

Let $\mathcal{K}_{0}^{x}(T)$ be the attainability set of the stochastic differential equation

$$
\begin{equation*}
d x_{t}=\left(A_{0}(t) x_{t}+B_{0}(t) u_{t}\right) d t+d w_{t}^{x}, \quad x_{0}=0 \tag{1.7}
\end{equation*}
$$

where $A_{0}:=A_{1}-A_{2} A_{4}^{-1} A_{3}, B_{0}:=B_{1}-A_{2} A_{4}^{-1} B_{2}$.
Let $\xi$ be the (strong) solution of the following stochastic differential equation with constant coefficients on some filtered probability space $\left(\Omega, \mathcal{F}, \mathbf{F}=\left(\mathcal{F}_{t}\right), P\right)$ :

$$
\begin{equation*}
d \xi_{t}=A_{4}(T) \xi_{t} d t+d b_{t}, \quad \xi_{0}=\xi^{o} \tag{1.8}
\end{equation*}
$$

where $b$ is a standard Wiener process in $\mathbf{R}^{n}$ and $\xi^{o}$ is an independent Gaussian random variable with the zero mean and covariance matrix

$$
\begin{equation*}
\Xi:=\int_{0}^{\infty} \exp \left\{A_{4}(T) s\right\} \exp \left\{A_{4}^{\prime}(T) s\right\} d s \tag{1.9}
\end{equation*}
$$

In other words, $\xi$ is the stationary Gaussian Markov process with zero mean and covariance function

$$
\begin{equation*}
K(s, t):=E \xi_{s} x i_{t}^{\prime}=\Xi \exp \left\{A_{4}^{\prime}(T)(t-s)\right\} \tag{1.10}
\end{equation*}
$$

see, e.g., [16].
Let $\mathcal{V}_{U}$ be the set of all $U$-valued processes $v=\left(v_{t}\right)_{t \geq 0}$ such that $v_{1 / t}$ is a predictable process with respect to the filtration generated by the process $\xi_{1 / t}, S_{Y}^{o}:=$ $\left\{\mathcal{L}\left(\xi_{0}+I(v)\right): v \in \mathcal{V}_{U}\right\}$, where

$$
\begin{equation*}
I(v):=\int_{0}^{\infty} \exp \left\{A_{4}(T) s\right\} B_{2}(T) v_{s} d s \tag{1.11}
\end{equation*}
$$

Here and in what follows we use the notation $\mathcal{L}(\eta):=P \eta^{-1}$ for the distribution of the random variable $\eta$. The set $S_{Y}^{o}$ is compact in $\mathbf{P}\left(\mathbf{R}^{n}\right)$; see Lemma 5.5.

Put $S_{Y}:=\overline{\text { conv }} S_{Y}^{o}$, the convex closure of $S_{Y}^{o}$ in $\mathbf{P}\left(\mathbf{R}^{n}\right)$.

Let $S$ be the set of all probability measures $\mu=\mu(d x, d y)$ on $\mathbf{R}^{m}=\mathbf{R}^{k} \times \mathbf{R}^{n}$ such that
(1) $\mu(x, d y) \in S_{Y}$;
(2) $\mu\left(d x, \mathbf{R}^{n}\right) \in \mathcal{K}_{0}^{x}(T)$.

From the Proposition 5.2 it follows that $S$ is compact in $\mathbf{P}\left(\mathbf{R}^{m}\right)$.
Define a linear mapping $F(x, y):=\left(x,-A_{4}^{-1}(T) A_{3}(T) x+y\right)$ of $\mathbf{R}^{m}$ into itself. Put $\mathcal{K}_{0}(T):=\left\{\mu F^{-1}: \mu \in S\right\}$.

Our main result is the following theorem.
THEOREM 1.1. The set $\cup_{\varepsilon \in] 0,1]} \mathcal{K}_{\varepsilon}(T)$ is compact, and as $\varepsilon \rightarrow 0, \mathcal{K}_{\varepsilon}(T)$ tend to $\mathcal{K}_{0}(T)$ in the Hausdorff metric in the space of compact subsets of $\mathbf{P}\left(\mathbf{R}^{m}\right)$.

For the model (1.1), (1.2) we consider now the Mayer problem, which can be rigorously formulated as the problem to determine the minimal value of the functional

$$
\begin{equation*}
J_{\varepsilon}^{*}:=\inf _{u \in \mathcal{U}} E^{\varepsilon, u} g\left(W_{T}\right)=\inf _{\mu \in \mathcal{K}_{\varepsilon}(T)} \int g(x, y) \mu(d x, d y) \tag{1.12}
\end{equation*}
$$

where $g$ is a function on $\mathbf{R}^{m}$ which is integrable with respect to the measures $\mu$ from $\mathcal{K}_{\varepsilon}(T)$.

Corollary 1.1. Assume that $g$ is continuous and bounded. Then

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} J_{\varepsilon}^{*}=\inf _{\mu \in \mathcal{K}_{0}(T)} \int g(x, y) \mu(d x, d y) \tag{1.13}
\end{equation*}
$$

Remark 1.1. The definition of the set $\mathcal{V}_{U}$ seems rather complicated. Essentially, $\mathcal{V}_{U}$ contains measurable processes $v$ such that for any $t$ the random variable $v_{t}$ is measurable with respect to the $\sigma$-algebra $\mathcal{F}_{\geq t}^{\xi}:=\sigma\left\{\xi_{s}, s \geq t\right\}$. To avoid a discussion of the measurable structures related to a decreasing family of $\sigma$-algebras we prefer to consider the processes in reversed time.

Remark 1.2. There is an alternative description of the set $S_{Y}$. Let $\alpha$ be a random variable independent of $\xi$ with values in some Polish space and with a nonatomic distribution. Define the set $\mathcal{V}_{U}^{\alpha}$ as the set of all $U$-valued processes $v=\left(v_{t}\right)_{t \geq 0}$ such that $v_{1 / t}$ is a predictable process with respect to the filtration generated by the process $\xi_{1 / t}$ and the random variable $\alpha$. Then $S_{Y}=\left\{\mathcal{L}\left(\xi_{0}+I(v)\right): v \in \mathcal{V}_{U}^{\alpha}\right\}$; see section 5 .

Remark 1.3. Evidently, Theorem 1.1 can be applied to the more general optimization problem $J^{\varepsilon}(u)=F\left(P^{\varepsilon, u}\right) \rightarrow$ min, where $F$ is any continuous function on $\mathbf{P}\left(\mathbf{R}^{m}\right)$.

We also use in our proof another possible model based on a different (and more traditional) interpretation of the equations (1.1), (1.2). To describe this alternative approach we consider the standard Wiener measure $P$ on $\left(C[0, T], \mathcal{C}_{T}\right)$. Let $w^{x}$ be the notation for the first $k$ coordinates of the function $W$ and $w^{y}$ be the notation for the remaining $n$ coordinates. Then for any $u \in \mathcal{U}$ we can find the strong solution $X^{\varepsilon, u}=\left(x^{\varepsilon, u}, y^{\varepsilon, u}\right)$ of (1.1), (1.2). This model is referred to as the model with the open loop controls (since in this case $u$ is a nonanticipating functional of the "noise").

Let $P_{X}^{\varepsilon, u}:=P\left(X^{\varepsilon, u}\right)^{-1}$ be the distribution in $C[0, T]$ of the process $X^{\varepsilon, u}$. Certainly, the measure $P_{X}^{\varepsilon, u}$ need not be equal to $P^{\varepsilon, u}$. Let us consider the sets $\tilde{\mathcal{K}}_{\varepsilon}:=$ $\left\{P_{X}^{\varepsilon, u}: u \in \mathcal{U}\right\} \subseteq \mathbf{P}(C[0, T])$ and $\tilde{\mathcal{K}}_{\varepsilon}(T):=\left\{P\left(X_{T}^{\varepsilon, u}\right)^{-1}: u \in \mathcal{U}\right\} \subseteq \mathbf{P}\left(\mathbf{R}^{m}\right)$. We do not know whether the attainability set $\tilde{\mathcal{K}}_{\varepsilon}(T)$ coincides with the attainability set $\mathcal{K}_{\varepsilon}(T)$. However, in our paper [13] it has been shown that there are dense embeddings $\tilde{\mathcal{K}}_{\varepsilon} \subseteq \mathcal{K}_{\varepsilon}$ and $\tilde{\mathcal{K}}_{\varepsilon}(T) \subseteq \mathcal{K}_{\varepsilon}(T)$ in the sense of total variation convergence (thus, in the weak topology) and that the inclusion $\tilde{\mathcal{K}}_{\varepsilon} \subseteq \mathcal{K}_{\varepsilon}$ is strict even in the simplest cases.

This fact, certainly, does not exclude the coincidence of $\tilde{\mathcal{K}}_{\varepsilon}(T)$ and $\mathcal{K}_{\varepsilon}(T)$. Nevertheless, the result that there is a dense embedding $\tilde{\mathcal{K}}_{\varepsilon}(T) \subseteq \mathcal{K}_{\varepsilon}(T)$ is very helpful since it permits us to apply pathwise techniques similar to that of the deterministic theory.
2. Main ideas and the proof of Theorem 1.1 in the simplest case. We recall some basic facts concerning the Hausdorff metric and convergence of compact sets (for details see, e.g., [11]).

Let $(X, d)$ be a metric space and let $\mathbf{K}_{X}$ be the class of all its nonempty compact subsets. For $A, B \in \mathbf{K}_{X}$ put $l(A, B):=\sup _{z \in A} d(z, B)$. The Hausdorff distance between $A$ and $B$ is defined by the equality

$$
d_{H}(A, B):=l(A, B) \vee l(B, A)
$$

If $A_{m} \in \mathbf{K}_{X}, m \in \mathbf{Z}_{+}$, and all $A_{m}$ are contained in some compact set, then $\lim d_{H}\left(A_{m}, A_{0}\right)=0$ if and only if the following two much more tractable conditions are satisfied for any subsequences of indices $(n)$ :
(1) For any convergent sequence $z_{n} \in A_{n}$ its limit is a point in $A_{0}$.
(2) For any point $z \in A_{0}$ there exists a subsequence $z_{n_{k}} \in A_{n_{k}}$ converging to $z$.

Notice that if $A_{n}$ are not subsets of some compact set, the above equivalence fails in general. For the subsets of the real line $A_{n}:=[0,1] \cup\{n\}$, conditions (1) and (2) are satisfied but $A_{n}$ do not tend to $A_{0}$ in the Hausdorff metric.

The strategy of the proof of Theorem 1.1 is the following. In the first stage we show that for any $\left.\left.\mu_{\varepsilon} \in \mathcal{K}_{\varepsilon}(T), \varepsilon \in\right] 0,1\right]$, there exists $\bar{\mu}_{\varepsilon} \in \mathcal{K}_{0}(T)$ such that $d\left(\bar{\mu}_{\varepsilon}, \mu_{\varepsilon}\right) \rightarrow 0$ ( $d$ here is the Prohorov metric). Since all $\mathcal{K}_{\varepsilon}(T)$ are compact this implies that $\cup_{\varepsilon \geq 0} \mathcal{K}_{\varepsilon}(T)$ is compact and all limit points of $\left\{\mu_{\varepsilon}\right\}$ belongs to $\mathcal{K}_{0}(T)$; i.e., (1) is fulfilled. Since $\tilde{\mathcal{K}}_{\varepsilon}(T)$ is dense in $\mathcal{K}_{\varepsilon}(T)$ it is sufficient to consider only the case when $\mu_{\varepsilon} \in \tilde{\mathcal{K}}_{\varepsilon}(T)$. Thus, we can argue with terminal random variables ( $x_{T}^{\varepsilon, u}, y_{T}^{\varepsilon, u}$ ) with the distributions $\mu_{\varepsilon}$ and approximate them in probability (or in $L^{p}$ ) by random variables $\left(\bar{x}_{T}^{\varepsilon, u}, \bar{y}_{T}^{\varepsilon, u}\right)$ with distributions from $\mathcal{K}_{0}(T)$.

In the second step of the proof we should find for a given measure $\mu \in \mathcal{K}_{0}(T)$ the sequence of measures $\mu_{n}$ which are elements of $\tilde{\mathcal{K}}_{\varepsilon_{n}}(T)$ converging to $\mu$. Again we shall argue with suitably chosen random variables with distributions corresponding to the measures for which we are looking.

Since the proof for the general multidimensional two-scale system requires rather long arguments, we clarify main ideas on the example of a one-dimensional model with constant coefficients and containing only the fast variable.

Let us consider the controlled stochastic differential equation

$$
\begin{equation*}
\varepsilon d y_{t}^{\varepsilon, u}=\left(-\gamma y_{t}^{\varepsilon, u}+u_{t}\right) d t+\varepsilon^{1 / 2} d w_{t}^{y}, \quad y_{0}=0 \tag{2.1}
\end{equation*}
$$

where $u$ is a predictable process which takes values in $U=[0,1]$. In this case the set $\mathcal{K}_{0}(T)$ is the convex closure of the set $\left\{\mathcal{L}\left(\xi_{0}+I(v)\right), v \in \mathcal{V}_{U}\right\}$, where

$$
I(v):=\int_{0}^{\infty} e^{-\gamma s} v_{s} d s
$$

$\xi$ is an Ornstein-Uhlenbeck process on some probability space $(\Omega, \mathcal{F}, P)$ with correlation function $K(s, t)=(2 \gamma)^{-1} e^{-\gamma|t-s|}$, and $\mathcal{V}_{U}$ is the set of all $U$-valued processes $v$ such that $v_{1 / t}$ is a predictable process with respect to the filtration generated by the process $\xi_{1 / t}$. For our purpose it is more convenient to use the alternative description of $\mathcal{K}_{0}(T)$ as the set $\left\{\mathcal{L}\left(\xi_{0}+I(v)\right), v \in \mathcal{V}_{U}^{\alpha}\right\}$, where $\alpha$ is a random variable independent of $\xi$ with values in a Polish space and nonatomic distribution and $\mathcal{V}_{U}^{\alpha}$ is the set of
all $U$-valued processes $v$ such that $v_{1 / t}$ is a predictable process with respect to the filtration generated by the process $\xi_{1 / t}$ and the random variable $\alpha$. We understand the equation (2.1) in the strong sense. Its solution can be represented in the following way:

$$
\begin{equation*}
y_{t}^{\varepsilon, u}=\varepsilon^{-1} \int_{0}^{t} e^{-\gamma(t-s) / \varepsilon} u_{s} d s+\eta_{t}^{\varepsilon} \tag{2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta_{t}^{\varepsilon}:=\varepsilon^{-1 / 2} \int_{0}^{t} e^{-\gamma(t-s) / \varepsilon} d w_{s}^{y} \tag{2.3}
\end{equation*}
$$

Put $T_{\varepsilon}:=T\left(1-\varepsilon^{1 / 2}\right)$. Let us consider on the interval $\left[T_{\varepsilon}, T\right]$ the Gaussian stationary process

$$
\tilde{\xi}_{t}^{\varepsilon}:=(2 \gamma)^{-1 / 2} \exp \left\{-\gamma\left(t-T_{\varepsilon}\right) / \varepsilon\right\} \beta+\varepsilon^{-1 / 2} \int_{T_{\varepsilon}}^{t} e^{-\gamma(t-s) / \varepsilon} d w_{s}^{y}
$$

where $\beta$ is a standard normal random variable independent of the Wiener process $w^{y}$ (to define $\beta$ we can extend our canonical coordinate probability space). The process $\tilde{\xi}^{\varepsilon}$ is the solution of the linear equation

$$
\varepsilon d \tilde{\xi}_{t}^{\varepsilon}=-\gamma \tilde{\xi}_{t}^{\varepsilon} d t+\varepsilon^{1 / 2} d w_{t}^{y}, \quad \tilde{\xi}_{T_{\varepsilon}}^{\varepsilon}=(2 \gamma)^{-1 / 2} \beta
$$

Let us consider the Ornstein-Uhlenbeck process $\xi_{t}^{\varepsilon}=\tilde{\xi}_{T-\varepsilon t}^{\varepsilon}, t \in[0, T / \sqrt{\varepsilon}]$.
Evidently, $\eta_{T}^{\varepsilon}-\xi_{0}^{\varepsilon}=\eta_{T}^{\varepsilon}-\tilde{\xi}_{T}^{\varepsilon} \rightarrow 0$ in $L^{2}$ as $\varepsilon \rightarrow 0$.
For $u \in \mathcal{U}$ we define the process $v_{s}=v_{s}^{\varepsilon}:=u_{T-\varepsilon_{s}} I_{[0, T / \sqrt{\varepsilon}[ }$.
Now we can write that

$$
y_{T}^{\varepsilon, u}=\eta_{T}^{\varepsilon}+\int_{0}^{T / \sqrt{\varepsilon}} e^{-\gamma s} u_{T-\varepsilon s} d s+\int_{T / \sqrt{\varepsilon}}^{T / \varepsilon} e^{-\gamma s} u_{T-\varepsilon s} d s=\bar{y}_{T}^{\varepsilon, u}+R^{\varepsilon}(u)
$$

where $\bar{y}_{T}^{\varepsilon, u}=\xi_{0}^{\varepsilon}+I(v)$,

$$
R^{\varepsilon}(u):=\int_{T / \sqrt{\varepsilon}}^{T / \varepsilon} e^{-\gamma s} u_{T-\varepsilon s} d s+\eta_{T}^{\varepsilon}-\xi_{0}^{\varepsilon}
$$

Since $\sup _{u \in \mathcal{U}}\left|R^{\varepsilon}(u)\right| \rightarrow 0$ in probability, to accomplish the first step we need to check only that $\mathcal{L}\left(\xi_{0}^{\varepsilon}+I(v)\right) \in \mathcal{K}_{0}(T)$. Indeed, let us take for $\xi$ the process $\xi^{\varepsilon}$ defined above. For any $s \leq T / \sqrt{\varepsilon}$ the random variable $v_{s}$ is measurable with respect to the $\sigma$-algebra $\mathcal{C}_{T-\varepsilon s}$. But

$$
\begin{gathered}
\mathcal{C}_{T-\varepsilon s}=\sigma\left\{w_{r}, r \leq T_{\varepsilon}\right\} \vee \sigma\left\{w_{r}, T_{\varepsilon} \leq r \leq s\right\} \subseteq \sigma\left\{w_{r}, r \leq T_{\varepsilon}\right\} \vee \sigma\left\{\tilde{\xi}_{r}^{\varepsilon}, T_{\varepsilon} \leq r \leq s\right\} \\
=\sigma\left\{w_{r}, r \leq T_{\varepsilon}\right\} \vee \sigma\left\{\xi_{r}^{\varepsilon}, s \leq r \leq T / \sqrt{\varepsilon}\right\}
\end{gathered}
$$

and we see that $v \in \mathcal{V}_{U}^{\alpha}$ where the random variable $\alpha$ is defined as the projection mapping of $C[0, T]$ onto $C\left[0, T_{\varepsilon}\right]$. The above considerations show that the limit of any convergent sequence $\mu^{n} \in \tilde{\mathcal{K}}_{\varepsilon_{n}}(T)$ is an element of $\mathcal{K}_{0}(T)$.

Now we introduce the set $\mathcal{V}_{U}^{\alpha \prime}$ consisting of all processes

$$
\begin{equation*}
v_{s}=\sum_{i=1}^{N} \varphi_{i} I_{] s_{i}, s_{i+1}\right]}(s)+u^{0} I_{s_{N+1}, \infty}(s) \tag{2.4}
\end{equation*}
$$

where $0=s_{1}<\cdots<s_{N+1}, u^{0} \in U$, and the $U$-valued random variables $\varphi_{i}$ have the form

$$
\begin{equation*}
\varphi_{i}=f_{i}\left(\alpha, \xi\left(r_{1}^{i}\right), \ldots, \xi\left(r_{M_{i}}^{i}\right)\right), \quad s_{i+1}<r_{j}^{i} \leq s_{N} \tag{2.5}
\end{equation*}
$$

Let $\mathcal{K}_{0}^{\prime}(T):=\left\{\mathcal{L}\left(\xi_{0}+I(v)\right), v \in \mathcal{V}_{U}^{\alpha \prime}\right\}$. It is easy to show that the set $\{I(v), v \in$ $\left.\mathcal{V}_{U}^{\alpha \prime}\right\}$ is dense in $\left\{I(v), v \in \mathcal{V}_{U}\right\}$ in probability. Thus, $\mathcal{K}^{\prime}(T)$ is dense in $\mathcal{K}_{0}(T)$ in $\mathbf{P}(\mathbf{R})$.

Let $\mu \in \mathcal{K}^{\prime}(T)$. This means that $\mu$ is the distribution of a random variable $\chi:=\xi_{0}+I(v)$ where $v$ is of the form (2.4). The result will be proved if we construct a random variable $\chi^{\varepsilon}$ and a control $u^{\varepsilon}$ such that $\mathcal{L}\left(\chi^{\varepsilon}\right)=\mathcal{L}(\chi)$ and $\chi^{\varepsilon}-y_{T}^{u^{\varepsilon}, \varepsilon} \rightarrow 0$ in probability. To this aim it is enough to find on the coordinate probability space $(C[0, T], \mathcal{C}, P)$ a stationary Gaussian Markov process $\xi^{\varepsilon}$ with correlation function $K(s, t)$, a standard normal random variable $\alpha^{\varepsilon}$ independent on $\xi^{\varepsilon}$, and an admissible control $u^{\varepsilon} \in \mathcal{U}$ such that $\xi_{0}^{\varepsilon}-\eta_{T}^{\varepsilon} \rightarrow 0$ in probability ( $\eta_{T}^{\varepsilon}$ is defined by (2.3)), and

$$
\int_{0}^{\infty} e^{-\gamma s} v_{s}^{\varepsilon} d s-\varepsilon^{-1} \int_{0}^{T} e^{-\gamma(T-s) / \varepsilon} u_{s}^{\varepsilon} d s \rightarrow 0
$$

where $v^{\varepsilon}$ is the process given by the formula (2.4) if we substitute $\xi^{\varepsilon}, \varphi^{\varepsilon}$, and $\alpha^{\varepsilon}$ for $\xi, \varphi$, and $\alpha$. Indeed, in this case the random variable $\chi^{\varepsilon}:=\xi_{0}^{\varepsilon}+I\left(v^{\varepsilon}\right)$ meets the required properties.

The process $\xi^{\varepsilon}$ can be constructed in the following way. For sufficiently small $\varepsilon$ let $T_{\varepsilon}^{k}:=T\left(1-k \varepsilon^{1 / 2}\right), k=1,2,3$. Put

$$
\begin{gathered}
\alpha^{\varepsilon}:=\left(w_{T_{\varepsilon}^{2}}-w_{T_{\varepsilon}^{3}}\right) /\left(T_{\varepsilon}^{2}-T_{\varepsilon}^{3}\right)^{1 / 2} \\
\beta^{\varepsilon}:=(2 \gamma)^{-1 / 2}\left(w_{T_{\varepsilon}^{1}}-w_{T_{\varepsilon}^{2}}\right) /\left(T_{\varepsilon}^{1}-T_{\varepsilon}^{2}\right)^{1 / 2}, \\
\tilde{\xi}_{t}^{\varepsilon}:=\exp \left\{\left(t-T_{\varepsilon}^{1}\right) / \varepsilon\right\} \beta^{\varepsilon}+\varepsilon^{-1 / 2} \int_{T_{\varepsilon}^{1}}^{t} e^{-\gamma(t-s) / \varepsilon} d w_{s}, \quad t \geq T_{\varepsilon}^{1}
\end{gathered}
$$

Define the process $\xi^{\varepsilon}$ on $\left[0, \varepsilon^{-1 / 2} T\right]$ by the equality $\xi_{t}^{\varepsilon}:=\tilde{\xi}_{T-\varepsilon t}^{\varepsilon}$.
Evidently,

$$
\xi_{0}^{\varepsilon}-\eta_{T}^{\varepsilon}=\exp \left\{\left(T-T_{\varepsilon}^{1}\right) / \varepsilon\right\} \beta^{\varepsilon}-\varepsilon^{-1 / 2} \int_{0}^{T_{\varepsilon}^{1}} e^{-\gamma(T-s) / \varepsilon} d w_{s} \rightarrow 0 \text { in } L^{2}
$$

For sufficiently small $\varepsilon$ we put

$$
u^{\varepsilon}:=u^{0} I_{\left[0, t_{N+1}[ \right.}+\sum_{i=1}^{N+1} \varphi_{i}^{\varepsilon} I_{\left[t_{i+1}, t_{i}[ \right.}
$$

where $t_{i}:=T-\varepsilon s_{i}, i \leq N+1$.
The random variables $\varphi_{i}^{\varepsilon}$ are $\mathcal{C}_{t_{i+1}}$-measurable. Thus, $u^{\varepsilon} \in \mathcal{U}$. It follows that

$$
\begin{aligned}
\int_{0}^{\infty} e^{-\gamma s} v_{s}^{\varepsilon} d s-\varepsilon^{-1} \int_{0}^{T} e^{-\gamma(T-s) / \varepsilon} u_{s}^{\varepsilon} d s & =\int_{0}^{\infty} e^{-\gamma s} v_{s}^{\varepsilon} d s-\int_{0}^{T / \varepsilon} e^{-\gamma s} u_{T-\varepsilon s}^{\varepsilon} d s \\
& =\int_{T / \varepsilon}^{\infty} e^{-\gamma s} v_{s}^{\varepsilon} d s \rightarrow 0
\end{aligned}
$$

The proof of the result for this particular case is finished.
3. Proof of Theorem 1.1. Part 1. We use the notation $\|f\|_{t}:=\sup _{s \leq t}\left|f_{s}\right|$ (omitting the subscript $t=T$ ) and denote by $C$ different constants which do not depend on $\varepsilon$ and $u$.

In the following statements the solution of (1.1), (1.2) (as well as that of (3.1)) is understood in the strong sense as given on the probability space $\left(C[0, T], \mathcal{C}_{T}, P\right)$.

Proposition 3.1. Let $\left(x_{T}^{\varepsilon, u}, y_{T}^{\varepsilon, u}\right)$ be the solution of (1.1), (1.2) corresponding to some $u \in \mathcal{U}$, and let $\bar{x}^{u}$ be the solution of the reduced equation

$$
\begin{equation*}
d \bar{x}_{t}^{u}=\left(A_{0}(t) \bar{x}_{t}^{u}+B_{0}(t) u_{t}\right) d t+d w_{t}^{x}, \quad \bar{x}_{0}^{u}=0 . \tag{3.1}
\end{equation*}
$$

Then for any $p \in[1, \infty[$

$$
\begin{gather*}
\sup _{\varepsilon} \sup _{u \in \mathcal{U}} E\left\|x^{\varepsilon, u}\right\|^{p}<\infty,  \tag{3.2}\\
\lim _{\varepsilon \rightarrow 0} \sup _{u \in \mathcal{U}} E\left\|x^{\varepsilon, u}-\bar{x}^{u}\right\|^{p}=0,  \tag{3.3}\\
\sup _{\varepsilon} \sup _{u \in \mathcal{U}} \sup _{t \leq T} E\left|y_{t}^{\varepsilon, u}\right|^{p}<\infty . \tag{3.4}
\end{gather*}
$$

Proof. Let us introduce for $\varepsilon^{-1} A_{4}(t)$ the fundamental matrix $\Psi^{\varepsilon}(t, s)$, which is the solution of the linear matrix equation

$$
\begin{equation*}
\frac{\partial \Psi^{\varepsilon}(t, s)}{\partial t}=\varepsilon^{-1} A_{4}(t) \Psi^{\varepsilon}(t, s), \quad \Psi^{\varepsilon}(s, s)=I_{n} \tag{3.5}
\end{equation*}
$$

Since $A_{4}$ is continuous and the eigenvalues satisfy (1.6), there exists a constant $L$ such that

$$
\begin{equation*}
\left|\Psi^{\varepsilon}(t, s)\right| \leq L e^{-\kappa(t-s) / \varepsilon} \tag{3.6}
\end{equation*}
$$

for all $s \leq t \leq T$ and $\varepsilon \in] 0,1]$; see, e.g., [18]. In particular, from the above bound it follows that for all $t \leq T$ and $\varepsilon \in] 0,1]$

$$
\begin{equation*}
\frac{1}{\varepsilon} \int_{0}^{t}\left|\Psi^{\varepsilon}(t, s)\right| d s \leq L / \kappa \tag{3.7}
\end{equation*}
$$

Using the fundamental matrix, the equation (1.2) can be solved with respect to $y=y^{\varepsilon, u}$ and we get the representation

$$
\begin{equation*}
y_{t}^{\varepsilon, u}=\frac{1}{\varepsilon} \int_{0}^{t} \Psi^{\varepsilon}(t, s)\left[A_{3}(s) x_{s}^{\varepsilon, u}+B_{2}(s) u_{s}\right] d s+\eta_{t}^{\varepsilon} \tag{3.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta_{t}^{\varepsilon}:=\frac{1}{\sqrt{\varepsilon}} \int_{0}^{t} \Psi^{\varepsilon}(t, s) d w_{s}^{y} \tag{3.9}
\end{equation*}
$$

The process $\eta^{\varepsilon}$ is the solution of the linear stochastic equation

$$
\begin{equation*}
d \eta_{t}^{\varepsilon}=\varepsilon^{-1} A_{4}(t) \eta_{t}^{\varepsilon} d t+\varepsilon^{-1 / 2} d w_{t}^{y}, \quad \eta_{0}^{\varepsilon}=0 \tag{3.10}
\end{equation*}
$$

We shall use the following properties of $\eta^{\varepsilon}$ following, e.g., from Theorem 3.1 in [14]: there exists a constant $C_{p}$ such that

$$
\begin{equation*}
\sup _{t \geq 0} E\left|\eta_{t}^{\varepsilon}\right|^{p} \leq C_{p} \tag{3.11}
\end{equation*}
$$

for any $p \in[1, \infty[$ and

$$
\begin{equation*}
E\left\|\eta^{\varepsilon}\right\|^{p} \leq C_{p} \varepsilon^{-1 / 4} \tag{3.1.1}
\end{equation*}
$$

for any $p \in[4, \infty[$.
Substituting (3.8) in the equation (1.1) written in the integral form we come to the following representation for the slow variable:

$$
\begin{gather*}
x_{t}^{\varepsilon, u}=\int_{0}^{t}\left[A_{1}(s) x_{s}^{\varepsilon, u}+B_{1}(s) u_{s}\right] d s \\
+\int_{0}^{t}\left\{A_{2}(s) \frac{1}{\varepsilon} \int_{0}^{s} \Psi^{\varepsilon}(s, r)\left[A_{3}(r) x_{r}^{\varepsilon, u}+B_{2}(r) u_{r}\right] d r\right\} d s+\zeta_{t}^{\varepsilon}+w_{t}^{x}, \tag{3.13}
\end{gather*}
$$

where

$$
\begin{equation*}
\zeta_{t}^{\varepsilon}:=\int_{0}^{t} A_{2}(s) \eta_{s}^{\varepsilon} d s \tag{3.14}
\end{equation*}
$$

Lemma 3.1. For any $p \in\left[1, \infty\left[\right.\right.$ there exists a constant $c_{p}$ such that for all $\left.\left.\varepsilon \in\right] 0,1\right]$ it holds that

$$
\begin{gather*}
E\left\|\zeta^{\varepsilon}\right\|^{p} \leq c_{p}  \tag{3.15}\\
\lim _{\varepsilon \rightarrow 0} E\left\|\zeta^{\varepsilon}\right\|^{p}=0 \tag{3.16}
\end{gather*}
$$

Proof. Since $A_{2}$ is bounded, (3.15) follows immediately from the Jensen inequality and (3.11). To prove (3.16) we consider the approximation of $D:=A_{2} A_{4}^{-1}$ by the step functions

$$
D^{N}:=\sum_{i=1}^{N} D_{t_{i}} I_{] t_{i-1}, t_{i}\right]},
$$

where $t_{i}:=i T / N$. Using (3.10) we have

$$
\begin{gathered}
\zeta_{t}^{\varepsilon}=\int_{0}^{t} D_{s}^{N} A_{4}(s) \eta_{s}^{\varepsilon} d s+\int_{0}^{t}\left(D_{s}-D_{s}^{N}\right) A_{4}(s) \eta_{s}^{\varepsilon} d s \\
=\varepsilon \sum_{i=1}^{N} D_{t_{i}}\left[\eta_{t_{i} \wedge t}^{\varepsilon}-\eta_{t_{i-1} \wedge t}^{\varepsilon}-\varepsilon^{1 / 2}\left(w_{t_{i} \wedge t}^{y}-w_{t_{i-1} \wedge t}^{y}\right)\right]+\int_{0}^{t}\left(D_{s}-D_{s}^{N}\right) A_{4}(s) \eta_{s}^{\varepsilon} d s .
\end{gathered}
$$

This implies the bound

$$
\begin{equation*}
\left\|\zeta^{\varepsilon}\right\| \leq 2 \varepsilon^{1 / 2}\left(\varepsilon^{1 / 2}\left\|\eta^{\varepsilon}\right\|+\left\|w^{y}\right\|\right)+C \delta_{N} \int_{0}^{T}\left|\eta_{s}^{\varepsilon}\right| d s \tag{3.17}
\end{equation*}
$$

where $\delta_{N}:=\left\|D-D^{N}\right\| \rightarrow 0$ as $N \rightarrow \infty$ due to continuity of $\alpha$.
Notice that (3.12) implies that the family of random variables $\left\{\varepsilon^{1 / 2}\left\|\eta^{\varepsilon}\right\|, \varepsilon \in\right.$ $] 0,1]\}$ is bounded in $L^{p}$ (for any finite $p$ ). It follows from (3.11) that the family of integrals on the right-hand side of (3.17) is also bounded in $L^{p}$. Thus,

$$
\limsup _{\varepsilon \rightarrow 0}\left\|\zeta^{\varepsilon}\right\| \leq C \delta_{N}
$$

and (3.16) holds.

From the representation (3.13) and bounds (3.6), (3.15) it is easy to deduce that

$$
E\left\|x^{\varepsilon, u}\right\|_{t}^{2 p} \leq C\left(1+\int_{0}^{t} E\left\|x^{\varepsilon, u}\right\|_{s}^{2 p} d s\right)
$$

and the standard application of the Gronwall-Bellman lemma gives (3.2).
Put $\bar{\Delta}_{t}^{x, \varepsilon, u}:=x_{t}^{\varepsilon, u}-\bar{x}_{t}^{u}$. The relations (3.1), (3.13) imply that

$$
\begin{equation*}
\bar{\Delta}_{t}^{x, \varepsilon, u}=\int_{0}^{t} A_{0}(s) \bar{\Delta}_{t}^{x, \varepsilon, u} d s+R_{t}^{\varepsilon, u} \tag{3.18}
\end{equation*}
$$

where

$$
\begin{align*}
& R_{t}^{\varepsilon, u}:=\int_{0}^{t} A_{2}(s)\left[\frac{1}{\varepsilon} \int_{0}^{s} \Psi^{\varepsilon}(s, r) A_{3}(r) x_{r}^{\varepsilon, u} d r+A_{4}^{-1}(r) A_{3}(r) x_{r}^{\varepsilon, u}\right] d s \\
& \quad+\int_{0}^{t} A_{2}(s)\left[\frac{1}{\varepsilon} \int_{0}^{s} \Psi^{\varepsilon}(s, r) B_{2}(r) u_{r} d r+A_{4}^{-1}(r) B_{2}(r) u_{r}\right] d s+\zeta_{t}^{\varepsilon} \tag{3.19}
\end{align*}
$$

It follows from (3.18) that

$$
E\left\|\bar{\Delta}^{x, \varepsilon, u}\right\|_{t}^{p} \leq C\left(\int_{0}^{t} E\left\|\bar{\Delta}^{x, \varepsilon, u}\right\|_{s}^{p} d s+E\left\|R^{\varepsilon, u}\right\|^{p}\right)
$$

and by the Gronwall-Bellman lemma we have

$$
E\left\|\bar{\Delta}^{x, \varepsilon, u}\right\|_{t}^{p} \leq C E\left\|R^{\varepsilon, u}\right\|^{p} e^{C T}
$$

Thus, to prove (3.3) we need to show that

$$
\lim _{\varepsilon \rightarrow 0} \sup _{u \in \mathcal{U}} E\left\|R^{\varepsilon, u}\right\|^{p}=0
$$

But this relation follows from (3.2), (3.16) and the following statement (see [15, Lemma 3.1] or [13, Lemma 3.2]).

Lemma 3.2. For any $\varepsilon \in] 0,1]$, $\eta>0$, and bounded measurable function $h$ the following holds:

$$
\begin{gather*}
\left\|\int_{0} A_{2}(s)\left[\frac{1}{\varepsilon} \int_{0}^{s} \Psi^{\varepsilon}(s, r) h_{r} d r+A_{2}(s) A_{4}^{-1}(s) h_{s}\right] d s\right\| \\
\leq\|h\| T\left(C_{1} \eta+\varepsilon C_{2}(\eta)\right) \tag{3.20}
\end{gather*}
$$

where $C_{1}, C_{2}(\eta)$ depend on $A_{2}$ and $A_{4}$.
At last, the property (3.4) of uniform boundedness in $L^{p}$ of values of the fast variables for the fixed time follows from the representation (3.8) and (3.2), (3.7), and (3.11).

PROPOSITION 3.2. Let $\left(x^{\varepsilon, u}, y^{\varepsilon, u}\right)$ be the solution of (1.1), (1.2) corresponding to some $u \in \mathcal{U}$, and let $\bar{x}^{u}$ be the solution of the reduced equation (3.1). Let the random variable $\bar{y}_{T}^{\varepsilon, u}$ be defined by

$$
\begin{equation*}
\bar{y}_{T}^{\varepsilon, u}:=-A_{4}^{-1}(T) A_{3}(T) \bar{x}_{T}^{u}+\int_{0}^{\infty} \exp \left\{A_{4}(T) r\right\} B_{2}(T) v_{r}^{\varepsilon} d r+\tilde{\xi}_{T}^{\varepsilon} \tag{3.21}
\end{equation*}
$$

where $v_{r}^{\varepsilon}:=u_{T-r \varepsilon} I_{[0, T / \sqrt{\varepsilon}]}(r)+u^{0} I_{\mid T / \sqrt{\varepsilon}, \infty[ }(r), u^{0}$ is an arbitrary point in $U$,

$$
\begin{equation*}
\tilde{\xi}_{T}^{\varepsilon}:=\exp \left\{\varepsilon^{-1} A_{4}(T)\left(T-T^{\varepsilon}\right\} \beta+\frac{1}{\sqrt{\varepsilon}} \int_{T_{\varepsilon}}^{T} \exp \left\{\varepsilon^{-1} A_{4}(T)(T-s)\right\} d w_{s}^{y},\right. \tag{3.22}
\end{equation*}
$$

$T_{\varepsilon}:=(1-\sqrt{\varepsilon}) T, \beta$ is a Gaussian random variable with the zero mean and covariance $\Xi$, and the matrix $\Xi$ is defined in (1.9).

Then for any $p \in[1, \infty[$

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{u \in \mathcal{U}} E\left|y_{T}^{\varepsilon, u}-\bar{y}_{T}^{\varepsilon, u}\right|^{p}=0 . \tag{3.23}
\end{equation*}
$$

Proof. Let $\tilde{y}^{\varepsilon, u}$ be the solution of the stochastic differential equation

$$
\begin{equation*}
\varepsilon d \tilde{y}_{t}^{\varepsilon, u}=\left(A_{3}(T) \bar{x}_{T}^{u}+A_{4}(T) \tilde{y}_{t}^{\varepsilon, u}+B_{2}(T) u_{t}\right) d t+\sqrt{\varepsilon} d w_{t}^{y} \quad \tilde{y}_{0}^{\varepsilon, u}=0 . \tag{3.24}
\end{equation*}
$$

Put

$$
\tilde{\Delta}_{t}^{y, \varepsilon, u}:=y_{t}^{\varepsilon, u}-\tilde{y}_{t}^{\varepsilon, u}, \quad \widehat{x}_{t}^{\varepsilon, u}:=x_{t}^{\varepsilon, u}-x_{T}^{\varepsilon, u},
$$

$\widehat{A}_{i}(t):=A_{i}(t)-A_{i}(T), \quad \widehat{B}_{i}(t):=B_{i}(t)-B_{i}(T)$.
The process $\tilde{\Delta}^{y, \varepsilon, u}$ is the solution of the ordinary differential equation

$$
d \tilde{\Delta}_{t}^{y, \varepsilon, u}=\left(A_{4}(T) \tilde{\Delta}_{t}^{y, \varepsilon, u}+\varphi_{t}^{\varepsilon, u}\right) d t, \quad \tilde{\Delta}_{0}^{y, \varepsilon, u}=0,
$$

where

$$
\varphi_{t}^{\varepsilon, u}:=\widehat{A}_{4}(t) y_{t}^{\varepsilon, u}+\widehat{A}_{3}(t) x_{t}^{\varepsilon, u}+A_{3}(T) \widehat{x}_{t}^{\varepsilon, u}+A_{3}(T) \bar{\Delta}_{T}^{x, \varepsilon, u}+\widehat{B}_{2}(t) u_{t} .
$$

Thus,

$$
\begin{equation*}
\tilde{\Delta}_{T}^{y, \varepsilon, u}=\frac{1}{\varepsilon} \int_{0}^{T} \exp \left\{\varepsilon^{-1} A_{4}(T)(T-s)\right\} \varphi_{s}^{\varepsilon, u} d s \tag{3.25}
\end{equation*}
$$

By virtue of (1.6) for all $t \geq 0$ we have that

$$
\begin{equation*}
\left|\exp \left\{\varepsilon^{-1} A_{4}(T) t\right\}\right| \leq C e^{-2 \kappa t / \varepsilon} . \tag{3.26}
\end{equation*}
$$

Taking into account (3.2), (3.4) and the boundedness of $U$, we get from (3.25) that the $L^{p}$-norm of $\tilde{\Delta}_{T}^{y, \varepsilon, u}$ is bounded by

$$
\begin{equation*}
C \frac{1}{\varepsilon} \int_{0}^{T} e^{-2 \kappa(T-s) / \varepsilon}\left(\left|\widehat{A}_{4}(s)\right|+\left|\widehat{A}_{3}(s)\right|+f_{s}^{\varepsilon}+\bar{g}^{\varepsilon}+\left|\widehat{B}_{2}(s)\right|\right) d s, \tag{3.27}
\end{equation*}
$$

where

$$
f_{s}^{\varepsilon}:=\sup _{u \in \mathcal{U}}\left(E\left|x_{s}^{\varepsilon, u}-x_{T}^{\varepsilon, u}\right|^{p}\right)^{1 / p}, \quad \bar{g}^{\varepsilon}:=\sup _{u \in \mathcal{U}}\left(E\left|\bar{\Delta}_{T}^{x, \varepsilon, u}\right|^{p}\right)^{1 / p} .
$$

Let $\bar{f}_{s}$ be the function similar to $f_{s}^{\varepsilon}$ but defined for $\bar{x}^{u}$. It follows from (3.3) that for any $\delta>0$ we have $f_{s}^{\varepsilon} \leq \bar{f}_{s}+\delta$ for all sufficiently small $\varepsilon$. But it is clear from the equation (3.1) that $\lim _{s \rightarrow T} \bar{f}_{s}=0$. Taking into account the above remarks we check easily that the expression (3.27) tends to zero as $\varepsilon \rightarrow 0$ and, hence,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{u \in \mathcal{U}} E\left|y_{T}^{\varepsilon, u}-\tilde{y}_{T}^{\varepsilon, u}\right|^{p}=0 . \tag{3.28}
\end{equation*}
$$

Now we show that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{u \in \mathcal{U}} E\left|\bar{y}_{T}^{\varepsilon, u}-\tilde{y}_{T}^{\varepsilon, u}\right|^{p}=0 \tag{3.29}
\end{equation*}
$$

Indeed,

$$
\begin{aligned}
& \bar{y}_{T}^{\varepsilon, u}-\tilde{y}_{T}^{\varepsilon, u}=\left(-A_{4}^{-1}(T)-\frac{1}{\varepsilon} \int_{0}^{T} \exp \left\{\varepsilon^{-1} A_{4}(T)(T-s)\right\} d s\right) A_{3}(T) \bar{x}_{T}^{u} \\
& +\int_{T / \varepsilon}^{\infty} \exp \left\{A_{4}(T) r\right\} B_{2}(T) u_{r}^{0} d r-\int_{T / \sqrt{\varepsilon}}^{T / \varepsilon} \exp \left\{A_{4}(T) r\right\} B_{2}(T) u_{T-\varepsilon r} d r \\
& \quad+\exp \left\{\varepsilon^{-1 / 2} A_{4}(T) T\right\} \beta-\frac{1}{\sqrt{\varepsilon}} \int_{0}^{T_{\varepsilon}} \exp \left\{\varepsilon^{-1} A_{4}(T)(T-s)\right\} d w_{s}^{y}
\end{aligned}
$$

Evidently, $L^{p}$-norms of all terms on the right-hand side of this identity tend to zero and the convergence of the first one is uniform in $u \in \mathcal{U}$ by virtue of (3.2) and (3.3). Thus, (3.29) holds. The relations (3.28), (3.29) imply (3.23).

Proposition 3.2 is proved.
Assume that sequence $\mathcal{L}\left(x_{T}^{\varepsilon_{n}, u_{n}}, y_{T}^{\varepsilon_{n}, u_{n}}\right)$ converges in $\mathbf{P}\left(\mathbf{R}^{m}\right)$ to some $\mu$. Choose in the representation (3.22) the random variable $\beta$ independent of $W$. It follows from Propositions $3.1,3.2$ that the sequence $\mathcal{L}\left(\bar{x}_{T}^{u_{n}}, \bar{y}_{T}^{\varepsilon_{n}, u_{n}}\right)$ converges to the same limit. Let us introduce the modified controls $\hat{u}_{n}=u_{n} I_{\left[0, T_{\varepsilon_{n}}\right]}+u^{0} I_{\left.] T_{\varepsilon_{n}}, T\right]}$, where $u^{0}$ is a fixed point from $U$. Since $\bar{x}_{T}^{u_{n}}-\bar{x}_{T}^{\hat{u}_{n}}$ tends to zero in probability, the sequence $\mathcal{L}\left(\bar{x}_{T}^{\hat{u}_{n}}, \bar{y}_{T}^{\varepsilon_{n}, u_{n}}\right)$ converges to $\mu$ and we need to check only that $\mathcal{L}\left(\bar{x}_{T}^{\hat{u}_{n}}, \bar{y}_{T}^{\varepsilon_{n}, u_{n}}\right) \in \mathcal{K}_{0}(T)$. To show this notice that $\bar{x}_{T}^{\hat{u}_{n}}$ is a function of the natural projection

$$
i^{\varepsilon_{n}}:\left\{w_{t}^{x}, w_{t}^{y}, t \in[0, T]\right\} \mapsto\left(\left\{w_{t}^{x}, t \in[0, T]\right\},\left\{w_{t}^{y}, t \in\left[0, T_{\varepsilon_{n}}\right]\right\}\right)
$$

As in section 2 it can be shown that the regular conditional distribution of the random variable $\xi_{0}^{\varepsilon_{n}}+I\left(v^{\varepsilon_{n}}\right)$ for a fixed value $i^{\varepsilon_{n}}$ belongs to $S$. Since $S$ is a convex closed set and $\bar{x}_{T}^{u_{n}}$ is a measurable function on $i^{\varepsilon_{n}}$, it follows from Lemma 5.6 that the regular conditional distribution of $\xi_{0}^{\varepsilon_{n}}+I\left(v^{\varepsilon_{n}}\right)$ for a fixed value $\bar{x}_{T}^{\hat{u}_{n}}$ also belongs to $S$, implying the result.
4. Proof of Theorem 1.1. Part 2. Now we must show that for any measure $\mu F^{-1} \in \mathcal{K}_{0}(T)$ there exists a sequence $\mu_{n} \in \mathcal{K}_{\varepsilon_{n}}(T)$ which converges to $\mu F^{-1}$ in $\underset{\sim}{\mathbf{P}}\left(\mathbf{R}^{n}\right)$. It is sufficient to find such a sequence for an arbitrary $\mu F^{-1}$ from the set $\tilde{\mathcal{K}}_{0}(T)$ which is dense in $\mathcal{K}_{0}(T)$ in the total variation topology. The latter property holds since the attainability set $\tilde{\mathcal{K}}_{0}^{x}$ corresponding to the strong solutions of (2.1) is dense in $\mathcal{K}_{0_{\tilde{K}}}^{x}$ in the total variation topology. Thus, there are dense embeddings $\tilde{\mathcal{K}}_{0} \subseteq \mathcal{K}_{0}$ and $\tilde{\mathcal{K}}_{0}(T) \subseteq \mathcal{K}_{0}(T)$.

Let us fix $\delta>0$ and a measure $\mu=m(x, d y) \nu(d x)$ such that $\mu F^{-1} \mathcal{K}_{0}(T)$. By definition $\nu=\mathcal{L}\left(\bar{x}_{T}^{u}\right)$, where $\bar{x}^{u}$ is a solution of the reduced equation (2.1) corresponding to some admissible control $u$. Let $\nu_{h}:=\mathcal{L}\left(\bar{x}_{T-h}^{u}\right), \mu_{h}(d x, d y):=m(x, d y) \nu_{h}(d x), h \in$ $[0, T]$. Then there exists $h_{0}>0$ such that

$$
\begin{equation*}
d\left(\mu F^{-1}, \mu_{h} F^{-1}\right) \leq \delta \tag{4.1}
\end{equation*}
$$

for all $\left.h \in] 0, h_{0}\right]$.
To prove (4.1) we use the following.

LEMMA 4.1. Let $\bar{x}^{u}$ be the solution of (3.1). Then

$$
\begin{equation*}
\lim _{s \rightarrow 0} \sup _{u \in \mathcal{U}} \operatorname{Var}\left(\mathcal{L}\left(\bar{x}_{T-s}^{u}\right)-\mathcal{L}\left(\bar{x}_{T}^{u}\right)\right)=0 . \tag{4.2}
\end{equation*}
$$

Proof. For any $u \in \mathcal{U}$ let $u^{r}:=u I_{[0, T-r]}+u^{0} I_{] T-r, T]}$, where $u^{0}$ is an arbitrary point in $\mathcal{U}$. It follows from the bound for the total variation distance in terms of the Hellinger process $h_{t}$ (see [12, Theorems 2.2 and 5.1]) that

$$
\begin{equation*}
\operatorname{Var}\left(\mathcal{L}\left(\bar{x}^{u}\right)-\mathcal{L}\left(\bar{x}^{u^{r}}\right)\right) \leq C r^{1 / 2} \tag{4.3}
\end{equation*}
$$

(Notice that in the considered situation the Hellinger process for the pair $\left(\mathcal{L}\left(\bar{x}^{u}\right), \mathcal{L}\left(\bar{x}^{u^{r}}\right)\right)$ has the form

$$
h_{t}=\int_{0}^{t} I_{[r, T]}(\tau)\left|B_{0}(\tau)\left(\widehat{u}_{\tau}-u^{0}\right)\right|^{2} d \tau
$$

where $\widehat{u}_{s}$ takes values in $U$.)
Fix $\gamma>0$ and $r>0$ such that $C r^{1 / 2} \leq \gamma$. For any $s \in[0, r]$ we have

$$
\mathcal{L}\left(\bar{x}_{T-s}^{u^{r}}\right)=\mathcal{L}\left(\bar{x}_{T-r}^{u}\right) * \mathcal{N}\left(a_{s}, K_{s}\right),
$$

where $*$ denotes the convolution, $\mathcal{N}\left(a_{s}, K_{s}\right)$ is the nondegenerate Gaussian distribution with the mean

$$
a_{s}:=\int_{T-r}^{T-s} B_{0}(\tau) u^{0} d \tau
$$

and covariance

$$
K_{s}:=\int_{T-r}^{T-s} \Phi_{0}(T-s, \tau) \Phi_{0}^{\prime}(T-s, \tau) d \tau
$$

and $\Phi_{0}(T-s, \tau)$ is the fundamental matrix corresponding to $A_{0}(t)$. In particular,

$$
\mathcal{L}\left(\bar{x}_{T}^{u^{r}}\right)=\mathcal{L}\left(\bar{x}_{T-r}^{u}\right) * \mathcal{N}\left(a_{0}, K_{0}\right) .
$$

The well-known inequality

$$
\operatorname{Var}(F * G-F * \tilde{G}) \leq \operatorname{Var}(G-\tilde{G})
$$

implies that

$$
\operatorname{Var}\left(\mathcal{L}\left(\bar{x}_{T-s}^{u^{r}}\right)-\mathcal{L}\left(\bar{x}_{T}^{u^{r}}\right)\right) \leq \operatorname{Var}\left(\mathcal{N}\left(a_{s}, K_{s}\right)-\mathcal{N}\left(a_{0}, K_{0}\right)\right),
$$

where the right-hand side tends to zero as $s \rightarrow 0$.
Thus, for sufficiently small $s$ we have

$$
\begin{equation*}
\sup _{u \in \mathcal{U}} \operatorname{Var}\left(\mathcal{L}\left(\bar{x}_{T-s}^{u^{r}}\right)-\mathcal{L}\left(\bar{x}_{T}^{u^{r}}\right)\right) \leq \gamma \tag{4.4}
\end{equation*}
$$

It follows from (4.3) and (4.4) that

$$
\sup _{u \in \mathcal{U}} \operatorname{Var}\left(\mathcal{L}\left(\bar{x}_{T-s}^{u}\right)-\mathcal{L}\left(\bar{x}_{T}^{u}\right)\right) \leq 3 \gamma
$$

and the lemma is proved.

Since

$$
\operatorname{Var}\left(\mu F^{-1}-\mu_{h} F^{-1}\right)=\operatorname{Var}\left(\mu-\mu_{h}\right)=\operatorname{Var}\left(\nu-\nu_{h}\right) \rightarrow 0
$$

by virtue of the above lemma, the relation (4.1) holds.
Furthermore, there exists $h_{1}>0$

$$
\begin{equation*}
\sup _{\varepsilon} \sup _{z \in \mathcal{U}_{h}(u)} d\left(\mathcal{L}\left(x_{T-h}^{\varepsilon, z}, y_{T}^{\varepsilon, z}\right), \mathcal{L}\left(x_{T}^{\varepsilon, z}, y_{T}^{\varepsilon, z}\right)\right) \leq \delta \tag{4.5}
\end{equation*}
$$

where $\mathcal{U}_{h}(u)$ is the set consisting of all $z \in \mathcal{U}$ such that

$$
\begin{equation*}
z I_{[0, T-h]}=u I_{[0, T-h]} \tag{4.6}
\end{equation*}
$$

The relation (4.5) is an evident corollary of Proposition 3.1 and the following.
LEMMA 4.2. Let $\left(\xi_{\iota, h}^{(i)}\right), \iota \in I(h), h \in[0, T], i=1,2$, be two families of random variables with values in $\mathbf{R}^{m}$ such that

$$
\begin{gathered}
\sup _{h} \sup _{\iota \in I(h)} E\left|\xi_{\iota, h}^{(i)}\right|^{p}<\infty, \quad i=1,2 \\
\lim _{h \rightarrow 0} \sup _{\iota \in I(h)} E\left|\xi_{\iota, h}^{(1)}-\xi_{\iota, h}^{(2)}\right|^{p}=0
\end{gathered}
$$

for some $p>0$. Then for any bounded continuous function $f$ on $\mathbf{R}^{m}$

$$
\lim _{h \rightarrow 0} \sup _{\iota \in I(h)}\left|E f\left(\xi_{\iota, h}^{(1)}\right)-f\left(\xi_{\iota, h}^{(2)}\right)\right|=0
$$

The proof of Lemma 4.2 is easy and is omitted.
Lemma 4.2 implies also the existence of $h_{2}>0$ such that

$$
\begin{equation*}
\sup _{\iota} d\left(\mathcal{L}\left(\bar{x}_{T-h}^{u},-A_{4}(T) A_{3}(T) \bar{x}_{T-h}^{u}+\eta_{\iota}\right), \mathcal{L}\left(\bar{x}_{T-h}^{u},-A_{4}(T) A_{3}(T) \bar{x}_{T}^{u}+\eta_{\iota}\right)\right) \leq \delta \tag{4.7}
\end{equation*}
$$

where the family $\left(\eta_{\iota}\right)$ consists of all random variables with distribution from $S_{Y}$.
Let us consider some $h \leq h_{0} \wedge h_{1} \wedge h_{2}$. The desired result will be proved if we find for any sufficiently small $\varepsilon$ an admissible control $z=z^{\varepsilon}$ satisfying (4.6) such that

$$
\begin{equation*}
d\left(\mathcal{L}\left(x_{T-h}^{\varepsilon, z}, y_{T}^{\varepsilon, z}\right), \mu_{h} F^{-1}\right) \leq 2 \delta \tag{4.8}
\end{equation*}
$$

Indeed, it follows from (4.1), (4.5), and (4.8) that

$$
d\left(\mathcal{L}\left(x_{T}^{\varepsilon, z}, y_{T}^{\varepsilon, z}\right), \mu_{h} F^{-1}\right) \leq 4 \delta
$$

and this means that any point in $\mathcal{K}_{0}(T)$ can be approximated by points from $\mathcal{K}_{\varepsilon}(T)$.
Let $(\Omega, \mathcal{F}, P)$ be a probability space with a countably generated $\sigma$-algebra. Assume that on this space we have independent random elements $\zeta, \alpha, \xi$, where $\zeta$ has the distribution $\nu_{h}$, i.e., the same distribution as $\bar{x}_{T-h}^{u} ; \alpha$ has the standard normal distribution; $\xi$ is a stationary Gaussian Markov process with zero mean and covariance function given by (1.8), (1.9). Let us consider the set $\mathcal{V}_{U}^{\alpha}$ of all $U$-valued processes which are predictable with respect to the filtration generated by $\xi_{1 / t}$ and $\alpha$ (we denote by $\mathcal{P}$ the corresponding predictable $\sigma$-algebra in $\Omega \times \mathbf{R}_{+}$).

LEMMA 4.3. There is a function $v: \Omega \times \mathbf{R}_{+} \times \mathbf{R}^{m} \rightarrow U$ which is measurable with respect to $\mathcal{P} \otimes \mathcal{B}\left(\mathbf{R}^{m}\right)$ such that $v(., x) \in \mathcal{V}^{\alpha}$ for all $x \in \mathbf{R}^{m}$ and $\mathcal{L}\left(\xi_{0}+I(v(., x))\right)$ is equal to $\mu(x, d y)$ for $\nu_{h}$ almost all $x \in \mathbf{R}^{m}$.

Proof. Evidently, $v \mapsto \mathcal{L}\left(\xi_{0}+I(v)\right)$ is a continuous, hence measurable, mapping from the space $\mathbf{V}:=L^{1}\left(\Omega \times \mathbf{R}_{+}, \mathcal{P}, \rho\right)^{d}$ into $\mathbf{P}\left(\mathbf{R}^{n}\right)$, where $\rho(d \omega, d t)=e^{-2 \kappa t} P(d \omega) d t$. Thus, the multivalued mapping

$$
\Gamma: x \mapsto\left\{v \in \mathbf{V}: v(\omega, t) \in U \rho \text { a.e., } \mathcal{L}\left(\xi_{0}+I(v)\right)=\mu(x, .)\right\}
$$

has a measurable graph. Hence, it admits a measurable selector $x \mapsto V(x)$. Notice that $V(x)$ as an element of $\mathbf{V}$ is a class of $\rho$-equivalent functions. To choose from $V(x)$ a representative in a measurable way we proceed as follows. Let $\left(v^{i}\right)$ be a sequence of elements from $\mathcal{V}_{U}^{\alpha}$ which is dense in $\mathcal{V}_{U}^{\alpha} \cap \mathbf{V}, j(x, l):=\min \left\{i:\left\|v(x)-v^{i}\right\| \leq 1 / l\right\}$. Then $v^{j(l)}=v^{j(x, l)}(\omega, t)$ is a $\mathcal{P} \otimes \mathcal{B}\left(\mathbf{R}^{m}\right)$-measurable function with values in $U$. The sequence $v^{j(x, l)}$ converges to $V(x)$ in $\mathbf{V}$. Since $U$ is bounded, the sequence $v^{j(l)}$ converges to $V$ in $L^{1}\left(\Omega \times \mathbf{R}_{+} \times \mathbf{R}^{m}, \mathcal{P} \otimes \mathcal{B}\left(\mathbf{R}^{m}\right), \rho \times \nu_{h}\right)^{d}$. Hence, there exists a subsequence which converges $\rho \times \nu_{h}$ a.e. to some $\mathcal{P} \otimes \mathcal{B}\left(\mathbf{R}^{m}\right)$-measurable function $v=v(\omega, t, x)$. For $\nu_{h}$ almost all $x$ we have the inclusion $v(., x) \in V(x)$ implying that $\mathcal{L}\left(\xi_{0}+I(v(., x))\right)=\mu(x, d y)$ for such $x$.

It follows from the above lemma that the measure $\mu_{h}$ is the distribution of the random variable $\left(\zeta, \xi_{0}+I(v(., \zeta))\right)$, i.e.,

$$
\begin{equation*}
\mu_{h}=\mathcal{L}\left(\zeta, \xi_{0}+I(v(., \zeta))\right) \tag{4.9}
\end{equation*}
$$

Generalizing the arguments of section 2 we introduce a set $\mathcal{V}_{U}^{(\alpha, \zeta)}$, consisting of all functions

$$
\begin{equation*}
v(s, x)=\sum_{i=1}^{N} \varphi_{i}(x) I_{\left.s_{i}, s_{i+1}\right]}(s)+u^{0} I_{] s_{N+1}, \infty[ }(s) \tag{4.10}
\end{equation*}
$$

where $0=s_{1}<\cdots<s_{N+1}, u^{0} \in U$, and $\varphi_{i}(x)$ have the form

$$
\begin{equation*}
\varphi_{i}(x)=f_{i}\left(\alpha, \xi\left(r_{1}^{i}\right), \ldots, \xi\left(r_{M_{i}}^{i}\right), x\right), \quad s_{i+1}<r_{j}^{i} \leq s_{N} \tag{4.11}
\end{equation*}
$$

and the functions $f_{i}$ are measurable with respect to their arguments and take values in $U$.

Assume that the representation (4.9) holds with $v \in \mathcal{V}_{U}^{(\alpha, \zeta)}$ 。. There is a freedom in the choice of $\zeta, \alpha$, and $\xi$ which we use in the following constructions.

Put $T_{\varepsilon}^{k}:=T\left(1-k \varepsilon^{1 / 2}\right), k=1,2,3, \zeta:=\bar{x}_{T-h}^{u}$.
Define

$$
\alpha^{\varepsilon}:=\left(w_{T_{\varepsilon}^{2}}^{y, 1}-w_{T_{\varepsilon}^{3}}^{y, 1}\right) /\left(T_{\varepsilon}^{2}-T_{\varepsilon}^{3}\right)^{1 / 2}
$$

where $w^{y, 1}$ is the first component of the vector process $w^{y}$,

$$
\beta^{\varepsilon}:=\Xi^{1 / 2}\left(w_{T_{\varepsilon}^{1}}^{y}-w_{T_{\varepsilon}^{2}}^{y}\right) /\left(T_{\varepsilon}^{1}-T_{\varepsilon}^{2}\right)^{1 / 2}
$$

Let us consider on $\left[T_{\varepsilon}^{1}, T\right]$ the linear stochastic differential equation

$$
\varepsilon d \tilde{\xi}_{t}^{\varepsilon}=A_{4}(T) \tilde{\xi}_{t}^{\varepsilon} d t+\varepsilon^{1 / 2} d w_{t}^{y}, \quad \tilde{\xi}_{T_{\varepsilon}^{1}}^{\varepsilon}=\beta^{\varepsilon}
$$

Put $\xi_{t}^{\varepsilon}:=\tilde{\xi}_{T-\varepsilon t}^{\varepsilon}, t \in\left[0, \varepsilon^{-1 / 2} T\right]$. For sufficiently small $\varepsilon$ we define the admissible control

$$
z^{\varepsilon}:=u I_{\left[0, t_{N+1}[ \right.}+\sum_{i=1}^{N+1} \varphi_{i}^{\varepsilon}\left(\bar{x}_{T-h}^{u}\right) I_{\left[t_{i+1}, t_{i}[ \right.},
$$

where $t_{i}:=T-\varepsilon s_{i}, i \leq N+1$, and $\varphi_{i}^{\varepsilon}$ is constructed in accordance with (4.11).

It follows from Propositions 3.1 and 3.2 that

$$
\left(x_{T-h}^{\varepsilon, z^{\varepsilon}}, y_{T}^{\varepsilon, z^{\varepsilon}}\right)-\left(\bar{x}_{T-h}^{u},-A_{4}(T) A_{3}(T) \bar{x}_{T}^{u}+\xi_{0}^{\varepsilon}+I\left(v\left(., \bar{x}_{T-h}^{u}\right)\right)\right) \rightarrow 0
$$

in probability as $\varepsilon \rightarrow 0$. Thus,

$$
\begin{equation*}
d\left(\mathcal{L}\left(x_{T-h}^{\varepsilon, z^{\varepsilon}}, y_{T}^{\varepsilon, z^{\varepsilon}}\right), \mathcal{L}\left(\bar{x}_{T-h}^{u},-A_{4}(T) A_{3}(T) \bar{x}_{T}^{u}+\xi_{0}^{\varepsilon}+I\left(v\left(., \bar{x}_{T-h}^{u}\right)\right)\right)\right) \leq \delta \tag{4.12}
\end{equation*}
$$

for all sufficiently small $\varepsilon$. Taking into account (4.7) we get from here the desired inequality (4.8).

Part 2 of Theorem 1.1 is proved now for the case when $\mu_{h}$ is given by (4.9) with $v \in \mathcal{V}_{U}^{(\alpha, \zeta)} /$. Since the set $\left\{I(v): v \in \mathcal{V}_{U}^{(\alpha, \zeta} /\right\}$ is dense in probability in the set $\left\{I(v): v \in \mathcal{V}_{U}^{\alpha, \zeta}\right\}$, the result holds for the general case as well.

## 5. On a compactness of some subsets in the space of probability measures.

5.1. Notations and preliminaries. Let $X$ be a Polish space with the Borel $\sigma$-algebra $\mathcal{X}$ and $\mathbf{P}(X)$ be a space of all probability measures on $X$ with the topology of weak convergence. It is well known that $\mathbf{P}(X)$ equipped by the Prohorov metric is again a Polish space. The relative compactness of a subset $A \subseteq \mathbf{P}(X)$ is equivalent to its tightness. The last means that for any $\varepsilon>0$ there exists a compact set $K \subseteq X$ such that $m(K) \geq 1-\varepsilon$ for all $m \in A$.

We shall use the notation $m(f)=\int_{X} f(x) m(d x)$. We denote by $\mathcal{L}(\xi)$ the distribution of a random variable $\xi$.

Let $(X, \mathcal{X})$ and $(Y, \mathcal{Y})$ be two Polish spaces. We denote by $\mathcal{M}(X, Y)$ the set of stochastic kernels from $(X, \mathcal{X})$ to $(Y, \mathcal{Y})$ that is mappings $\mu: X \times \mathcal{Y} \rightarrow([0,1], \mathcal{B}[0,1])$ such that $x \mapsto \mu(x, \Gamma)$ is $\mathcal{X}$-measurable for any $\Gamma \in \mathcal{Y}$ and $\mu(x,.) \in \mathbf{P}(Y)$ for any $x \in X$.

It is easy to check that the mapping $\mu: X \times \mathcal{Y} \rightarrow([0,1], \mathcal{B}[0,1])$ is in $\mathcal{M}(X, Y)$ if and only if one of the following equivalent conditions is satisfied:
(1) The mapping $x \mapsto \mu(x,$.$) is \mathcal{X}$-measurable (i.e., $\mu(x,$.$) is a \mathbf{P}(Y)$-valued random variable).
(2) For any $f \in C_{b}(Y)$ (the set of all bounded continuous functions on $Y$ ) the mapping $x \mapsto \mu(x, f)$ is $\mathcal{X}$-measurable (i.e., $\mu(x, f)$ is a real-valued random variable).

The Skorohod Representation Theorem. Let $Y$ be a Polish space and $m_{n} \in$ $\mathbf{P}(Y)$ be a sequence converging in $\mathbf{P}(Y)$ to some $m$. Then on the probability space $([0,1], \mathcal{B}[0,1], d x)$ there exist $Y$-valued random variables $\tilde{\xi}_{n}$ and $\tilde{\xi}$ such that $\mathcal{L}\left(\tilde{\xi}_{n}\right)=$ $m_{n}, \mathcal{L}(\tilde{\xi})=m$, and $\tilde{\xi}_{n} \rightarrow \tilde{\xi}$ pointwise.

The MEasurable Isomorphism Theorem. Let ( $X, \mathcal{X}$ be an uncountable Polish space. Then there is a one-to-one mapping $i: X \rightarrow[0,1]$ such that $i(\Gamma) \in \mathcal{B}[0,1]$ for any $\Gamma \in \mathcal{X}$ and $i^{-1}(A) \in \mathcal{X}$ for any $A \in \mathcal{B}[0,1]$.

Another useful result is that any Polish space $X$ is homeomorphic to a $G_{\delta}$-subset of the Hilbert cube $[0,1]^{\mathbf{N}}$. For further information see, e.g., [6], [9].
5.2. For $\mu \in \mathcal{M}(X, Y), m \in \mathbf{P}(X)$, and $\Gamma \in \mathcal{Y}$, the integral $\int_{X} \mu(x, \Gamma) m(d x)$ defines a probability measure on $(Y, \mathcal{Y})$ which we shall denote by $\int_{X} \mu(x,) m.(d x)$.

Lemma 5.1. Let $(X, \mathcal{X})$ be a Polish space with nonatomic measure $\nu$ on it, let $S$ be a compact set in $\mathbf{P}(Y)$, and let $\mathcal{M}$ ) be the set consisting of all stochastic kernels $\mu$ from $(X, \mathcal{X}$ to $(Y, \mathcal{Y})$ such that $\mu(x,.) \in S$ for all $x \in X$. Then the set

$$
K=\left\{m \in \mathbf{P}(Y): m(.)=\int_{X} \mu(x, .) \nu(d x), \mu \in \mathcal{M}\right\}
$$

is a convex compact subset in $\mathbf{P}(Y)$ coinciding with $\overline{\text { conv }} S$.

Proof. By virtue of the measurable isomorphism theorem we can consider only the case when $(X, \mathcal{X})=([0,1], \mathcal{B}[0,1])$. Assume at first that $\nu(d x)=d x$, i.e., $\nu$ is the Lebesgue measure. Convexity of $\mathcal{M}$ is clear: if measures $m_{i}()=.\int_{X} \mu_{i}(x,) d x,. i=$ 1,2 , belong to $K, \alpha>0, \beta>0, \alpha+\beta=1$, then the measure $\alpha m_{1}()+.\beta m_{2}()=$. $\int_{X} \mu(x,) d$.$x with$

$$
\mu(x, .)=I_{[0, \alpha]}(x) \mu_{1}\left(\alpha^{-1} x, .\right)+I_{] 1-\beta, 1]}(x) m_{2}\left(\beta^{-1}(x-1+\beta), .\right)
$$

also belonging to $K$. The tightness of $K$ follows easily from the tightness of $S$. To prove that $K$ is closed, let us consider the sequence $m_{n}()=.\int \mu_{n}(x,) d. x \in K$ converging to some $m($.$) in \mathbf{P}(Y)$. Notice that elements of $\mathcal{M}$ are random variables with values in the compact subset $S$ of a Polish space. Thus, the set of distributions of these random variables $\{\mathcal{L}(\mu): \mu \in \mathcal{M}\}$ is relatively compact in $\mathbf{P}(\mathbf{P}(Y))$. Taking, if necessary, a subsequence we can assume that $\mathcal{L}\left(\mu_{n}\right)$ tend to some $\mathcal{L}$ in $\mathbf{P}(\mathbf{P}(Y))$. By the Skorohod representation theorem on the probability space ( $[0,1], \mathcal{B}[0,1], d x$ ) there exist $S$-valued random variables $\tilde{\mu}_{n}$ and $\tilde{\mu}$ such that $\tilde{\mu}_{n}(x,.) \rightarrow \tilde{\mu}(x,$.$) for all x$ when $n \rightarrow \infty$ and $\mathcal{L}(\tilde{\mu})=m, \mathcal{L}\left(\tilde{\mu}_{n}\right)=\mathcal{L}\left(\mu_{n}\right)$ for all $n$.

The last equality means that for any $f \in C_{b}(Y)$ the distribution of the random variable $\tilde{\mu}_{n}(f)$ coincides with the distribution of $\mu_{n}(f)$. It follows that for any $f \in$ $C_{b}(Y)$

$$
m(f)=\lim _{n \rightarrow \infty} m_{n}(f)=\lim _{n \rightarrow \infty} \int \mu_{n}(x, f) d x=\lim _{n \rightarrow \infty} \int \tilde{\mu}_{n}(x, f) d x=\int \tilde{\mu}(x, f) d x
$$

Thus, $m()=.\int \tilde{\mu}(x,) d. x \in K$.
The general case when $\nu$ is any nonatomic measure on $[0,1], \mathcal{B}[0,1]$ is easily reduced to the considered one by the quantile transformation. Indeed, let $F(t):=$ $\nu([0, t], C(t):=\inf \{s: F(s)>t\}$. Then we have the identities

$$
\int \mu(x, .) d x=\int \mu(F(x), .) \nu(d x), \quad \int \mu(x, .) \nu(d x)=\int \mu(C(x), .) d x
$$

which show that $K$ does not depend on the measure $\nu$.
Evidently, $S \subseteq K$. Hence, $\overline{\text { conv }} S \subseteq K$. Let $m_{0}()=.\int \mu(t,) d$.$t be a point in K$ which does not belong to $\overline{\operatorname{conv}} S$. By the separation theorem a convex compact set and a point outside it can be strictly separated by a continuous linear functional. This means that there exists $f \in C_{b}(Y)$ such that $\inf _{m \in \overline{\operatorname{conv}} S} m(f)<m_{0}(f)$. It follows that $\int \mu(t, f) d t<m_{0}(f)$ in contradiction with the assumption that $m_{0} \in K$.

Remark 5.1. If $\nu$ has atoms, then we can assert only that $K$ is a subset of $\overline{\operatorname{conv}} S$, even when $S$ is compact.

### 5.3. Convergence of measure-valued martingales.

PROPOSITION 5.1. Let $(\Omega, \mathcal{F}, P)$ be a probability space with an increasing family of $\sigma$-algebras $\left(\mathcal{F}_{n}\right)$ such that $\mathcal{F}=\sigma\left\{\mathcal{F}_{n}, n \in \mathbf{N}\right\}$. Let $\mu_{n}(\omega,$.$) be a stochastic kernel$ from $\left(\Omega, \mathcal{F}_{n}\right)$ to $(Y, \mathcal{Y})$ such that for any $f \in C_{b}(Y)$ the sequence $\left(\mu_{n}(f), \mathcal{F}_{n}\right)$ is a martingale. Assume that for almost all $\omega$ the sequence $\mu_{n}(\omega,$.$) is tight. Then for$ almost all $\omega$ there exists a limit $\mu($.$) of \mu_{n}(\omega,$.$) in \mathbf{P}(Y)$ and $E\left(\mu(f) \mid \mathcal{F}_{n}\right)=\mu_{n}(f)$ for all $f \in C_{b}(Y)$ and $n \in \mathbf{N}$.

Proof. To clarify ideas we start from the case when $Y=\mathbf{R}$. Let $M_{n}(\omega, y)=$ $\left.\left.\mu_{n}(\omega]-,\infty, y\right]\right)$ be the distribution function of $\mu_{n}(\omega,$.$) . Evidently, \left(M_{n}(y), \mathcal{F}_{n}\right)$ is a bounded martingale for all $y \in \mathbf{R}$ and by the Doob theorem it converges almost surely (a.s.) to $M^{0}(y)$. There is a set $\Omega_{1}$ with $P\left(\Omega_{1}\right)=1$ such that for all $\omega \in \Omega_{1}$
and all rationals $r$ we have convergence of $M_{n}(\omega, r)$ to $M^{0}(\omega, r)$. Put $M(\omega, y)=$ $\inf \left\{M^{0}(\omega, r): r \in \mathbf{Q}, r>y\right\}$ for $\omega \in \Omega_{1}$. Let $M(\omega,$.$) be equal to any distribution$ function outside $\Omega_{1}$. The assumption on tightness implies that $M(\omega,$.$) is a probability$ distribution function and for any $\omega \in \Omega_{1}$ we have that $M_{n}(\omega, y)$ tends to $M(\omega, y)$ at any point $y$ where the function $M(\omega,$.$) is continuous.$

As any Polish space is homeomorphic to a $G_{\delta}$-subset of $H=[0,1]^{\mathbf{N}}$ we can assume in general case that $Y$ is the intersection of open subsets $G_{n}$ in $H$. The closure $\bar{Y}$ of $Y$ is a compact subset of $H$. Thus, $C_{b}(\bar{Y})$ is separable. Let $A$ be a countable dense subset of $C_{b}(\bar{Y})$ closed under finite sums and multiplication by rationals. For any $f \in A$ the sequence $\mu_{n}(\omega, f)$ converges to some $\mu_{f}(\omega)$ for all $\omega$ from a set $\Omega_{f}$ with $P\left(\Omega_{f}\right)=1$. It is possible to find a set $\Omega_{1}$ with $P\left(\Omega_{1}\right)=1$ such that for all $\omega \in \Omega_{1}, f, g \in A$, and rational $a$ and $b$

$$
\mu_{a f+b g}(\omega)=a \mu_{f}(\omega)+b \mu_{g}(\omega)
$$

Evidently,

$$
\left|\mu_{f}(\omega)-\mu_{g}(\omega)\right| \leq\|f-g\|, \omega \in \Omega_{1}
$$

where $\|$.$\| is a uniform norm in C_{b}(\bar{Y})$, and the function $f \mapsto \mu_{f}(\omega)$ can be extended uniquely to the continuous positive linear functional on $C_{b}(\bar{Y})$ which by the Riesz theorem has the form $\mu_{f}(\omega)=\mu(\omega, f)$ for some measure $\mu(\omega,$.$) on \bar{Y}$. For $\omega \in \Omega_{1}$ we put $\mu(\omega,$.$) equal to any fixed probability measure on Y$. We show that $\mu$ is the kernel we are seeking. Notice that $\mu(\omega, Y)=1$. Fix $\omega \in \Omega_{1}$. By the assumption there exists a subsequence $\mu_{n^{\prime}}(\omega,$.$) which converges in \mathbf{P}(Y)$ to a measure $\mu^{\prime}(\omega,$.$) on Y$. We can extend $\mu_{n^{\prime}}(\omega,$.$) and \mu^{\prime}(\omega,$.$) to \bar{Y}$ in a trivial way. Then for $f \in A$ we have

$$
\begin{gathered}
\int_{\bar{Y}} f(y) \mu^{\prime}(\omega, d y)=\int_{Y} f(y) \mu^{\prime}(\omega, d y)=\lim _{n \rightarrow \infty} \int_{Y} f(y) \mu_{n^{\prime}}(\omega, d y) \\
=\lim _{n \rightarrow \infty} \int_{\bar{Y}} f(y) \mu_{n^{\prime}}(\omega, d y)=\int_{\bar{Y}} f(y) \mu(\omega, d y)
\end{gathered}
$$

It follows that the probability measures $\mu^{\prime}(\omega,$.$) and \mu(\omega,$.$) coincide, and, since any$ convergent subsequence has the same limit, the whole sequence $\mu_{n}(\omega,$.$) converges in$ $\mathbf{P}(Y)$ to $\mu_{n}(\omega,$.$) .$

The result is proved.
5.4. Let $X$ and $Y$ be Polish spaces. Any measure $m \in \mathbf{P}(X \times Y)$ can be desintegrated, that is, can be represented as $m(d x, d y)=\mu(x, d y) \nu(d x)$, where $\nu$ is the image of $m$ under the projection mapping $X \times Y$ onto $X$ and $\mu$ is an element of $\mathcal{M}(X, Y)$ (regular conditional probability) defined $\nu$ a.s. uniquely.

Lemma 5.2. Let $S_{Y}$ be a convex compact subset in $\mathbf{P}(Y)$, and let $S$ be the set of all $m \in \mathbf{P}([0,1] \times Y)$ such that $m(d x, d y)=\mu(x, d y) d x$ with $\mu(x,.) \in S_{Y}$ for all $t \in[0,1]$. Then $S$ is a convex compact set.

Proof. The problem is to prove that $S$ is closed. Let us consider for any $\Delta=$ $[a, b] \subseteq[0,1], b>a$, the set

$$
K_{\Delta}=\left\{m \in \mathbf{P}(Y): m(.)=\frac{1}{b-a} \int_{\Delta} \mu(x, .) d x, \mu(x, .) \in S_{Y} \text { for all } x \in \Delta\right\}
$$

which is, by Lemma 5.1, a convex compact set in $\mathbf{P}(Y)$. Let $L$ be the set of all $m \in \mathbf{P}([0,1] \times Y)$ such that the image of $m$ under the projection mapping $X \times Y$
onto $X$ is the Lebesgue measure (this means that $m(d x, d y)=\mu(x, d y) d x$ without any restriction on $\mu)$. Evidently, $L$ is a closed convex set in $\mathbf{P}([0,1] \times Y)$.

Define the continuous affine mapping $f_{\Delta}: L \rightarrow \mathbf{P}(Y)$ by the formula $f_{\Delta}: m \mapsto$ $m_{\Delta}$ where $m_{\Delta}(\Gamma)=m(\Delta \times \Gamma) /(b-a)$. The result will be proved if we show that $S=\cap_{\Delta} f_{\Delta}^{-1}\left(K_{\Delta}\right)$. The inclusion $S \subseteq \cap_{\Delta} f_{\Delta}^{-1}\left(K_{\Delta}\right)$ is evident. To prove the opposite inclusion let us consider the measure $m$ from $L$ which belongs to $\cap_{\Delta} f_{\Delta}^{-1}\left(K_{\Delta}\right)$. Let us define the dyadic $\sigma$-algebras $\mathcal{F}_{l}=\sigma\left\{\Delta_{k, l}, k=1, \ldots, 2^{l}\right\}$, where $\Delta_{0, l}=\left[0,2^{-l}\right]$, $\left.\left.\Delta_{k, l}=\right](k-1) 2^{-l}, k 2^{-l}\right], k \geq 1$. Using Lemma 5.1 it is easy to show that for any $l$ there exists a stochastic kernel $\mu_{l}$ such that $\mu_{l}(x,.) \in S_{Y}$ for all $t \in[0,1]$ and

$$
m(A \times .)=\int_{A} \mu_{l}(x, .) d x
$$

for all $A \in \mathcal{F}_{l}$. Put

$$
m_{l}(t, .)=\sum_{k=1}^{2^{l}} I_{\Delta_{k, l}}(t) m_{l, k}(.)
$$

where

$$
m_{l, k}(.)=2^{l} \int_{\Delta_{l}} \mu_{l}(x, .) d x \in S
$$

according to Lemma 5.1. By Proposition 5.1 on convergence of measure-valued martingales, the sequence $\mu_{l}(x,$.$) tends to \mu(x,$.$) in \mathbf{P}(Y)$ for almost all $x$ and

$$
\int_{A} \mu_{l}(x, .) d x=\int_{A} \mu(x, .) d x
$$

for all $A \in \mathcal{F}_{l}$. Thus, we find a stochastic kernel $\mu$ such that $\mu(x,.) \in S_{Y}$ for all $x \in[0,1]$ and $m(A \times \Gamma)=\int_{A} \mu(x, \Gamma) d x$ for all $A \in \mathcal{B}_{l}, l \in \mathbf{N}$, and $\Gamma \in \mathcal{Y}$. It follows that $m(d x, d y)=\mu(x, d y) d t$. Hence, $m \in S$ and the lemma is proved.

## 5.5.

LEMMA 5.3. Let $(X, \mathcal{X})$ be any uncountable Polish space with a probability measure $\nu$ on it. Then there exists an increasing family of $\sigma$-algebras $\left(\mathcal{X}_{l}\right), l \in \mathbf{N}$, such that
(1) $\mathcal{X}_{l}$ is generated by a finite partition of $X$ to the sets $A_{k, l}, k=1, \ldots, r_{l}$;
(2) $\mathcal{X}=\sigma\left\{\mathcal{X}_{l}, l \in \mathbf{N}\right\}$;
(3) $\nu\left(\partial A_{k, l}\right)=0$ for any $k$ and $l(\partial A$ denotes the boundary of $A)$.

Proof. Since a Polish space is homeomorphic to $G_{\delta}$-subsets of $H=[0,1]^{\mathbf{N}}$, we can assume without loss of generality that $X$ is a Borel subset of $H$. Moreover, it is sufficient to construct the family $\left(\mathcal{X}_{l}\right)$ for the space $H$ (then the $\sigma$-algebras $\mathcal{X}_{l} \cap X=\left\{A \cap X, X \in \mathcal{X}_{l}\right\}$ will have the desired properties for $\left.X\right)$. Let $\varepsilon \in[0,1 / 2[$. Let us define the partitions of the interval $[0,1]$ by points $a_{k 2^{-l}}^{\varepsilon}, k=0, \ldots, 2^{l}$, in the following recurrent way. Let $a_{0}^{\varepsilon}=0, a_{1}^{\varepsilon}=1, a_{2^{-l}}^{\varepsilon}=2^{-1}+\varepsilon$. Starting from the $l$ th partition we define for $k$ even the point $a_{k 2^{-l-1}}^{\varepsilon}=\left(a_{k 2^{-l}}^{\varepsilon}+a_{(k+1) 2^{-l}}^{\varepsilon}\right) / 2$; i.e., we construct the ordinary dyadic partitions on both intervals $\left[0,2^{-1}+\varepsilon\right]$ and $\left.] 2^{-1}+\varepsilon, 1\right]$.

Evidently, diameters of the partitions tend to zero as $l \rightarrow \infty$.
Put

$$
\begin{gathered}
\left.\left.\Delta_{1, l}^{\varepsilon}=\left[0, a_{2^{-l}}^{\varepsilon}\right], \Delta_{k, l}^{\varepsilon}=\right] a_{(k-1) 2^{-l}}^{\varepsilon}, a_{k 2^{-l}}^{\varepsilon}\right], k=1, \ldots, 2^{l} \\
\Gamma^{\varepsilon}=\left\{a_{k 2^{-l}}^{\varepsilon}, k=1, \ldots, 2^{l}, l \in \mathbf{N}\right\} .
\end{gathered}
$$

Let $\Delta_{k_{1}, \ldots, k_{l}, l}^{\varepsilon}=\left\{x: x_{1} \in \Delta_{k_{l}, l}^{\varepsilon}, \ldots, x_{l} \in \Delta_{k_{1}, 1}^{\varepsilon}\right\}, \mathcal{X}_{l}^{\varepsilon}=\sigma\left\{\Delta_{k_{1}, \ldots k_{l}, l}^{\varepsilon}, k_{i} \leq 2^{l}\right\}$. Notice that the set $N_{d}$ of superscripts $\varepsilon \in\left[0,1 / 2\left[\right.\right.$ such that $\Gamma^{\varepsilon}$ are disjoint is uncountable (this follows from the observation that $\Gamma^{\varepsilon} \cap \Gamma^{\eta}=\oslash$ if $\mathbf{Q} \varepsilon+\mathbf{Q} \neq \mathbf{Q} \eta+\mathbf{Q}$ and there are uncountably many different sets $\mathbf{Q} \varepsilon+\mathbf{Q}$ ). Let's consider the countable subset $N_{p}$ of $N_{d}$ containing all superscripts $\varepsilon$ such that at least one of the probabilities $\nu\left(x: x_{k} \in \Gamma^{\varepsilon}\right), k \in \mathbf{N}$, is positive. Thus, $N_{d} \backslash N_{p}$ is uncountable. It is clear that for any $\varepsilon \in N_{d} \backslash N_{p}$ the sequence of $\sigma$-algebras $\mathcal{X}_{l}^{\varepsilon}$ has the needed properties.

### 5.6. The following assertion is a generalization of Lemma 5.2.

Proposition 5.2. Let $S_{X}$ be a compact subset in $\mathbf{P}(X)$, and let $S_{Y}$ be a convex compact subset in $\mathbf{P}(Y)$. Assume that all elements of $S_{X}$ are nonatomic. Let $S$ be the set of all $m \in \mathbf{P}(X \times Y)$ such that $m(d x, d y)=\mu(x, d y) \nu(d x)$ with $\mu(x,.) \in S_{Y}$ for all $x$ and $\nu(.) \in S_{X}$. Then $S$ is a compact set.

Proof. Since the relative compactness is evident, we need to show only that $S$ is closed. Let us consider the sequence $m_{n} \in S$ with $m_{n}(d x, d y)=\mu_{n}(x, d y) \nu_{n}(d x)$ which tends in $\mathbf{P}(X \times Y)$ to $m(d x, d y)=\mu(x, d y) \nu(d x)$. As $\nu_{n}$ tends to $\nu$ in $\mathbf{P}(X)$ and $S_{X}$ is a compact, $\nu \in S$.

To prove that $m \in S$ for all $x$, we construct a sequence of stochastic kernels $\tilde{\mu}_{l}$ such that $\tilde{\mu}_{l}(x,.) \in S_{Y}$ for any $x, \tilde{\mu}_{l}(x,$.$) converges \nu$-a.s. to some $\tilde{\mu}(x,$.$) , and$ $\tilde{\mu}(x, d y) \nu(d x)=\mu(x, d y) \nu(d x)$.

Let us consider the $\sigma$-algebras $\mathcal{X}_{l}=\sigma\left\{A_{k, l}, k=1, \ldots, r_{l}\right\}, l \in \mathbf{N}$, defined in Lemma 5.3. Since $\nu\left(\partial A_{k, l}\right)=0$, the sequence of measures $m_{n}\left(A_{k, l} \times.\right)$ converges in $\mathbf{P}(Y)$ to the measure $m\left(A_{k, l} \times.\right)$ for any set $A_{k, l}$. From Lemma 5.1 it follows that for any $l \in \mathbf{N}$ there exists a stochastic kernel $\mu_{l}$ such that $\mu_{l}(t,.) \in S_{Y}$ for all $t \in[0,1]$ and

$$
m(A \times .)=\int_{A} \mu_{l}(x, .) \nu(d x)
$$

for all $A \in \mathcal{X}_{l}$. Let

$$
\tilde{\mu}_{l}(x, .)=\sum_{k=1}^{2^{l}} I_{A_{k, l}}(x) m_{l, k}(.)
$$

where

$$
m_{l, k}(.)=\frac{1}{\nu\left(A_{k, l}\right)} \int_{A_{k, l}} \mu_{l}(x, .) \nu(d x) \in S_{Y}
$$

according to Lemma 5.1 (if $\nu\left(A_{k, l}\right)=0$ we can put $m_{l, k}($.$) to be equal to any point$ of $S_{Y}$ ). By Proposition 5.1 on the convergence of measure-valued martingales the sequence $\tilde{\mu}_{l}(x,$.$) tends to \tilde{\mu}(x$,$) in \mathbf{P}(Y)$ for almost all $x$ and

$$
\int_{A} \tilde{\mu}_{l}(x, .) \nu(d x)=\int_{A} \tilde{\mu}(x, .) \nu(d x)
$$

for all $A \in \mathcal{X}_{l}$. Thus, we found a stochastic kernel $\mu$ such that $\tilde{\mu}(x,.) \in S_{Y}$ for all $x \in[0,1]$ and $m(A \times \Gamma)=\int_{A} \tilde{\mu}(x, \Gamma) \nu(d x)$ for all $A \in \mathcal{X}_{l}, l \in \mathbf{N}$, and $\Gamma \in \mathcal{Y}$. It follows that $m(d x, d y)=\tilde{\mu}(x, d y) \nu(d x)$. Hence, $m \in S$.

Remark 5.2. Walter Schachermayer suggested the following simpler proof of the above result without the assumption that measures from $S_{X}$ are nonatomic. At first, notice that $S_{Y}=\cup_{j=1}^{n} \Gamma_{j}$, where $\Gamma_{j}:=\left\{\mu: \mu\left(f_{j}\right) \leq \beta_{j}\right\}, f_{j} \in C_{b}(Y), \beta_{j} \in \mathbf{R}$.

Indeed, from the Hahn-Banach theorem it follows that $S_{Y}$ is an intersection of sets of this type. Their complements form an open covering of the open set $\mathbf{P}(Y) \backslash S_{Y}$. Since a Polish space is Lindelöf it contains a countable covering $\bar{\Gamma}_{j}, j \in \mathbf{N}$. Assume now that for the limiting measure $m(d x, d y)=\mu(x, d y) \nu(d x)$ there exists a set of positive $\nu$-measure where $\mu(x,.) \notin S_{Y}$. The above representation for $S_{Y}$ implies that there exists a set $B=\{x: \mu(x, f)>\beta\}$ with $\nu(B)>0$. Let $g_{k} \in C_{b}(X)$ be a sequence converging in $L^{1}(\nu)$ to $I_{B}$. Since $\mu_{n}(x,.) \in S_{Y}$ we have that $\mu_{n}(x, f) \leq \beta$. Thus,

$$
\begin{gathered}
\lim _{k \rightarrow \infty} \lim _{n \rightarrow \infty} \iint g_{k}(x) f(y) m_{n}(d x, d y)=\lim _{k \rightarrow \infty} \lim _{n \rightarrow \infty} \int g_{k}(x) \mu_{n}(x, f) \nu_{n}(d x) \\
\leq \lim _{k \rightarrow \infty} \beta \int g_{k}(x) \nu(d x)=\beta \nu(B)
\end{gathered}
$$

From the other side,

$$
\begin{gathered}
\lim _{k \rightarrow \infty} \lim _{n \rightarrow \infty} \iint g_{k}(x) f(y) m_{n}(d x, d y)=\lim _{k \rightarrow \infty} \lim _{n \rightarrow \infty} \iint g_{k}(x) f(y) m(d x, d y) \\
=\lim _{k \rightarrow \infty} \int g_{k}(x) \mu(d x, f) \nu(d x)=\int_{B} \mu(d x, f) \nu(d x)>\beta \nu(B)
\end{gathered}
$$

and we get a contradiction to the assumption that $\mu(x,$.$) does not belong to S_{Y} \nu$-a.s.
5.7. Now we consider the following problem.

Let $(\Omega, \mathcal{F}, P)$ be a probability space, $\mathcal{P}$ be a $\sigma$-algebra in the product $\Omega \times \mathbf{R}_{+}$such that $\mathcal{P} \subseteq \mathcal{F} \otimes \mathcal{B}\left(\mathbf{R}_{+}\right), \Gamma$ is a measurable set-valued mapping from $\left(\mathbf{R}_{+}, \mathcal{B}\left(\mathbf{R}_{+}\right)\right)$to $\mathbf{R}^{q}$. Measurability means that the graph $\operatorname{Gr} \Gamma=\{(t, x): x \in \Gamma(t)\}$ is a $\mathcal{B}\left(\mathbf{R}_{+}\right) \otimes \mathcal{B}\left(\mathbf{R}^{q}\right)$ measurable set. We shall assume that $\Gamma(t)$ are closed sets and there exists a function $r \in L^{1}(\mathbf{R}, d t)$ such that $|\Gamma(t)| \leq r_{t}$ for all $t$. Let $\mathcal{V}$ be a set of all $\mathcal{P}$-measurable functions $f$ on $\Omega \times \mathbf{R}_{+}$such that $f(\omega, t) \in \Gamma(t)$. Define the set $K$ in $\mathbf{P}\left(\mathbf{R}^{q}\right)$ as

$$
K:=\left\{\mathcal{L}(\phi): \phi=\int_{0}^{\infty} f(t) d t, f \in \mathcal{V}\right\}
$$

The question is if $K$ is a compact set. We give here only a partial answer to this question imposing some specific assumption on the structure of the $\sigma$-algebra $\mathcal{P}$.

Let $w=\left(w_{t}\right)$ be a $d$-dimensional Wiener process on $(\Omega, \mathcal{F}, P), \mathcal{F}_{t}^{o, w}=\sigma\left\{w_{s}, s \leq\right.$ $t\}, \mathcal{F}_{t}^{w}=\mathcal{F}_{t+}^{o, w} \vee \mathcal{N}$, where $\mathcal{N}$ is a family of all sets from $\mathcal{F}$ of zero probability. In other words, $\mathbf{F}^{w}=\left(\mathcal{F}_{t}^{w}\right)$ is the minimal filtration generated by the Wiener process and satisfying the usual assumptions.

Lemma 5.4. Assume that $\mathcal{P}$ is the predictable $\sigma$-algebra generated by $\mathbf{F}^{w}$ and $\Gamma(t)$ is a convex set for all $t$. Then $K$ is a compact set.

Proof. Since random variables $\phi$ are bounded by some constant, $K$ is relatively compact and it remains to show that $K$ is closed.

Let us consider the sequence $f^{n} \in \mathcal{V}$ such that the corresponding sequence of distribution $\mathcal{L}\left(\phi^{n}\right)$ converges in $\mathbf{P}\left(\mathbf{R}^{q}\right)$. Define the random processes

$$
\phi_{t}^{n}=\int_{0}^{t} f^{n}(\omega, s) d s
$$

Using the criteria of relative compactness in $\mathbf{P}\left(C^{q+d}\left(\mathbf{R}_{+}\right)\right)$(the space $C^{q+d}\left(\mathbf{R}_{+}\right)$is equipped with the metric $\left.\sum_{j} 2^{-j}\|x\|_{j}\left(1+\|x\|_{j}\right)^{-1}\right)$, we can assume without loss
of generality that the sequence $\mathcal{L}\left(\left(\phi^{n}, w\right)\right)$ converges to some $\mathcal{L} \underset{\tilde{\mathcal{F}}}{\operatorname{in}} \underset{\tilde{P}}{\mathbf{P}}\left(C^{q+d}\left(\mathbf{R}_{+}\right)\right)$. The Skorohod theorem asserts that on some probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{P})$ (actually, on the standard unit interval) there are processes $\left(\tilde{\phi}^{n}, \tilde{w}^{n}\right), n \in \mathbf{N}$, and $(\tilde{\phi}, \tilde{w})$ such that $\mathcal{L}\left(\tilde{\phi}^{n}, \tilde{w}^{n}\right)=\mathcal{L}\left(\phi^{n}, w\right), \mathcal{L}(\tilde{\phi}, \tilde{w})=\mathcal{L}$, and $\left(\tilde{\phi}^{n}, \tilde{w}^{n}\right)$ converges to $(\tilde{\phi}, \tilde{w})$ in $C^{q+d}\left(\mathbf{R}_{+}\right)$ pointwise.

It is easy to show that the following properties hold:
(1) The process $\tilde{\phi}^{n}$ is adapted with respect to $\left(\tilde{\mathcal{F}}_{t}^{n}\right)$, where $\tilde{\mathcal{F}}_{t}^{n}:=\sigma\left\{\tilde{w}_{s}^{n}, s \leq t\right\}$ and

$$
\begin{equation*}
\tilde{\phi}_{t}^{n}(\tilde{\omega})=\int_{0}^{t} \tilde{f}^{n}(\tilde{\omega}, s) d s \tag{5.1}
\end{equation*}
$$

with $\tilde{\mathcal{P}}^{n}$-measurable $\tilde{f}^{n}$ such that $\tilde{f}^{n}(\tilde{\omega}, s) \in \Gamma(s)$ for $(\tilde{\omega}, s)$ (where $\tilde{\mathcal{P}}^{n}$ is the predictable $\sigma$-algebra generated by $\left(\tilde{\mathcal{F}}_{t}^{n}\right)$ ).
(2) The process $\tilde{\phi}$ is adapted with respect to $\left(\tilde{\mathcal{F}}_{t}\right)$, where $\tilde{\mathcal{F}}_{t}:=\sigma\left\{\tilde{w}_{s}, s \leq t\right\}$ and

$$
\begin{equation*}
\tilde{\phi}_{t}(\tilde{\omega})=\int_{0}^{t} \tilde{f}(\tilde{\omega}, s) d s \tag{5.2}
\end{equation*}
$$

with $\tilde{\mathcal{P}}$-measurable $\tilde{f}$ such that $\tilde{f}(\tilde{\omega}, s) \in \Gamma(s)$ for $(\tilde{\omega}, s)$ (where $\tilde{\mathcal{P}}$ is the predictable $\sigma$-algebra generated by the minimal filtration with the usual assumptions for $\tilde{w}$ ).

Let us prove that $\tilde{\phi}^{n}$ is adapted with respect to $\left(\tilde{\mathcal{F}}_{t}^{n}\right)$. Fix $t \in \mathbf{R}_{+}$and define the Wiener process $\widehat{w}_{s}^{n}=\tilde{w}_{s+t}^{n}-\tilde{w}_{t}^{n}, s \in \mathbf{R}_{+}$, which is independent of $\tilde{\mathcal{F}}_{t}^{n}$. It is sufficient to show that $\tilde{E}\left(\tilde{\phi}_{t}^{n} \mid \tilde{\mathcal{F}}_{t}^{n}\right)=\tilde{\phi}_{t}^{n}(\tilde{P}$-a.s. $)$ or, equivalently, that

$$
\tilde{E} \tilde{E}\left(\tilde{\phi}_{t}^{n} \mid \tilde{\mathcal{F}}_{t}^{n}\right) h\left(\tilde{w}^{n}\right) g\left(\widehat{w}^{n}\right)=\tilde{E} \tilde{\phi}_{t} h\left(\tilde{w}^{n}\right) g\left(\widehat{w}^{n}\right)
$$

for any bounded continuous functions $h: C^{d}[0, t] \rightarrow \mathbf{R}$ and $g: C^{d}\left(\mathbf{R}_{+}\right) \rightarrow \mathbf{R}$ (the argument of $h$, in fact, is the restriction of $\tilde{w}^{n}$ to $[0, t]$. Since $h\left(\tilde{w}^{n}\right)$ is $\tilde{\mathcal{F}}_{t}^{n}$-measurable, it follows from properties of the conditional expectations that the above equality holds if and only if

$$
\begin{equation*}
\tilde{E} \tilde{\phi}_{t}^{n} h\left(\tilde{w}^{n}\right) \tilde{E} g\left(\widehat{w}^{n}\right)=\tilde{E} \tilde{\phi}_{t}^{n} h\left(\tilde{w}^{n}\right) g\left(\widehat{w}^{n}\right) \tag{5.3}
\end{equation*}
$$

But $\mathcal{L}\left(\tilde{\phi}^{n}, \tilde{w}^{n}\right)=\mathcal{L}\left(\phi^{n}, w\right)$, and the last identity is equivalent to the following one:

$$
E \phi_{t}^{n} h(w) E g(w)=E \phi_{t}^{n} h(w) g\left(w^{\prime}\right)
$$

where $w_{s}^{\prime}=w_{s+t}-w_{t}, s \in \mathbf{R}_{+}$, which holds because $\phi^{n}$ is adapted with respect to $\left(\mathcal{F}_{t}^{n}\right)$.

Taking a limit in (5.3) we get that

$$
\tilde{E} \tilde{\phi}_{t} h(\tilde{w}) \tilde{E} g(\tilde{w})=\tilde{E} \tilde{\phi}_{t} h(\tilde{w}) g(\widehat{w})
$$

where $\widehat{w}_{s}=\tilde{w}_{s+t}-\tilde{w}_{t}, s \in \underset{\tilde{\mathcal{F}}_{+}}{\mathbf{R}_{+}}$. As above, this means that $\tilde{\phi}_{t}=\tilde{E}\left(\tilde{\phi}_{t} \mid \tilde{\mathcal{F}}_{t}\right)$; i.e., $\tilde{\phi}$ is adapted with respect to $\left(\tilde{\mathcal{F}}_{t}\right)$. The representation (5.1) follows from the definition of $\phi^{n}$ and coincidence of $\mathcal{L}\left(\tilde{\phi}^{n}, \tilde{w}^{n}\right)$ and $\mathcal{L}\left(\phi^{n}, w\right)$. To obtain the representation (5.2) we notice that by the Komloś theorem [19] for the bounded sequence $\tilde{f}^{n}$, there exists a subsequence $\left(n_{j}\right)$ such that $\left(\tilde{f}^{n_{1}}+\cdots+\tilde{f}^{n_{k}}\right) / k$ converge to some function $\tilde{f}^{0}$ for almost all $(\tilde{\omega}, t)$. It follows that

$$
\begin{equation*}
\tilde{\phi}_{t}(\tilde{\omega})=\int_{0}^{t} \tilde{f}^{0}(\tilde{\omega}, s) d s \tag{5.4}
\end{equation*}
$$

The convexity assumption implies that $\tilde{f}^{0}(\tilde{\omega}, s) \in \Gamma(s)$ for almost all $(\tilde{\omega}, s)$, and we can assume without loss of generality that $\tilde{f}^{0}(\tilde{\omega}, s) \in \Gamma(s)$ for all $(\tilde{\omega}, s)$. This means that the trajectories of $\tilde{\phi}$ are absolutely continuous functions. Let

$$
\tilde{f}^{\prime}(\tilde{\omega}, s)=\limsup _{m \rightarrow \infty} \sum_{i=2}^{m} I_{\Delta_{i}}(s) 2^{m}\left(\tilde{\phi}_{t_{i-1}}(\tilde{\omega})-\tilde{\phi}_{t_{i-2}}(\tilde{\omega})\right),
$$

where $t_{i}=i 2^{-m}, \Delta_{i}=t_{i}-t_{i-1}$. Clearly, $\tilde{f}^{\prime}(\tilde{\omega}, s)$ is a $\tilde{\mathcal{P}}$-measurable function, and for all $\tilde{\omega}$ and almost all $s$ it coincides with $\tilde{f}^{0}(\tilde{\omega}, s) \in \Gamma(s)$. Thus, the following function gives the representation (5.2) with the required properties:

$$
\tilde{f}(\tilde{\omega}, s)=\tilde{f}^{\prime}(\tilde{\omega}, s) I_{A}+x(s) I_{\bar{A}}
$$

where $A=\left\{(\tilde{\omega}, s): \tilde{f}^{\prime}(\tilde{\omega}, s) \in \Gamma(s)\right\}, x(s)$ is any Borel function such that $x(s) \in \Gamma(s)$.
Properties (1) and (2) imply the result. Indeed, it follows from (2) and Lemma 2.1 in [13] that there exists a predictable function $a(x, s): C^{d}\left(\mathbf{R}_{+}\right) \times \mathbf{R}_{+} \rightarrow \mathbf{R}^{q}$ such that $\tilde{f}(\tilde{\omega}, s)=a(\tilde{w}(\tilde{\omega}), s)$. Evidently, we can modify $a(x, s)$ in such a way that $a(x, s) \in \Gamma(s)$ for all $(x, s)$. Let us define on the original probability space $(\Omega, \mathcal{F}, P)$ the process

$$
\phi_{t}(\omega)=\int_{0}^{t} f(\omega, s) d s
$$

with $f(\omega, s)=a(w(\omega), s)$. Since $f \in \mathcal{V}$ and $\mathcal{L}(\phi)=\mathcal{L}(\tilde{\phi})=\mathcal{L}$ it follows that the limit of $\mathcal{L}\left(\phi^{n}\right)$ belongs to $K$ and the lemma is proved.
5.8. Now we apply the previous result to our specific setting.

LEMMA 5.5. The set $S_{Y}^{0}:=\left\{\mathcal{L}\left(\xi_{0}+I(v): v \in \mathcal{V}_{U}\right)\right\}$ is compact in $\mathbf{P}\left(\mathbf{R}^{n}\right)$.
Proof. Reversing the time and taking into account the notations of the previous subsection we can reduce the problem to the question of whether the set

$$
K:=\left\{\mathcal{L}(\phi): \phi=\int_{0}^{\infty} f(t) d t, f \in \mathcal{V}\right\}
$$

is compact. Here $\Gamma(t)=-s^{-2} \exp \left\{A_{4}(T) / s\right\} B_{2}(T) U$ and the $\sigma$-algebra $\mathcal{P}$ is generated by the time reverse of the Ornstein-Uhlenbeck process $\xi_{1 / t}$, or, equivalently, by the process $\eta_{t}:=t \xi_{1 / t}$. The process $\eta$ (as well as $\xi$ ) is defined in the present context only up to the distribution. For example, we can take as $\eta$ the process defined by the stochastic differential equations

$$
\begin{equation*}
d \eta_{t}=t^{-2}(t I-A) \eta_{t} d t+d w_{t}, \quad \eta_{0}=0 \tag{5.5}
\end{equation*}
$$

where $I$ is the unit matrix and $w$ is the Wiener process. This representation can be deduced from the differential equation for the Ornstein-Uhlenbeck process by the Ito formula. But from equation (5.5) it follows that $\mathcal{F}_{t}^{o, w}=\sigma\left\{\eta_{s}, s \leq t\right\}$ and the needed result is a corollary of Lemma 5.4.
5.9. Let $\eta_{i}$ be random variables with values in Polish spaces $\left(X_{i}, \mathcal{X}_{i}\right), i=1,2,3$, let $\nu_{i}$ be the distribution of $\eta_{i}$, and let $\mu_{i j}\left(x_{j}, d x_{i}\right)$ be the regular conditional distribution of $\eta_{i}$ given $\eta_{j}$.

LEMMA 5.6. Let $\eta_{3}=f\left(\eta_{2}\right)$ for some measurable function $f: X_{2} \rightarrow X_{3}$, and let $S_{1}$ be a compact convex set in $\mathbf{P}\left(X_{1}\right)$. Assume that $\mu_{12}\left(x_{2}, d x_{1}\right) \in S_{1}$ for all $x_{2}$. Then $\mu_{13}\left(x_{3}, d x_{1}\right) \in S_{1}$ for $\nu_{3}$-almost all $x_{3}$.

Proof. The assertion follows from the relation

$$
\mu_{13}\left(x_{3}, d x_{1}\right)=\int_{X_{2}} \mu_{12}\left(x_{2}, d x_{1}\right) \mu_{23}\left(x_{3}, d x_{2}\right) \quad\left(\nu_{3} \text {-a.e. }\right)
$$

and Remark 5.1.
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