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Abstract. This paper addresses the asymptotic stability of switched time delay systems with
heterogeneous time invariant time delays. Piecewise Lyapunov—Razumikhin functions are introduced
for the switching candidate systems to investigate the stability in the presence of an infinite number
of switchings. We provide sufficient conditions in terms of the minimum dwell time to guarantee
asymptotic stability under the assumptions that each switching candidate is delay-independently or
delay-dependently stable. Conservatism analysis is also provided by comparing with the dwell time
conditions for switched delay-free systems. Finally, a numerical example is given to validate the
results.
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1. Introduction. Switching control offers a new look into the design of complex
control systems (e.g., nonlinear systems, parameter varying systems, and uncertain
systems) [1, 8, 9, 19, 21, 27]. Unlike the conventional adaptive control techniques that
rely on continuous tuning, the switching control method updates the controller pa-
rameters in a discrete fashion based on the switching logic. The resulting closed-loop
systems have hybrid behaviors (e.g., continuous dynamics, discrete time dynamics,
and jump phenomena). One of the most challenging issues in the area of hybrid sys-
tems is the stability analysis in the presence of control switching. We refer to [9] for
a general review on switching control methods.

In particular, we are interested in the stability analysis of switched time delay sys-
tems. In fact, time delay systems are ubiquitous in chemical processes, aerodynamics,
and communication networks [3, 14]. To further complicate the situation, the time
delays are usually time varying and uncertain [24, 26]. It has been shown that robust
H*> controllers can be designed for such infinite-dimensional plants, where robustness
can be guaranteed within some uncertainty bounds [4]. In order to incorporate a
larger operating range or better robustness, controller switching can be introduced,
which results in switched closed-loop systems with time delays. For delay-free sys-
tems, stability analysis and design methodology have been investigated recently in the
framework of hybrid dynamical systems [1, 2, 8, 11, 19, 21, 25]. In particular, [21] pro-
vided sufficient conditions on the stability of the switching control systems based on
Filippov solutions to discontinuous differential equations and Lyapunov functionals;
[19] proposed a dwell-time-based switching control, where a sufficiently large dwell
time can guarantee system stability. A more flexible result was obtained in [10],
where the average dwell time was introduced for switching control. In [25] the results
of [10] were extended to linear parameter varying (LPV) systems. LaSalle’s invariance
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principle was extended to a class of switched linear systems for stability analysis [8].
Despite the variety and significance of the many results on hybrid system stability,
stability of switched time delay systems hasn’t been adequately addressed due to the
general difficulty of infinite-dimensional systems [7].

Two important approaches in the stability analysis of time delay systems are
the (1) Lyapunov—Krasovskii method and (2) Lyapunov-Razumikhin method [6, 20].
Various sufficient conditions with respect to the stability of time delay systems have
been given using Riccati-type inequalities or linear matrix inequalities (LMIs) [3, 12,
14, 24]. Meanwhile, stability analysis in the presence of switching has been discussed
in some recent works [16, 18, 22]. In [18] stability and stabilizability were discussed for
discrete time switched time delay systems; [16] considered a similar stability problem
in a continuous time domain. Note that [18] and [16] produce trajectory-dependent
results without taking admissible switching signals into consideration.

The main contribution of this paper is a collection of results on the trajectory-
independent stability of continuous time switched time delay systems using piecewise
Lyapunov-Razumikhin functions. The dwell time of the switching signals is construc-
tively given, which guarantees asymptotic stability for the delay-independent case and
the delay-dependent case, respectively. Note that the asymptotic stability of finite-
dimensional linear systems indicates exponential stability, while this is not the case
for infinite-dimensional systems [7, 15]. This poses the key challenge in the analysis of
switched time delay systems, where we do not assume exponential convergence of the
switching candidates, as opposed to most of the results in the literature [8, 10, 17, 19].

The paper is organized as follows. The problem is defined in section 2. In sec-
tion 3, the main results on the stability of switched time delay systems are presented
in terms of the dwell time of the switching signals. Conservatism analysis is provided
by comparing with the dwell-time conditions for switching delay-free systems in sec-
tion 4. The results are illustrated with a numerical example in section 5, followed by
concluding remarks in section 6.

2. Problem definition. For convenience, we would like to employ the following
notation. The general retarded functional differential equations (RFDEs) with time
delay r can be described as

(2.1) &(t) = f(t, )
with initial condition ¢(-) € C([—r,0],R™), where z; denotes the state defined by
2¢(0) = x(t +0), —r <6 <0. We use || - || to denote the Euclidean norm of a vector

in R™, and | f|j;—, for the co-norm of f, i.e.,

|f‘[t—r,t] ‘= Ssup ||f(9)||,
t—r<0<t

where f is an element of the Banach space C([t — r,t],R™).
Consider the following switched time delay systems:

z(t)=A t) + Agnyx(t — , t>0,
22) 5, { () = Agyz(t) + Agya(t = Tn)), t>
X

0(6) = ¢(9) Vo € [_Tmaac; 0]7
where z(t) € R™ and ¢(¢) is a piecewise switching signal taking values on the set

F = {1,2,...,1}, i.e., q(t) = kj, kj € FVte [tjvthrl)v where tj, j € 7T u {0}, is
the jth switching time instant. It is clear that the trajectory of ¥; in any arbitrary
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switching interval ¢ € [t;,¢;41) obeys

B(t) = Ay x(t) + A x(t —73,), tE€[t;, tiz1),

(2.3) X, () k2 (t) ky 2t — ;) [, tj+1)
xy;(0) = ¢;(0) VO € [—7y;,0],

where ¢,(0) is defined as
x(t; +0), -7, <0 <0,

(2.4) ¢;(0) =3 7 -
limy, ,o- z(t; + h), 6=0.

We introduce the triplet ¥; := (A;, A;,7;) € R™*™ x R™*" x Rt to describe the
1th candidate system of (2.2). Thus Vt > 0, we have ¥, € A:= {%; : i € F}, where
A is the family of candidate systems of (2.2). In (2.2), ¢(:) : [~Tmaz, 0] — R™ is
a continuous and bounded vector-valued function, where 7,4, = max;c#{7;} is the
maximal time delay of the candidate systems in A.

Similar to [8], we say that the switched time delay system X; described by (2.2)
is stable if there exists a function @ of class K * such that

(2.5) Iz < allz]ro—rmae to]) V¢ =0 >0

along the trajectory of (2.2). Furthermore, ¥; is asymptotically stable when ¥ is
stable and lim;_, o (t) = 0.

LEMMA 2.1 (see [3, 14]). Suppose for a given triplet ¥, € A, i € F, there exists
symmetric and positive-definite P; € R™ ™ such that the following LMI with respect
to P; is satisfied for some p; > 1 and a; > 0:

PiA; + ATP, + pios P PiA;

2.6 -
( ) AZTPZ —Oéz'Pi

< 0.

Then %; is asymptotically stable independent of delay.

If all candidate systems of (2.2), ¥; € A, are delay-independently asymptotically
stable satisfying (2.6), we denote A by A.

LEMMA 2.2 (see [3, 14]). Suppose for a given triplet ¥; € A, i € F, there exists
symmetric and positive-definite P; € R™ ™ and a scalar p; > 1, such that
T-ﬁlQi HAZMZ

K2

2.7 _
27 MPATP,  —R;

<0,

where
Qi = (A + A4)" P + Pi(Ai + A) + mipi(ai + Bi) P,
M; = [A; A,
R; = diag(a; P;, B %),
and a; > 0, B; > 0 are scalars. Then ¥; is asymptotically stable dependent on delay.

Similarly we denote A by Ag if all candidate systems of (2.2) are delay-dependently
asymptotically stable satisfying (2.7).

LA continuous function &(-) : Rt — Rt is a class K function if it is strictly increasing and
a(0) = 0.
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In what follows, we will establish sufficient conditions to guarantee stability of
switched system (2.2) for the delay-independent case and the delay-dependent case.
Therefore, we will assume that A = A and A = Ay, respectively, in the correspond-
ing sections in this paper. An important method in stability analysis of switched
systems is based on the construction of the common Lyapunov function (CLF), which
allows for arbitrary switching. However, this method is too conservative from the
perspective of controller design because it is usually difficult to find the CLF for all
the candidate systems, particularly for time delay systems whose stability criteria are
only sufficient in most of the circumstances. A recent paper [28] explored the CLF
method for switched time delay systems with three very strong assumptions: (i) each
candidate system has the same time delay 7; (ii) each candidate is assumed to be
delay-independently stable; (iii) the A-matrix is always symmetric and the A-matrix
is always in the form of 6I. In the present paper, we consider an alternative method
using piecewise Lyapunov—Razumikhin functions for a general class of systems (2.2)
and obtain stability conditions in terms of the dwell time of the switching signal. This
method can be used for the case with delay-independent criterion (2.6) and the case
with delay-dependent criterion (2.7).

3. Main results on dwell-time-based switching. For a given positive con-
stant 7p, the switching signal set based on the dwell time 7p is denoted by S[rp],
where for any switching signal ¢(t) € S[rp], the distance between any consecutive
discontinuities of ¢(t), tj+1 —t;, j € ZT U {0}, is larger than 7p [10, 19]. A sufficient
condition on the minimum dwell time to guarantee the stable switching will be given
using piecewise Lyapunov—-Razumikhin functions. Note that the dwell-time-based
switching is trajectory independent [8].

Before presenting the main result of this paper, we recall the following lemma [7]
for general RFDEs (2.1).

LEMMA 3.1 (see [7]). Supposeu,v,w,p: RT — RT are continuous, nondecreasing
functions, u(0) = v(0) = 0, u(s), v(s), w(s), p(s) positive for s > 0, p(s) > s, and
v(s) strictly increasing. If there is a continuous function V : R x R™ — R such that

(3.1) u(llz®l) < VL) < o(le@)), teR xR,
and

(3.2) V(t,2(t) < —w(llz(0)])

if

(3.3) V(t+0,z(t+0)) <p(V(t,z(t))) VO e[-r0],

then the solution x = 0 of the RFDE is uniformly asymptotically stable.
A particular case of (2.1) is a linear time delay system %;, i € F, where we can
construct the corresponding Lyapunov—Razumikhin function in the quadratic form

(3.4) Vi(t,z) = 27 (t)Pix(t), P;= Pl >0.

Apparently V; can be bounded by

(3.5) ui([[z(B)]]) < Vit 2) < wvil(lz(®)]]) Vo € R",
where
(3.6) ui(s) := Kis%,  vi(s) 1= Rys?,
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in which k; := 0, [P;] > 0 denotes the smallest singular value of P; and &; :=
Omaz|P;] > 0 the largest singular value of P;.

PropOSITION 3.2. For each time delay system X; with Lyapunov—Razumikhin
function defined by (3.4), assume that (3.2) and (3.3) are satisfied for some w;(s).
Then we have

_ N 1/2
(3.7) ]t i) < <:) / |Z[(t,—7s 6] VEm > tn > 0.
Proof. Define
(3.8) Vi(t,x):= sup Vi(t+0,z(t+0))
—7;,<6<0
for ¢ > 0. We have
(3.9) Ril|2lfp—r,0)? < Vit 2) < Fi(2lir,0)?, t2>0.

The definition of V;(t, x) implies 30y € [—7;, 0], such that V;(t, z) = V (t+0o, x(t+60)).
Introduce the upper right-hand derivative of V;(¢, x) as

V.t = limsup 1[Vl(t +h,z(t+ h)) — Vi(t, z(t))].
h—0t h
We have the following:
(i) If0y = 0, i.e., V;(t+0, 2(t+0)) < Vi(t, z(t)) < p(Vi(t, z(t))), we have Vi(t, z) <
0 by (3.2). Therefore V¥ < 0.
(i) If —1; < 6 < 0, we have V;(t + h,z(t + h)) = Vi(t,z) for h > 0 sufficiently
small, which results in ‘_/i+ =0. )
(iii) If g = —7;, the continuity of V;(¢,z) implies V; < 0.
The above analysis shows that

(3.10) Vi(tm) < Vi(tn) Vtm >t, > 0.
Recalling (3.9), we have
(3.11) K| —ri ) < Viltm) < Viltn) < Rill2](g, 7, ,0)?

for any t,, > t, > 0. This implies (3.7) and proves the result. O
Suppose all of the conditions of Lemma 3.1 are satisfied for general RFDEs (2.1).
We also have the following result.
_ LEmMA 3.3 (see [7]). Suppose [@l(1g—r.ty) < 61,61 > 0, and by > 0 such that
v(61) = u(d2). For all n satisfying 0 < n < b2, we have

(3.12) V(t,z) <uly) Vt>to+T.
Here
(3.13) 7= M)

v

is defined by v = inf -1 (y(y))<s<s, W(s) and N = [(v(61) —u(n))/a], where [-] is the
ceiling integer function and a > 0 satisfies p(s) — s > a for u(n) < s < v(é1).
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3.1. The case with delay-independent criterion. Consider the switched
time delay systems ¥; defined by (2.2) and assume each candidate system X;, i € F,
delay-independently asymptotically stable satisfying (2.6) (i.e., A = .,Zl) A sufficient
condition on the minimum dwell time to guarantee the asymptotic stability can be
derived using multiple piecewise Lyapunov—Razumikhin functions. In order to state
the main result we make some preliminary definitions.

For the switched delay systems (2.2), first assume 7p > Tye.. Consider an
arbitrary switching interval [t;,¢;41) of the piecewise switching signal ¢(t) € S[rp],
where ¢(t) = k;, k; € F Vt € [t;,t;41) and t; is the jth switching time instant for
j € ZtU{0} and ¢ty = 0. The state variable z;(t) defined on this interval obeys (2.3).
For the convenience of using “sup”, we define x;(tj41) = limy_o- x;(tj41 +h) =
xj4+1(tj4+1) based on the fact that x(t) is continuous for ¢ > 0. Therefore x;(t) is now
defined on a compact set [t;,%;11]. Recall (2.4); the initial condition ¢;(t) of ¥y, is
¢;(t) = x(t) = zj_1(t),t € [t; — Tk, t;] for j € Z, which is true because Tp > Tyaa-

Construct the Lyapunov—Razumikhin function

(3.14) Vi, (zj,t) = ] (t) Py (t), t € [tj,tj41],
for (2.3). Then we have
(3.15) il (N < Vi, (t,25) < B, 2 (DI° Vo € R™.

A straightforward calculation gives the time derivative of Vi, (¢, z;(t)) along the tra-
jectory of (2.3),

(3.16) ij (t, xj) = .’L‘Z(Agj ij + ijAkj )Z‘j + Qxf(t)ij/_lkj xj (t — Tkj),
where
21831 (t)Pk]. Akj T (t — Tkj )
< aij?(t — T, ) Py (t — Th;)
+ o ta] (8) Py, Ay, Pt AR Py () Vag, > 0.
Applying the Razumikhin condition with p(s) = px;s, px; > 1, we obtain
(3.17) a:JT(t — T, ) Py (t — Th;) < pkjarjr(t)ijxj (t)

for

ij (t+4, xTj (t+6)) < Dk; ij (t, xj (t)) Vo€ [—Tkj,O].

Let

(3.18) Skjtz —(AgJ ij + ij Akj + Pk; ij + Oé’;jlpkj Akj Pk_JlAg] ij ).
We have

(3.19) Vi, (t,25) < —aT (t)Sk,x;(t).

Because ¥; € ./Zl, we have Si, > 0 from Lemma 2.1. Furthermore we can select
w(s) = wg,s* in Lemma 3.1, such that (3.2) is satisfied, where wy, := oymin[Sk,] > 0.
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Define
(3.20) A := max 2
i€F K;
and
K
3.21 = —.
21 ",

Now we are ready to state the main result.
THEOREM 3.4. Let the dwell time be defined by Tp := T + Tynaz, where

A—1
.22 T = — +1
(3.22) el 5= 1),

with p := min;ex{p;} > 1, and |-] being the floor integer function. Then the system
(2.2) with %, € A is asymptotically stable for any switching rule q(t) € S[rp].

Proof. First we claim that V7 > 7p, there exist 0 < # < 1 and 0 < a < 1, such
that 7 > T + Tynas, Where

(3.23) T:= ?T/; [mw '

For a given 7, to find such « and ( define T+ Toaw =7 > 7p = T* + Tmaz, and
consider the two cases below.
() AN=-1)/(p=1)]=2k<(A=1)/(p—1) < k+1, then we can find Ay >0
and A, > 0 small enough, such that

s - i) -re =[]

withay = (1+A1) 2 <land B=(1+A)"2 <1 Let T =T*+¢ e>0.
It is easy to check that

)\,u{ A—a? -‘ AL -
3.24 AN AZA Mgy < (b DAp e =T,
SRR v ] R

where 0 < as = (1+A3)_% <1 with 0 < Az < m
0 < a = max{a;,as} < 1, we have T < T, which is straightforward from
(3.23) and (3.24).

(2) If (A—1)/(p—1) = k > 0 is an integer, then we can similarly find 0 < a3 < 1
and 0 < § < 1 such that

A—a? A—1 A-l
L@mﬁflﬂ - [25—1 “W =hil= Lﬁ 1+1J'

In the same fashion as (1), we can constructively have 0 < @ < 1 and 0 <
(8 < 1 such that 7 < T.
This proves the first claim.
The second claim we make is that ||x;(t)|| < ad; for any t > t; + T,t € [t;,t;41],
where we assume |¢; (t)|[tj_7kj ;] < 6;. To show this fact, we can choose 6 = 6,

Now choosing
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8y = 51,/_/%16], /_ij > 61, and select n= by in Lemma 3.3. Tt is straightforward that
0 <n < 81 < 8. Recalling (3.12) and (3.13), we have

(3:25) Vi, (t,5) < kg, n? for t>t;+T,
where
7 — No() [(v(ér) — u(m)/a]v(1)
v s ecs w(s)
(3.26) _ Ak [00) —uw)/a)
a?wy; K,

Combining (3.15) and (3.25) yields
(3.27) llz; ()] < ad; for t>t;+T.

Now choosing a = B(pr; — 1)k, n?, we have

_o | (Ri, /r;)—a®
K J J
kil o?B(pr;—1) _
(3.28) T = 5 <T.
« wkjﬁjkj
Therefore from (3.27) and (3.28) we have
(3'29) |zj‘[tj+f,tj+1] S Oéé]’

as claimed. ) )
Now recall that ;1 —t; > 7p. Therefore t; 11 —t; > T+ Typae > T + 7, , . Also
notice that ¢;1(t) = x;(t),t € [tj41 — T, .1, tj+1]. We have

|¢j+1|[tj+l_7'kj+1 1] — |xj|[tj+1_7'kj+17tj+l]
(3.30) S|l 470,400 < @65 = 6541
and &g is defined as 6o := [¢|[_+,,,,.0 = |¢[[—r,, 0]- Therefore we obtain a convergent

sequence {8;},7=0,1,2,..., where §; = a’&p.
Meanwhile, (3.7) implies

Kk,
(3.31) |25l ft—r,.0) < ,/Th\%htr% 4] VEE [ty ti4l]

Hence
sup ||z (2)||
tE[t),t541]

S sup |‘Tj|[t—7'kj ,t] S \/X|zj‘[tj—‘f'kj ,tj]
te[ty tj4+1]

(3.32) <V = VA,

which implies the asymptotic stability of the switched time delay system ¥; with the
switching signal ¢(t) € S}, O
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3.2. The case with delay-dependent criterion. In a similar fashion, we can
investigate the stability of the switched time delay system X; of (2.2) under the as-
sumption that ¥; € A;. Hence each candidate system X;, i € F, is delay-dependently
asymptotically stable satisfying (2.7). We assume Tid) > 2Tmaz in this scenario. Simi-
lar to the proof of Theorem 3.4, we consider an arbitrary switching interval [t;, ;1)
of the piecewise switching signal q(t) € S[r$] , where the state variable z;(¢) defined
on this interval obeys (2.3). The first order model transformation [7] of (2.3) results
in

() = (Ag, + Ax,;)z;(t)

0
(3.33) A, / [Aw,2;(t + 0) + Ap,a(t +0 — 72,)|do,

—
where the initial condition v;(t) is defined as ¢;(t) = x;_1(t), t € [t; — 27y, ,t;], for
j € Z*, and vo(t) defined by

wO(t) _ { ¢(t)’ te [_TmawaOL

¢(_Tmaw)7 t S [_27—777,(1.127 _Tmaac)~

By using the Lyapunov—Razumikhin function (3.14), we obtain the time derivative of
Vi, (t,x;(t)) along the trajectory of (3.33),

ij (t,z;) = x;‘r(t) [Py, (Ag, + /ij) + (Ag; + Akj)Tij]xj(t)

0
— / [Q.I?(t)ij Ak]‘ (Aijj (t+6)+ Aijj (t+6— Tkj)]da.

—
Assume Vi, (t + 0,2;(t + 0)) < p(Vi,(t,2;(t))) VO € [-27x,;,0], where p(s) = py;s,
pr; > 1. We have [3, 14]

(3.34) Vi, (t,2) < —m;‘r(t)slccljxj (t),

where

St == { P, (Ax, + Ay,) + (Ax, + A1) P

J

+ Tk, [&]zjlpkjgijijk_IA%;Angkj

J

(3.35) + B Py (A P (AL Pe + by (an, + By )Py | -

Because ¥, € Ay, we have ng > 0 from Lemma 2.2. Therefore we can select w(s) =
wil s* in Lemma 3.1, such that (3.2) holds, where wjl := 0,in[S,] > 0.
THEOREM 3.5. Let the dwell time be Tg =T7 + 2Tpmqx, where

A—1
. 7=\ —+1
(3.36) o= |31 41
with
Kq
(3.37) fa = Max qu
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and the other parameters are the same as those defined in Theorem 3.4. Then system
(2.2) with X € Ay is asymptotically stable for any switching rule q(t) € S[r3].

Proof. We can apply arguments similar to those used in the proof of Theorem 3.4
to obtain the following inequality:

(3.38) sup ||z (8)]| < VS,

tE[t;,tj41]

where [1);(t)](1,—2r, 1, < 64 and 64, = 6. Note that 6§ can be selected as

68 = U] (=27 mae,0] = [@l[=Tan,0] = O0-

It is clear that |w|[,27k0’0] < 8¢, which further implies 6;1 =6;,j € ZTU{0}. The upper
bound of the state variable x(t) of the switched time delay systems 3; is bounded
by a decreasing sequence {6;},7 = 0,1,2,..., converging to zero, which implies the
asymptotic stability and proves this theorem. 1]

The dwell-time-based stability analysis proposed in this paper is general in the
sense that it can be used for other stability results based on Razumikhin theorems as
long as the correspondingly Lyapunov functions are in quadratic forms. Particularly,
Theorem 3.5 can be extended easily to the case where ¥; has time-varying time
delays and parameter uncertainties, which has important applications such as TCP
(transmission control protocol) congestion control of computer networks [13, 26].

Remark 3.6. Note that the Lyapunov—Krasovskii method has been used to an-
alyze the stability of time delay systems, with which some less conservative stabil-
ity conditions have been provided [5]. However, it is difficult to employ piecewise
Lyapunov—Krasovskii functionals for dwell-time-based analysis similar to Theorems
3.4 and 3.5. Recall the general form of Lyapunov—Krasovskii functional V (¢, z;) [20]
for delay system (2.1), such that

u(llz@)]) <V (t,z) <v(|z|p—ry), tER, zeR",
and
V(t.a(t) < —w([la@)]).

The upper bound of V(t,x:) is dependent on the oo-norm of the trajectory, while
other bounds on V (¢, ;) and V (¢, ;) are on the Euclidean norm of the trajectory,
which poses the technical challenge of estimating the trajectory bound and decaying
rate for the switched delay systems (2.2).

4. Conservatism analysis. The dwell-time-based stability results had been ob-
tained for switched linear systems free of delays [10, 19]. It is interesting to compare
the conservatism of the results presented in this paper with those for delay-free sys-
tems.

In fact, one extreme case of the switched system X, is 7; = 0 and A; = 0 for i € A,
which corresponds to the delay-free scenario. For each candidate system & = A;z, a
sufficient and necessary condition to guarantee asymptotic stability is 3P, = PI' > 0,
such that @Q; :== —(AT P, + P,A;) > 0. Correspondingly a dwell-time-based stability
for such a switched delay-free system is q(t) € Spz,), where

(4.1) Fp =il A,
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where A is defined by (3.20) and
Ki

4.2 = e
(4.2) firi= max o
where W; := Tpin|Qi] > 0. )

On the other hand, in our case for 7, = 0 and A; = 0, we observe that
4.3 lim ;= lim S{=Q; ieZF,
(4.3) (Jm o lm 8= Qi
from (3.18) and (3.35), which indicates p = pg = i by (3.21), (3.37), and (4.2).
Accordingly we can select p; > 1, i € F, sufficiently large such that L% +1]=1in
(3.22) and (3.36) and obtain

(4.4) =T =M= g =T =78.
Therefore
(4.5) D =T = A\i> jiln\ = 7p.

The dwell times derived for switched time delay systems are proportional to A, in
contrast to the logarithm of A for switched delay-free systems. This gap is due to
the fact that asymptotic stability for linear delay-free systems implies exponential
stability. However, for time delay systems, the sufficient stability conditions based
on the Lyapunov—Razumikhin theorem do not guarantee exponential stability. As a
matter of fact, the exponential estimates for time delay systems require additional
assumptions besides asymptotic stability [15].

It should be noted that stability conditions for switched time delay systems are
also considered in [22, 23], where the authors give a sufficient condition to guarantee
uniform stability (see Theorem 6.1 of [22] for notation and details): TeX(A+h) < 1.
Apparently, this condition does not hold for the switched system (2.2) because in our
case I' = 1, and hence

Del+h) — oLATh) 5 1 YA >0, L >0, h>0.

5. Numerical example. In this section, we use an illustrative example to
demonstrate the results in section 3.
Example. Consider the following switched time delay system with 2 candidates:

&= Agye(t) + Agyx(t — mq)), >0,
(5.1) S i L a(t) = ¢(t) Yt € [~Tmas, 0],
q(t) € {1,2},

where the switching candidate systems ¥, := (A1, A;,71) and ¥y := (Ao, Ay, 72) are

determined by
-2 0 - -1 0
Al{o —0.9}’ Al{—0.5 —1}’

-1 05 . -1 0
A2[0 —1}’ AQ{O.l —1}’
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TABLE 5.1
Parameters calculated with respect to switched time delay system ¥t and switched delay-free
system .

Parameters || 3; (with delay) | ¥; (delay free)
A 1.7224 1.7224
L 1.5216 N/A
fiq N/A 0.7056
p 1.4 N/A
T 5.3147 N/A
Dwell time T8 = 6.5147 7p = 0.3836

state trajectory with the switching sequence
5 T T T T T

State Trajectory
o
T

|
|
|
xX X

AN

|
o

0 5 10 15 20 25
3
@
g )
5]
;5',_2, JRE— E— 4
1]
) z
< 1
£ 1}
]
=
o
0 i i i i i
0 5 10 15 20 25

Time in second

FiG. 5.1. The state trajectory of ¥ in the presence of switching.

and 71 = 0.3, 72 = 0.6. The initial condition of (5.1) is chosen as

_ | beos(Zt+ %)
o(t) = 5sin(§t n §) vt € [-0.6,0].
It is clear that 1 and X, are delay-dependently stable, which can be verified by
Lemma 2.2. Applying Theorem 3.5 gives the dwell time 7¢ = 6.52, which guarantees
the asymptotic stability of the switched time delay system (5.1). For the purpose of
comparison, we also calculate the dwell time 7p of the delay-free system ¥, : & =
Agyx(t), q(t) € {1,2}. The results are shown in Table 5.1.

The switched time delay system ¥; described by (5.1) is simulated in MATLAB,
where we start with ¥ and perform switching every 78 seconds. The state trajectory
is depicted in Figure 5.1, where we clearly see the asymptotic convergence in the
presence of switching. Also, we provide the phase portrait in Figure 5.2 with respect
to x1(t) and xo(t), which better illustrates the switching and the stability of the
switched system.

It is also interesting to investigate the relation between time delays of (2.2) and
the corresponding dwell time 7¢. For this purpose, we took 7 = 7 = 7 in (5.1)
with 7 varying from 0.1 to 0.7. The results are shown in Table 5.2. We should also
indicate that the free parameters «;, §;, and p; can be further optimized to reduce
the values of Tg given in the table. However, this is an open problem deserving a

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 09/28/17 to 139.179.72.198. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php

948 PENG YAN AND HITAY OZBAY

Phase Portrait of the Switched Time Delay System
6 T T T T T T T

< 2F 1
o J
P L ; ; ; ; ; ; ;

05 0 405 1 15 2 25 3 35 4 45
AN X1
AY

0.2 A

ol Zoom in Plot 7 : g

i i i
-0.25 -0.2 -0.15 -0.1 -0.05 0 0.05

FiG. 5.2. Phase portrait of the switched time delay system Xi.

TABLE 5.2
Duwell time values versus time delays of Xt.

T 0.1 0.2 0.3 0.4 0.5 0.6 0.7
T‘[i) 093 | 1.49 | 3.36 | 4.83 | 9.14 | 106.23 | 950.58

separate study. Nevertheless, the results given in the table suggest an exponentially
increasing behavior of 78 with the delay. Similar behavior is observed for the H>
optimal cost in weighted sensitivity minimization for systems with delays [4].

6. Concluding remarks. We provided stability analysis for switched linear
systems with time delays, where each candidate system is assumed to be delay-
independently or delay-dependently asymptotically stable. We showed the existence
of a dwell time of the switching signal, such that the switched time delay system is
asymptotically stable independent of the trajectory. The dwell time values for both
scenarios are constructively given. The results are compared with the dwell-time con-
ditions for switched delay-free systems. Optimization of the minimum dwell times
that we have derived, in terms of the free parameters appearing in the LMI condi-
tions, is an interesting open problem. An interesting extension of this work is to
investigate stability and controller synthesis for switched interval time delay systems,
which will potentially offer a hybrid control method for large time delay systems and
time varying delay systems.
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