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The results of our study are twofold. From the random matrix
theory point of view we obtain results on the rank distribution
of column submatrices. We give the moments and the covariances
between the ranks (q−rank) of such submatrices. We conjecture
the counterparts of these results for arbitrary submatrices. The
case of higher correlations gets drastically complicated even in the
case of three submatrices. We give a formula for the correlation
of ranks of three submatrices and a conjecture for its closed
form. From the code theoretical point of view our study yields
the covariances of the coefficients of the weight enumerator of
a random code. Particularly interesting is that the coefficients of
the weight enumerator of a code with random parity check matrix
are uncorrelated. We give a conjecture for the triple correlations
between the coefficients of the weight enumerator of a random
code.

© 2009 Elsevier Inc. All rights reserved.

1. Introduction

Random codes are closely related with random matrices over finite fields. Specifically, parameters
of random codes depend on distribution and correlations between the ranks of submatrices. This
paper studies ranks of random matrices for code theoretical applications.

We start with the basic definitions of linear codes. One can find this material and more on codes,
for example in [9] and [12]. A linear code C is a linear subspace of F

n
q where Fq is a finite field

of q elements. The number n is called the length and the dimension k of C is called the number of
information symbols of the code. The number of nonzero coordinates of a code vector e is said to be
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the weight |e| of e. The minimum of the weights over nonzero code vectors is the minimum distance
of the code and it is usually denoted by d. We call a code with parameters n, k, d over Fq an [n,k,d]q

code.
If we consider F

n
q as a linear space with the standard scalar product 〈u, v〉 = ∑

i ui vi , then the

orthogonal complement C⊥ of C is called the dual code to C .
Let C be an [n,k]q code and let G be a k × n matrix whose rows form a basis of C . Then any

element e ∈ C is a linear combination of these row vectors. We call G a generator matrix of the
code C . Any vector e′ ∈ C⊥ is orthogonal to the basis vectors of C and the product G × (e′)T is the
zero vector, this gives the criterion for lying in C⊥ . The matrix G is called a parity check matrix of the
code C⊥ .

Let C ⊂ F
n
q be a code and let Ai be the number of code vectors with exactly i nonzero coordinates

Ai = ∣∣{e ∈ C : |e| = i
}∣∣.

The set of Ais form the weight set of the code C . We define the weight enumerator W C (t) of the code C
as the polynomial

W C (t) =
∑

i

Ait
n−i . (1)

Let C be a code with generator matrix G . We find the following form of the weight enumerator
vital for our purposes (see [11])

W C (1 + t) =
∑

I⊂{1,2,...,n}
qk−rI t|I|, (2)

where rI is the rank of the column submatrix spanned by the column set I .
All the parameters of codes can be extracted from the weight enumerator W C (t) which is given

by the rank function q−rI , I ⊂ {1,2, . . . ,n} of the generator matrix. A code can be considered as a
configuration of points (columns of the generator matrix) in the projective space. Then the existence
of a code with given weights turns out to be equivalent to existence of a configuration with given rank
function as we see in Eqs. (1) and (2). But this is a classical wild problem and it can be arbitrarily
complicated [10]. So we pass to the statistical approach rather than trying to determine the explicit
structure.

For a matrix G , we take randomness in the sense that the entries are independent and they are uniformly
distributed along the field Fq . One must keep in mind that there are two codes that are attached to a
random matrix. Once we are given a k × n matrix G there is the [n,k]q code which assumes G as
its generator matrix; and second, the code assuming G as its parity check matrix. Both codes will
be referred to as random codes. We denote the random code in the first sense by C and the code
in the second sense by C⊥ . Their weight enumerators will be referred as W C (t) = ∑

i Aitn−i and
W C⊥ (t) = ∑

i A⊥
i tn−i respectively.

There is a major difference between the asymptotic behaviors of ranks of square and rectangular
matrices. One can easily deduce from Eq. (7) that the probability of a square n × n matrix over Fq

to be singular is positive even when n → ∞. It is also clear from the same formula that as long as
R = k/n is kept away from 1, a k × n matrix is almost sure to have rank k. Hence we will tacitly
assume maximality of the rank when codes of fixed R < 1 are aimed.

The main results of this paper are explicit formulas for the correlation functions between the ranks
of up to three submatrices. Correlations between the weights of a random code are deduced using
these results. In particular we find out that the coefficients of the weight enumerator of a random
code are uncorrelated.

We list the main results as follows. The sth moment of the rank function q−rk×n of a k × n random
matrix is given by
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μs
(
q−rk×n

) = q−kn
∑

0�r�k

qr(n−s)
[

k

r

] ∏
0�i<r

(
1 − q−n+i),

μs
(
q−rk×n

) =
∏

0�i<k

(
q−n + q−s − q−n−s+i),

where the product in the second formula is noncommutative in x = q−n and y = q−s with the com-
mutation rule yx = qxy. The moment μs(q−rk×n ) is symmetric in n and k. Furthermore if s is a
nonnegative integer then it is also symmetric in s. For example the expectation of q−rk×n is given
by

E
(
q−rk×n

) = q−n + q−k − q−n−k.

The covariance between the rank functions q−rI and q−r J of two column submatrices is given by

cov
(
q−rI ,q−r J

) = (q − 1)(qk − 1)(q|I∩ J | − 1)

q2k+|I|+| J | .

We also provide a conjecture for the covariance between the ranks of two submatrices spanned by
arbitrary row and column sets.

Next we show that the covariances between the coefficients of weight enumerator of the random
code C⊥ are given by

cov
(
W C⊥ (x), W C⊥ (y)

) =
∑
i, j

cov
(

A⊥
i , A⊥

j

)
xn−i yn− j

= (q − 1)(qn−k − 1)

q2(n−k)

(
(xy + q − 1)n − (xy)n)

.

An important corollary to this theorem is that coefficients of weight enumerator of the code C⊥ are
uncorrelated. This result is not valid for the code C given by a random generator matrix.

We also studied the triple correlations between the ranks of three submatrices. Using the clas-
sification of triplets of subspaces we managed to deduce an extremely complicated formula. To our
surprise computer experiments show beyond reasonable doubt that the formula is equivalent to a
simple closed one. It is even simpler when we switch from the correlations to the cumulants. We
conjecture that the closed formula of the joint cumulant of ranks of three submatrices is given by

σ
(
q−rI ,q−r J ,q−rK

) = (q − 1)2(qk − 1)

q3k+I+ J+K

(
qI J+ J K+K I−I J K − (

qI J + q J K + qK I)

+ 2 + (
qk − q

)(
qI J K − 1

))
,

where on the right-hand side of the equation the multiplicative notation for sets like I J means the
cardinality of their intersection |I ∩ J |. We remind that the joint cumulant of a triplet of random
variables is

σ(X, Y , Z) = E(XY Z) − E(X) cov(Y , Z) − E(Y ) cov(Z , X)

− E(Z) cov(X, Y ) − E(X)E(Y )E(Z).

This conjecture is equivalent to the following formula for joint cumulants of the coefficients
of W C⊥ (t),
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σ
(
W C⊥ (x), W C⊥ (y), W C⊥ (z)

)
=

∑
i, j,l

σ(A⊥
i , A⊥

j , A⊥
l )xn−i yn− j zn−l

= q−3(n−k)(q − 1)2(qn−k − 1)
{(

xyz + (q − 1)(x + y + z + q − 2)
)n − (xyz)n

− (
(xy + q − 1)n − (xy)n)

zn − (
(yz + q − 1)n − (yz)n)

xn

− (
(zx + q − 1)n − (zx)n)

yn + (
qn−k − q

)[
(xyz + q − 1)n − (xyz)n]}

.

For the random code C the corresponding equation is

σ
(
W C (x), W C (y), W C (z)

)
= (q − 1)2(qk − 1

){
q−n(xyz + q − 1)n − q−2n(

(xy + q − 1)n(z + q − 1)n + (yz + q − 1)n(x + q − 1)n

+ (zx + q − 1)n(y + q − 1)n) + 2q−3n(x + q − 1)n(y + q − 1)n(z + q − 1)n

+ (
qk − q

)[
q−2n(

xyz + (q − 1)(x + y + z + q − 2)
)n − q−3n(x + q − 1)n(y + q − 1)n(z + q − 1)n]}

.

There exists a classification of quadruples of subspaces due to Gelfand and Ponomarev [6]. For further
study of this subject, one may wonder whether it may lead to a closed formula for the quadruple
correlations.

The above results on correlations imply, for example, that the roots of the weight enumerator
W C (1 + z) of a selfdual code C = C⊥ are almost surely on the circle |z| = √

q provided q > 9. Here by
almost sure we mean that the probability to have a root off the circle tends to 0 as n → ∞. Similar
but less sharp results hold for all [n,k]q codes where q > q0(R), R = k/n. The proofs will be published
elsewhere.

The paper is organized as follows. In Section 2 we evaluate the moments and covariances between
the rank functions. Moments are given by Theorem 3. We derive the covariance between the ranks of
two submatrices in Theorem 8. Using this, we show that the coefficients of weight enumerator of the
random code C⊥ are uncorrelated by Theorem 12 and Corollary 13.

In Section 3 we study the triple correlations between the ranks of three submatrices. A triplet
of submatrices gives a triplet of subspaces. We review the classification of triplets of subspaces and
obtain the number of triplets with given invariants. This enables us to obtain a formula for the triple
correlation between the ranks of three submatrices which is given by Theorem 20. Conjecture 21
provides the closed form of the joint cumulant of three ranks. Equivalent to this conjecture we give
Corollaries 23 and 24 on the joint cumulant of the coefficients of W C (t) and W C⊥ (t) respectively.

2. Moments of the rank function and the covariances

This section is devoted to calculation of the moments and covariance between the rank functions
of column submatrices. We will derive the covariances between the coefficients of a random weight
enumerator from these results.

2.1. Moments of the rank function

We will start with the moments of the random variable q−rk×n where rk×n is the rank of a k × n
matrix. The basic tool for evaluation of moments is the probability P (n,k, r) of a random k ×n matrix
to have rank r.

We need q-analogues [n]q of positive integers n and the q-factorials to express this probability.
Instead of the usual definition [n]q = (qn − 1)/(q − 1) we use the following form

[n]q := qn − 1.
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These functions extend the Binomial coefficients as follows

[0]q! = 1,

[n]q! = [n]q[n − 1]q . . . [1]q,[
n

r

]
q
= [n]q!

[r]q![n − r]q! . (3)

The quantum Binomial coefficient in Eq. (3) gives the number of r-dimensional subspaces of an n-
dimensional linear space over Fq . The cardinality of the group GL(k,q) is given by the factorial

∣∣GL(k,q)
∣∣ = q

k(k−1)
2 [k]q!. (4)

In the following we drop the subscript q in the notation. We will need two classical formulae in the
sequel:

q-Binomial theorem (commutative)

∏
0� j<d

(
1 − q jt

) =
∑

0�i�d

(−1)iq
i(i−1)

2

[
d

i

]
ti, (5)

q-Binomial theorem (noncommutative)

(x + y)d =
∑

0�i�d

[
d

i

]
xi yd−i, (6)

where the power on the left-hand side is noncommutative in x and y. The power is to be expanded so that
every monomial is in the form xi y j by the relation yx=qxy.

Note that the q-Binomial identities are expressed in the q-Binomial coefficients and our convention
on [n]q does not change them. See [7] for the theory of the subject and proofs of the items above.

Proposition 1. The probability P (n,k, r) of a random k × n matrix to have rank r is given by

P (n,k, r) = q−kn+ r(r−1)
2

[n]!
[n − r]!

[k]!
[k − r]!

1

[r]! . (7)

Proof. This is a standard formula, see for example [13]. �
In the next theorem we will use the following simple lemma.

Lemma 2.

[k]!
[k − d]! = q− d(d−1)

2
∑

0�i�d

(−1)iq
i(i−1)

2

[
d

i

]
qk(d−i). (8)

Proof.

[k]!
[k − d]! =

∏
0�i<d

(
qk−i − 1

) = qkd− d(d−1)
2

∏
0�i<d

(
1 − qi−k).

When we replace the last product with the corresponding sum by Eq. (5) we get the result. �
The following theorem gives the moments of the rank function of a random matrix.
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Theorem 3. The sth moment μs(q−rk×n ) of the rank function q−rk×n is given by

μs
(
q−rk×n

) = q−kn
∑

0�r�k

qr(n−s)
[

k

r

] ∏
0�i<r

(
1 − q−n+i), (9)

μs
(
q−rk×n

) =
∏

0�i<k

(
q−n + q−s − q−n−s+i), (10)

where the product in the second formula is noncommutative in x = q−n and y = q−s with the commutation
rule yx = qxy. The moment formula μs(q−rk×n ) is symmetric in n and k. Furthermore if s is a nonnegative
integer then it is also symmetric in s.

Proof. We use the formula in Eq. (7) for the probability.

μs
(
q−rk×n

) =
∑

r

q−rs P (n,k, r)

=
∑

r

q−kn+ r(r−1)
2 −rs [k]!

[k − r]![r]!
[n]!

[n − r]! (11)

=
Eq. (8) q−kn

∑
r,i

q−rs
[

k

r

]
(−1)iq

i(i−1)
2

[
r

i

]
qn(r−i) (12)

= q−kn
∑

r

qr(n−s)
[

k

r

] ∏
0�i<r

(
1 − q−n+i). (13)

To get the second formula of the moments we proceed from Eq. (12) as follows

μs
(
q−rk×n

) = q−kn
∑

r

q−rs
[

k

r

]∑
i

(−1)iq
i(i−1)

2

[
r

i

](
qn)r−i

=
r→k−r q−kn

∑
r,i

q−s(k−r)
[

k

r

]
(−1)iq

i(i−1)
2

[
k − r

i

]
qn(k−r−i)

=
∑
r,i

(−1)iq
i(i−1)

2

[
k

i

]
qi(−n−s)

[
k − i

r

](
q−n)r(

q−s)k−i−r

=
∑

i

(−1)iq
(i)(i−1)

2

[
k

i

](
q−n−s)i(

q−n + q−s)k−i
. (14)

The last equation follows from the noncommutative q-Binomial formula (Eq. (6)). Finally by the com-
mutative q-Binomial formula given in Eq. (5) we get

μs
(
q−rk×n

) =
∏

0�i<k

(
q−n + q−s − q−n−s+i),

where we remind that the product is noncommutative. It should be expanded in x = q−n , y = q−s so
that every monomial is put in the form xi y j by the commutation relation yx = qxy.

The probability formula P (n,k, r) is symmetric in n and k hence the same is true for the moment
formulas. This can be proven by expanding [k]!/[k − r]! instead of [n]!/[n − r]! in Eq. (11). If s is a non-
negative integer the formula is completely symmetric in n,k and s. This follows from the symmetry
of the noncommutative q-Binomial formula (6). �
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Example 4. An easy calculation gives the expectation E and the second moment μ2 of q−rk×n as
follows

E
(
q−rk×n

) = q−n + q−k − q−n−k, (15)

μ2
(
q−rk×n

) = q−2n + q−2k + q−2n−2k+1 + q−n−k(q + 1)
(
1 − q−n − q−k). (16)

We can derive the expectations of the coefficients of a random weight enumerator from the ex-
pectation of the rank function. Expectations and the second moments of the coefficients can be found
for example in [5, p. 10] and [1, p. 44].1

Example 5. Let G be a random k × n matrix and let C be the code with generator matrix G . Eq. (2)
expresses the weight enumerator of the code C in terms of the rank functions. From there we see
that the expectation of the weight enumerator of the code C is given by

E
(
W C (t)

) =
∑

I⊂{1,2,...n}
qk

E
(
q−rI

)
(t − 1)|I|.

We obtain the expectation of the weight enumerator when we substitute E(q−rI ) = E(q−rk×|I|) given
by Eq. (15)

E
(
W C (t)

) =
∑

i

E(Ai)t
n−i = tn + (qk − 1)

qn
(t + q − 1)n. (17)

Now making use of the well-known MacWilliams duality [8]

W C⊥ (1 + t) = q−ktn W C

(
1 + q

t

)
, (18)

we obtain the analogous result for the random code given by a parity check matrix. Let C⊥ be the
random code whose parity check matrix is G . Taking expectations of both sides of Eq. (18) and using
Eq. (17) we get

EW C⊥ (t) =
∑

i

E
(

A⊥
i

)
tn−i = q−k((t + q − 1)n + (

qk − 1
)
tn)

. (19)

2.2. The covariance between the ranks and codeweight correlations

The covariance between two rank functions is given by

cov
(
q−rI ,q−r J

) = E
(
q−rI −r J

) − E
(
q−rI

)
E

(
q−r J

)
. (20)

The new ingredient E(q−rI −r J ) requires the joint probability P (rI , r J ) of ranks of the submatrices G I
and G J spanned by the column sets I and J respectively. In order to express P (rI , r J ) we need an
auxiliary function. Let G be a k × n matrix and let M fixed columns of G span a matrix of rank m.
Denote by P (n,k, M,m, r) the probability that G has rank r.

Lemma 6.

P (n,k, M,m, r) = P (n − M,k − m, r − m). (21)

1 We thank the anonymous reviewer who brought these references to our attention.
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Proof. Let V 0 be the column space of the given M vectors. We have to find n − M column vectors
of rank r − m in the space F

k
q/V 0 and then lift them up to F

k
q . So the number N(n,k, M,m, r) of

complementary matrices is given by

N(n,k, M,m, r) = q(n−M)(k−m) P (n − M,k − m, r − m)q(n−M)m.

To find the probability we multiply by q−(n−M)k and the exponents cancel. �
The following proposition gives the moments of this partial probability function.

Proposition 7. Moments of the partial rank function are given by

∑
r

q−rs P (n,k, r − m) = q−smμs
(
q−rk×n

)
(22)

= q−sm−kn
∑

0�r�k

qr(n−s)
[

k

r

] ∏
0�i<r

(
1 − q−n+i) (23)

= q−sm
∏

0�i<k

(
q−n + q−s − q−n−s+i), (24)

where in the last formula the product is noncommutative in the variables x = q−n and y = q−s . The moment
formula is symmetric in n and k. Moreover when m = 0 and s is a nonnegative integer the formula is completely
symmetric in n,k and s.

Proof. The proof of this proposition repeats the same steps as Theorem 3 so we skip the proof. �
Theorem 8. Let G be a random k × n matrix and let I, J ⊂ {1,2, . . . ,n} be two column sets. Then the covari-
ance between the rank functions q−rI and q−r J is given by

cov
(
q−rI ,q−r J

) = (q − 1)(qk − 1)(q|I∩ J | − 1)

q2k+|I|+| J | . (25)

Proof. The covariance is given by

cov
(
q−rI ,q−r J

) = E
(
q−rI −r J

) − E
(
q−rI

)
E

(
q−r J

)
. (26)

So we need the expectation of q−rI −r J , hence the joint probability P (rI , r J ) of the ranks rI and r J .
This probability is given by the following sum

P (rI , r J ) =
∑

r

P (I J ,k, r)P (I,k, I J , r, rI )P ( J ,k, I J , r, r J ),

where I J is the shortcut notation for |I ∩ J |. The sum runs over the column rank of the intersection.
We extend the intersection to the sets I and J with the ranks rI and r J . Substituting for the auxiliary
probabilities given by the last two factors we get

E
(
q−rI −r J

) =
∑

r,rI ,r J

q−rI −r J P (I J ,k, r)P (¯̄I,k − r, rI − r)P ( ¯̄J ,k − r, r J − r),
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where ¯̄I = |I \ J | and ¯̄J = | J \ I|. We can sum up over rI and r J by Eqs. (15) and (22)

E
(
q−rI −r J

) =
∑

r

P (I J ,k, r)
(
q−k(1 − q−¯̄I) + q−r−¯̄I)(q−k(1 − q−¯̄J ) + q−r−¯̄J ).

Finally the summation over r gives

E
(
q−rI −r J

) = q−2k(1 − q−¯̄I)(1 − q−¯̄J ) + q−¯̄I−¯̄J μ2
(
q−rk×I J

)

+ (
q−¯̄I−k(1 − q−¯̄J ) + q−¯̄J−k(1 − q−¯̄I))

E
(
q−rk×I J

)
.

We have expressed E(q−rI −r J ) in terms of the first and second moments of the rank function and they
are given by Eqs. (15) and (16). If we substitute them with the product E(q−rI )E(q−r J ) in Eq. (26) we
get the claim. �

While the covariances between the rank functions of column submatrices are enough for the code
theoretical purposes the same question about arbitrary submatrices is still an interesting problem.
Let G be a random k × n matrix. Let I ⊂ {1,2, . . . ,n} be a column set and L ⊂ {1,2, . . . ,k} be a row
set. We denote by rLI the rank of the submatrix spanned by the rows in L and the columns in I .

Conjecture 9. The covariance between the rank functions q−rLI ,q−rM J of two submatrices is given by

cov
(
q−rLI ,q−rM J

) = (q − 1)(q|I∩ J | − 1)(q|L∩M| − 1)

q|I|+| J |+|L|+|M| .

Before we proceed with the covariance between the coefficients of the weight enumerators we
need the following lemma.

Lemma 10. Let

Si j =
∑

I, J⊂{1,2,...n}
|I|=i,| J |= j

q|I∩ J |. (27)

We have the following generating function for Si j

∑
i, j

Si j x
i y j = (1 + x + y + qxy)n. (28)

Proof. Set the cardinality of I ∩ J to m. We can choose the elements in the symmetric difference and
then split this set to I and J . This gives

Sij =
∑

m

(
n

m, j − m, i − m, n + m − i − j

)
qm.

The sum above shows that Sij is the coefficient of xi y j in (1 + x + y + qxy)n . �
We have developed the necessary tools for the covariance between the coefficients of weight enu-

merators. The following theorem gives the covariance between the weights of a code with random
generator matrix.
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Theorem 11. The covariances between the coefficients of the weight enumerator of the random code C are
given by

cov
(
W C (x), W C (y)

) = (q − 1)(qk − 1)

qn

(
(xy + q − 1)n − (x + q − 1)n(y + q − 1)n

qn

)
. (29)

Proof. Let Si be the coefficient of zi in W C (1 + z) given by Eq. (2)

Si =
∑
|I|=i

qk−rI .

The covariance of coefficients Si and S j is obtained by Eq. (25)

cov(Si, S j) = (q − 1)(qk − 1)

qi+ j

∑
|I|=i,| J |= j

(
q|I∩ J | − 1

)

= (q − 1)(qk − 1)

qi+ j

(
Sij −

(
n

i

)(
n

j

))
,

where Sij was defined by Eq. (27). For the covariance of weight enumerators we substitute this

cov
(
W C (1 + x), W C (1 + y)

) =
∑
i, j

cov(Si, S j)xi y j

= (q − 1)
(
qk − 1

)(( ∑
i, j

Si j

(
x

q

)i( y

q

) j)
−

(
1 + x

q

)n(
1 + y

q

)n)

= (q − 1)(qk − 1)

qn

(
(xy + x + y + q)n − (x + q)n(y + q)n

qn

)
.

When we substitute x − 1 for x and y − 1 for y we get the formula. �
When we transform this theorem to the case of the random code C⊥ the result is more interesting.

We see in the covariance formula (29) that the coefficients Ai and A j of the weight enumerator are
correlated as coefficients of xi y j for i = j can be nonzero. However this is not the case for C⊥ .

Theorem 12. The covariances between the coefficients of the weight enumerator of the random code C⊥ are
given by

cov
(
W C⊥ (x), W C⊥ (y)

) = (q − 1)(qk − 1)

q2k

(
(xy + q − 1)n − (xy)n)

. (30)

Proof. By MacWilliams duality we have

cov
(
W C⊥ (1 + x), W C⊥ (1 + y)

) = cov

(
q−kxn W C

(
1 + q

x

)
,q−k yn W C

(
1 + q

y

))
.

When we substitute the covariance of the weight enumerators from Eq. (29) the result follows from
a simple calculation. �

Note that there are only diagonal terms in the covariance of weight enumerator of a random code
in this sense. The following corollary is for emphasizing the fact that the coefficients are uncorrelated.
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Corollary 13. The coefficients of the weight enumerator of the random code C⊥ are uncorrelated

cov
(

A⊥
i , A⊥

j

) = 0. (31)

Proof. We see in Eq. (30) that there is no xi y j for i = j. Hence the coefficients are uncorrelated. �
The same result is obtained by Wadayama [14] independently in the binary case.

3. The triple correlations

In this section we will study the triple correlations between the ranks of three column subma-
trices. A triplet of submatrices gives a triplet of subspaces. So we will start with the classification
of triplets of subspaces. The classification enables us to evaluate the triple correlations between the
rank functions. The formula for the rank correlations turns out to be highly complicated. We made
numerous evaluations with computer and we observed that the formula simplifies to a closed form.
We give the closed form of this formula as a conjecture. We will give triple correlation formulas for
the coefficients of the weight enumerators as equivalent forms of this conjecture.

3.1. Classification of triplets of subspaces

A triplet of subspaces U , V , W in E is represented in a diagram as follows

V↪→

U ↪→ E ←↩ W
(32)

where each arrow is an inclusion. This corresponds to a so-called quiver representation of the Dynkin
diagram D4. We will obtain the classification of subspaces from the indecomposable representations
of this quiver.

We recall some of the basic definitions of quiver representations from [4]. A quiver Q is a set of
vertices and a set of arrows between some of the vertices. The set of vertices of Q is denoted by
Q v and the set of arrows by Q a . The maps t,h : Q a → Q v map an arrow to its tail and to its head
respectively.

Definition 14. Let Q be a quiver with a finite number of vertices and let F be an algebraically closed
field. A representation of Q is a collection of linear spaces V (x) over F for each vertex x and F-linear
maps V (α) : V (t(α)) → V (h(α)) for each arrow α in Q .

Gabriel’s theorem [3] gives the finiteness condition and the isomorphism classes of the indecom-
posable representations of a quiver.

Theorem 15. The number of isomorphism classes of indecomposable representations of a quiver Q is finite
if and only if Q is a disjoint union of the simply-laced Dynkin diagrams An, Dn, E6, E7 and E8 with arbi-
trary orientation. In this case, there is a bijection between the set of isomorphism classes of indecomposable
representations and the positive roots of the corresponding root system.

The positive roots corresponding to D4 are given below [2].

1
↓

1 → 1 ← 1 ,

0
↓

0 → 1 ← 0
(33)
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0
↓

1 → 0 ← 0 ,

1
↓

0 → 0 ← 0 ,

0
↓

0 → 0 ← 1
(34)

1
↓

1 → 1 ← 0 ,

1
↓

0 → 1 ← 1 ,

0
↓

1 → 1 ← 1
(35)

1
↓

0 → 1 ← 0 ,

0
↓

1 → 1 ← 0 ,

0
↓

0 → 1 ← 1
(36)

1
↓

1 → 2 ← 1
(37)

We are interested in the indecomposables that correspond to a subspace configuration. So the
indecomposable representations of a triplet of subspaces has dimension vectors coming from the
roots except those given in line (34).

We denote a 1-dimensional indecomposable with the dimension vector

j
i 1 k

by [i jk] and its multiplicity by mijk . Also we fix our notation for the two-dimensional indecomposable
as [111]2 and for its multiplicity as h. So the triplet U , V , W ⊂ E has the following decomposition

(E; U , V , W ) = m111[111] + m000[000] + m110[110] + m011[011] + m101[101]
+ m100[100] + m010[010] + m001[001] + h[111]2. (38)

The multiplicities m111,m000,m110,m011,m101,m100,m010,m001,h of the indecomposables are called
the natural invariants of the triplet given in diagram (32). They have the following interpretations

m110 = dim
U ∩ V

U ∩ V ∩ W
, m011 = dim

V ∩ W

U ∩ V ∩ W
, m101 = dim

W ∩ U

U ∩ V ∩ W
,

m100 = dim
U

U ∩ (V + W )
, m010 = dim

V

V ∩ (W + U )
, m001 = dim

W

W ∩ (U + V )
,

m111 = dim(U ∩ V ∩ W ), m000 = codim(U + V + W )

and

h = dim
U ∩ (V + W )

(U ∩ V ) + (W ∩ U )
= dim

V ∩ (W + U )

(V ∩ W ) + (U ∩ V )

= dim
W ∩ (U + V )

(W ∩ U ) + (V ∩ W )
= 1

2
dim

(U + V ) ∩ (V + W ) ∩ (W + U )

(U ∩ V ) + (V ∩ W ) + (W ∩ U )
. (39)

3.2. The number of triplets with given invariants

For the triple correlation problem we need the number of triplets of subspaces with given in-
variants. Since GL acts transitively on the triplets with fixed invariants, the number of triplets is the
index of the automorphism group. Thus as the first attempt we calculate the order of the automor-
phism group of a triplet.
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3.2.1. Automorphism group of a triplet
A morphism M between the triplets (E; U , V , W ) and (E ′; U ′, V ′, W ′) is a linear map M : E → E ′

such that M(U ) ⊂ U ′ , M(V ) ⊂ V ′ and M(W ) ⊂ W ′ .
The triplet U , V , W ⊂ E has a direct sum decomposition given in Eq. (38). This decomposition

gives

End(E) =
∑

Hom(Ti, T j),

where Ti, T j runs through the indecomposables with the correct number of occurrence. The automor-
phisms of the triplet are the invertible elements of the endomorphisms. It turns out that the matrices
M = {M[i, j] = Hom(T j, Ti)} of the endomorphisms are block triangular for a particular ordering of
the isotypical components in the decomposition. So after finding the form of the endomorphisms it
is easy to find the order of the stabilizer group and hence the number of triplets.

It is easy to see that the dimensions of the spaces of morphisms Hom(Ti, T j) are as given in the
following table. The [i j] entry of the table is the dimension of Hom(T j, Ti).

[111] [110] [101] [011] [111]2 [010] [100] [001] [000]
[111] 1 1 1 1 2 1 1 1 1

[110] 0 1 0 0 1 1 1 0 1

[101] 0 0 1 0 1 0 1 1 1

[011] 0 0 0 1 1 1 0 1 1

[111]2 0 0 0 0 1 1 1 1 2

[010] 0 0 0 0 0 1 0 0 1

[100] 0 0 0 0 0 0 1 0 1

[001] 0 0 0 0 0 0 0 1 1

[000] 0 0 0 0 0 0 0 0 1

(40)

Proposition 16. Let U , V , W be a triplet in a k-dimensional space E, with given invariants m111,m110,m011,

m101,h,m100,m010,m001,m000 . Then the order of the automorphism group A of the triplet is given by

|A| = qE A[m111]![m110]![m011]![m101]![h]![m100]![m010]![m001]![m000]! (41)

where

E A =
(

k − h

2

)
+ h(m111 + m000) − m110m011 − m011m101 − m101m110 − m110m001

− m011m100 − m101m010 − m100m010 − m010m001 − m001m100. (42)

Proof. The space of endomorphisms of the triplet splits into the direct sum

End(U , V , W ⊂ E) =
∑

Hom(mi Ti,m j T j),

where Ti ’s are the indecomposables and mi ’s are the number of Ti ’s in the decomposition. The
nonzero entries in the table (40) form a triangular matrix. This shows that nonsingularity is obtained
if we choose the elements of the diagonal entries Hom(mi Ti,mi Ti) from GL(mi). The other summands
are completely free. Hence we have
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|A| = qF S
∣∣GL(m111)

∣∣∣∣GL(m110)
∣∣∣∣GL(m011)

∣∣∣∣GL(m101)
∣∣∣∣GL(h)

∣∣∣∣GL(m100)
∣∣

× ∣∣GL(m010)
∣∣∣∣GL(m001)

∣∣∣∣GL(m000)
∣∣

where F S is the number of free summands and it is given by

F S = (m111 + h + m000)(m110 + m011 + m101 + m100 + m010 + m001) + m110(m100 + m010)

+ m011(m010 + m001) + m101(m001 + m100) + m111m000 + 2h(m111 + m000).

Substituting the cardinalities of GLs and collecting the exponents we obtain the result. �
3.2.2. The number of triplets

In this part we will obtain the number of triplets with given dimensions and the dimensions of
intersections. We denote the dimension of a space U by u and the dimension of an intersection by
the product notation, e.g. dim(U ∩ V ) = uv . The correspondence between the natural invariants and
the dimensions are as follows

m110 = uv − uv w, m100 = u − uv − wu + uv w − h, (43)

m011 = v w − uv w, m010 = v − v w − uv + uv w − h, (44)

m101 = wu − uv w, m001 = w − wu − v w + uv w − h, (45)

m111 = uv w, m000 = k − d, (46)

d = dim(U + V + W ) = u + v + w − uv − v w − wu + uv w − h. (47)

Proposition 17. The number NU ,V ,W of triplets U , V , W in a k-dimensional space with given dimensions
u, v, w, uv, v w, wu, uv w and h is given by

NU ,V ,W = qEXP [k]!
D(U , V , W )

, (48)

where

D(U , V , W ) = [uv w]![uv − uv w]![v w − uv w]![wu − uv w]![h]![k − d]!
× [u − uv − wu + uv w − h]![v − v w − uv + uv w − h]!
× [w − wu − v w + uv w − h]!,

d = u + v + w − uv − v w − wu + uv w − h,

EXP = (uv + v w + wu)
(
uv + v w + wu − (u + v + w) + 2h − 3uv w

)
+ u × v + v × w + w × u + (uv w − h)(u + v + w + 3uv w)

+ h(3h − 1)

2
.

Proof. The group GL(k) has a transitive action on the triplets, hence the number of triplets NU ,V ,W
is the index of the automorphism group. We know the order of the automorphism group by Eq. (41).
An easy calculation gives the number of triplets with given natural invariants

NU ,V ,W = qEC [k]!
(49)
[m111]![m110]![m011]![m101]![h]![m100]![m010]![m001]![m000]!
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where

EC = kh + m110m011 + m011m101 + m101m110 + m110m001 + m011m100

+ m101m010 + m100m010 + m010m001 + m001m100 − h(h + 1)

2
− h(m111 + m000). (50)

When we substitute the dimensions and the dimensions of intersections of the spaces by Eqs. (43)
through (47) into the previous formula we get the number of triplets in the desired form. �
3.3. The triple correlation between the ranks

The joint cumulants are generalizations of the covariance to the case of more than two variables.
Let ξ = (ξ1, ξ2, . . . , ξn) be a random vector. The joint cumulant of the random variables ξi is given by

σ(ξ) = ∂n

∂λ1∂λ2 . . . ∂λn
log

(
E

(
exp(λ1ξ1 + λ2ξ2 + · · · + λnξn)

))∣∣∣
λ=0

. (51)

The correlations are expressed via the joint cumulants in a simple way

E(ξ1ξ2 . . . ξn) =
∑

I

∏
i

σ(ξIi ), (52)

where the summation is over all the disjoint partitions I of {1,2, . . . ,n} into nonempty subsets I i .

Example 18. The first three joint cumulants are given as follows

σ(X) = E(X),

σ (X, Y ) = cov(X, Y ),

σ (X, Y , Z) = E(XY Z) − cov(X, Y )E(Z) − cov(Y , Z)E(X) − cov(Z , X)E(Y )

− E(X)E(Y )E(Z).

In this section we give the formula of the cumulant σ(q−rI ,q−r J ,q−rK ) of the random variables
q−rI ,q−r J ,q−rK . We remind that

σ
(
q−rI ,q−r J ,q−rK

) = E
(
q−rI −r J −rK

) − E
(
q−rI

)
cov

(
q−r J −rK

) − E
(
q−r J

)
cov

(
q−rK −rI

)
− E

(
q−rK

)
cov

(
q−rI −r J

) − E
(
q−rI

)
E

(
q−r J

)
E

(
q−rK

)
. (53)

Through the calculations we use the following abbreviations for the column sets and their cardinalities

I J = I ∩ J , I J = (I ∩ J ) \ K , I = I \ ( J ∪ K ),

J K = J ∩ K , J K = ( J ∩ K ) \ I, J = J \ (K ∪ I),

K I = K ∩ I, K I = (K ∩ I) \ J , K = K \ (I ∪ J ),

I J K = I ∩ J ∩ K .

The column submatrix spanned for example by I ∩ J = I J will be denoted by G I J .
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Recall that we made use of the joint probability distribution of the ranks of submatrices for the
covariance between the rank functions. For the triple correlations we need the joint probability dis-
tribution of the ranks of three submatrices. Analogous to the previous case we will introduce an
auxiliary probability which gives the joint distribution after a summation over its parameters.

Let us consider a k × n matrix G , let I, J , K ⊂ {1,2, . . . ,n} be column sets such that the column
sub-matrices G I , G J , G K span the matrix, i.e. |I ∪ J ∪ K | = n. Let U , V , W ⊂ F

k
q be the column spaces

of the sub-matrices G I J , G J K and G K I . Let rI , r J , rK , rI J K be the ranks of the column sub-matrices
G I , G J , G K and G I J K respectively. To keep the notation short we will refer to the invariants of the
triplet as U , V , W as well. Let P (rI , r J , rK , U , V , W , rI J K ) be the probability that G has the described
properties.

Proposition 19. The probability P (rI , r J , rK , U , V , W , rI J K ) is given by

P (rI , r J , rK , U , V , W , rI J K ) = q−kn+E P NU ,V ,W P (54)

where NU ,V ,W is given in Eq. (48), EP and P are defined as follows

EP = I J K uv w + I J u + J K v + K I w + k(I + J + K ), (55)

P = P (I J K , uv w, rI J K )P (I J , u − rI J K , u − rI J K )P ( J K , v − rI J K , v − rI J K )

× P (K I, w − rI J K , w − rI J K )P (I,k − w − u + wu, rI − w − u + wu)

× P ( J ,k − u − v + uv, r J − u − v + uv)

× P (K ,k − v − w + v w, rK − v − w + v w). (56)

Proof. We will find the number N(rI , r J , rK , U , V , W , rI J K ) of matrices with given properties so that
we will have

P (rI , r J , rK , U , V , W , rI J K ) = q−kn N(rI , r J , rK , U , V , W , rI J K ). (57)

The triplet of subspaces that G I J , G J K , G K I form can be fixed among NU ,V ,W triplets.
The columns in I J K must be chosen from the uv w-dimensional space with rank rI J K . The number

of column submatrices G I J K is given by the factor qI J K uv w P (I J K , uv w, rI J K ).
We will extend this construction to the column sets I J , J K and K I . The columns in I J must

be chosen in U and they must extend the I J K column vectors to a matrix of rank u. The num-
ber of such vector sets is equal to qI J u P (I J , u − rI J K , u − rI J K ) in the notation of Eq. (21). Ex-

tending the column set I J K to J K and K I brings the factors q J K v P ( J K , v − rI J K , v − rI J K ) and

qK I w P (K I, w − rI J K , w − rI J K ) respectively.
Finally we will extend the construction to the column sets I, J and K . For the set I , we have the

given I J ∪ K I columns with the rank dim(W + U ) = w + u − wu. The generators this time will be
chosen in F

k
q , they will extend the column set I J ∪ K I to I to have rank rI . So, the number of choices

for the column set I is qkI P (I,k − (w + u − wu), rI − (w + u − wu)). Similarly the number of the
column sets for J and K are qk J P ( J ,k − (u + v − uv), r J − (u + v − uv)) and qkK P (K ,k − (v + w −
v w), rK − (v + w − v w)) respectively. Bringing these factors we get

N(rI , r J , rK , U , V , W , rI J K ) = qE P NU ,V ,W P

where P is the product of all the probabilities mentioned and EP comes from the exponents appearing
before them. The probability follows from Eq. (57). �
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We will obtain the correlation between the ranks of a triplet of submatrices by the auxiliary
probability.

Theorem 20. Let G be a random k × n matrix. Let I, J , K ⊂ {1,2, . . . ,n} be three column subsets with
|I ∪ J ∪ K | = n. The triple correlation E(q−rI −r J −rK ) between the ranks is given by

E
(
q−rI −r J −rK

) =
∑

q−kn+E P−rI −r J −rK NU ,V ,W P , (58)

where E P and P are given in Eqs. (55) and (56) respectively. The sum runs over rI , r J , rK , all the invariants
u, v, w, uv, v w, wu, uv w,h of triplets with rI J K that are subject to the constraints (61) through (73).

Proof. The triple correlation is given by

E
(
q−rI −r J −rK

) =
∑

rI ,r J ,rK

q−rI −r J −rK P (rI , r J , rK ),

where P (rI , r J , rK ) is the joint probability of the ranks rI , r J and rK . We get this probability by
summing up over the rest of the parameters from P (rI , r J , rK , U , V , W , rI J K ) given in Eq. (54). So the
correlation becomes

E
(
q−rI −r J −rK

) =
∑

rI ,r J ,rK

q−rI −r J −rK
∑

P (rI , r J , rK , U , V , W , rI J K ) (59)

with the inner sum running over the parameters rI J K ,h, uv w, uv, v w, wu, u, v, w . When we substi-
tute P (rI , r J , rK , U , V , W , rI J K ) given in (54) we obtain

E
(
q−rI −r J −rK

) =
∑

q−kn+E P−rI −r J −rK NU ,V ,W P , (60)

where NU ,V ,W , E P and P are given in Eqs. (48), (55) and (56) respectively.
The constraints for the parameters are the natural bounds so that no negative q-factorial appears

in the formula

0 � rI J K � min(I J K , uv w), (61)

0 � uv w � min(uv, v w, wu), (62)

max(u + v − r J ,0) � uv � min(u, v), (63)

max(v + w − rK ,0) � v w � min(v, w), (64)

max(w + u − rI ,0) � wu � min(w, u), (65)

0 � u � min(rI , r J , I J ,k), (66)

0 � v � min(r J , rK , J K ,k), (67)

0 � w � min(rK , rI , K I,k), (68)

0 � rI � min(I,k), (69)

0 � r J � min( J ,k), (70)

0 � rK � min(K ,k), (71)

and finally for h we have
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h � min(u − uv − wu + uv w, v − v w − uv + uv w, w − wu − v w + uv w), (72)

h � max(u + v + w − uv − v w − wu + uv w − k,0). � (73)

3.4. The closed formula of the cumulant

Although the triple correlation formula (58) is extremely complicated modern computers with
algebra packages can easily handle it. We provide a Maple procedure for evaluation at the web ad-
dress [15]. Numerous computer experiments suggest that there exists a closed formula for the triple
correlations. The formula becomes simpler for the cumulant (53). We give the formula for the cu-
mulant suggested by experiments as a conjecture. The triple correlations can be obtained using the
conjecture below and Eq. (53). The formula extends the previous results. When we set for example
K = ∅ in the triple correlation formula, we get the pair correlations.

Conjecture 21. Let G be a k × n matrix and let I, J , K ⊂ {1,2, . . .n} be three column sets. Then the cumulant
σ(q−rI ,q−r J ,q−rK ) is given by

σ
(
q−rI ,q−r J ,q−rK

) = (q − 1)2(qk − 1)

q3k+I+ J+K

(
qI J+ J K+K I−I J K − (

qI J + q J K + qK I)

+ 2 + (
qk − q

)(
qI J K − 1

))
.

We give an other conjecture which is on the joint cumulant of rank functions of three arbitrary
submatrices. We remind the reader that when L is a row set and I is a column set rLI denotes the
rank of the matrix spanned by the row set L and the column set I .

Conjecture 22. Let G be a random k × n matrix, let I, J , K ⊂ {1,2, . . . ,n} be column sets and L, M, N ⊂
{1,2, . . . ,k} be row sets. Then the joint cumulant of the rank functions q−rLI ,q−rM J and q−rN K is

σ
(
q−rLI ,q−rM J ,q−rN K

)

= (q2 − 1)

q|I|+| J |+|K |+|L|+|M|+|N|
((

qI J K − 1
)(

qLM+MN+N L−LMN − 1
)

+ (
qLMN − 1

)(
qI J+ J K+K I−I J K − 1

) − (
qI J − 1

)(
qLM − 1

) − (
q J K − 1

)(
qMN − 1

)
− (

qK I − 1
)(

qN L − 1
) − (q + 1)

(
qI J K − 1

)(
qLMN − 1

))
.

Using similar arguments as in the proof of Theorem 11 one gets the corresponding conjectures for
the coefficients of the weight enumerators. We sketch the line as follows. Let G be a random k × n
matrix and C be the code assuming G as a generator matrix. Let

Si =
∑
|I|=i

qk−rI ,

so that

W C (1 + x) =
∑

i

Si x
i

and

σ
(
W C (1 + x), W C (1 + y), W C (1 + z)

) =
∑
i, j,l

σ(Si, S j, Sl)xi y j zl. (74)
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For σ(Si, S j, Sl) we will calculate generating functions. For this we will put the conjectural formula
in the following form

σ
(
q−rI ,q−r J ,q−rK

) = (q − 1)2(qk − 1)

q3k

(
q−(I∪ J∪K ) − (

q−(I∪ J)−K + q−( J∪K )−I + q−(K∪I)− J )

+ 2q−I− J−K + (
qk − q

)(
q−I− J− J+I J K − q−I− J−K ))

.

This gives the cumulants of the coefficients Si ’s as follows

σ(Si, S j, Sl) = (q − 1)2(qk − 1
) ∑

|I|=i, | J |= j, |K |=l

(
q−(I∪ J∪K ) − q−(I∪ J )−K − q−( J∪K )−I

− q−(K∪I)− J + 2q−I− J−K + (
qk − q

)(
q−I− J− J+I J K − q−I− J−K ))

. (75)

Let us introduce more notations now and let [xi y j zl]M(x, y, z) be the coefficient of xi y j zl in a poly-
nomial M(x, y, z). It is easy to check that

∑
q−(I∪ J∪K ) = [

xi y j zl]((x + 1)(y + 1)(z + 1) + q − 1
)n

q−n,

∑
q−(I∪ J )−K = [

xi y j zl]((x + 1)(y + 1) + q − 1
)n

(z + q)nq−2n,

∑
q−( J∪K )−I = [

xi y j zl]((y + 1)(z + 1) + q − 1
)n

(x + q)nq−2n,

∑
q−(K∪I)− J = [

xi y j zl]((z + 1)(x + 1) + q − 1
)n

(y + q)nq−2n,

∑
q−I− J−K = [

xi y j zl](x + q)n(y + q)n(z + q)nq−3n,

∑
q−I− J−K+I J K = [

xi y j zl]((x + 1)(y + 1)(z + 1) + (q − 1)(x + y + z + q + 1)
)n

q−2n,

where all the summations are over I, J , K ⊂ {1,2, . . .n} with |I| = i, | J | = j and |K | = l. This set of
sums once put in Eq. (75) gives the cumulant σ(Si, S j, Sl). Then summation over i, j, l gives the joint
cumulant of the coefficients of the weight enumerator given in Eq. (74). When we substitute x − 1 for
x, y − 1 for y and z − 1 for z we get the joint cumulant of triplet of the coefficients Ais

σ
(
W C (x), W C (y), W C (z)

) =
∑
i, j,l

σ(Ai, A j, Al)xn−i yn− j zn−l.

We give the joint cumulants of triplets of coefficients of the weight enumerator as a corollary to
Conjecture 21.

Corollary 23. The joint cumulants of the coefficients of W C (t) are given by

σ
(
W C (x), W C (y), W C (z)

) = (q − 1)2(qk − 1
){

q−n(xyz + q − 1)n

− q−2n(
(xy + q − 1)n(z + q − 1)n + (yz + q − 1)n(x + q − 1)n

+ (zx + q − 1)n(y + q − 1)n) + 2q−3n(x + q − 1)n(y + q − 1)n(z + q − 1)n

+ (
qk − q

)[
q−2n(

xyz + (q − 1)(x + y + z + q − 2)
)n

− q−3n(x + q − 1)n(y + q − 1)n(z + q − 1)n]}
.
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Given G we can consider the code C⊥ which assumes G as a parity check matrix with the weight
enumerator W C⊥ (t) = ∑

i A⊥
i tn−i . Once again MacWilliams duality transforms the previous corollary

to this case.

Corollary 24. The joint cumulants of the coefficients of W C⊥ (t) are given by

σ
(
W C⊥ (x), W C⊥ (y), W C⊥ (z)

) =
∑
i, j,l

σ
(

A⊥
i , A⊥

j , A⊥
l

)
xn−i yn− j zn−l

= q−3k(q − 1)2(qk − 1
){(

xyz + (q − 1)(x + y + z + q − 2)
)n − (xyz)n

− (
(xy + q − 1)n − (xy)n)

zn − (
(yz + q − 1)n − (yz)n)

xn

− (
(zx + q − 1)n − (zx)n)

yn + (
qk − q

)[
(xyz + q − 1)n − (xyz)n]}

.
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