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Abstract: The quickest detection of the unknown and unobservable disorder time, when
the arrival rate and mark distribution of a compound Poisson process suddenly changes,
is formulated in a Bayesian setting, where the detection delay penalty is a general smooth
function of the detection delay time. Under suitable conditions, the problem is shown to be
equivalent to the optimal stopping of a finite-dimensional piecewise-deterministic strongly
Markov sufficient statistic. The solution of the optimal stopping problem is described in
detail for the compound Poisson disorder problem with polynomial detection delay penalty
function of arbitrary but fixed degree. The results are illustrated for the case of the quadratic
detection delay penalty function.

Keywords: Bayesian sequential change detection; Compound Poisson disorder problem;
Optimal stopping; Piecewise-deterministic Markov processes.

Subject Classifications: 62L.10; 62L15; 62C10; 60G40.

1. INTRODUCTION

Suppose that the arrival rate and mark distribution of a compound Poisson process
changes at some unknown and unobservable disorder time. We would like to detect
the disorder time by a stopping rule that depends only on the observations of the
point process and that minimizes the total risk arising from frequent false alarms
and long detection delay times.

The disorder time is assumed to follow a zero-modified exponential distribution.
The formulation of the problem is Bayesian, and for each stopping time of point
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process observations, the Bayes risk is the expected sum the false alarm frequency
and detection delay penalty, which is a general smooth function of the detection
delay time.

The compound Poisson disorder problems arise in homeland security to detect
and analyze the abnormal flow of passengers and commodities at the ports of
entries, in computer network security to identify attempts to gain unauthorized
control of services from incoming packet flows to various communication ports
of Web servers, and in public health to determine the onset of an epidemic in
a geographical area from the fluctuations in the emergency room visits to the
hospitals.

Several non-Bayesian formulations and solutions of the quickest change-
detection problems have been studied by Baron and Tartakovsky (2006), Hadjiliadis
(2005), Hadjiliadis and Moustakides (2005), Moustakides (2004, 2008), and Shiryaev
(1996) in continuous time, and by Lorden (1971), Moustakides (1986), Pollak
(1985), Tartakovsky (2008), and Tartakovsky and Veeravalli (2004) in discrete
time. Shiryaev (1963) introduced and solved the Bayesian formulation of quickest
detection problem for general distributions in discrete time and for a change in
the drift of a Brownian motion in continuous time. Galchuk and Rozovskii (1971)
formulated simple Poisson disorder problem and provided partial solution, which
has been completed by Peskir and Shiryaev (2002). Gapeev (2005) solved compound
Poisson disorder problem with exponentially distributed jumps. The solution for
the general case was provided by Dayanik and Sezer (2006). Bayesian sequential
detection of a change in the local characteristics of a finite-activity Lévy process
has been formulated and solved by Dayanik et al. (2008). Basseville and Nikiforov
(1993), Peskir and Shiryaev (2006), and Poor and Hadjiliadis (2008) give a detailed
review of the literature on both non-Bayesian and Bayesian sequential change
detection problems.

Higher moments of detection delay time were shown by Baron and Tartakovsky
(2006) and Tartakovsky and Veeravalli (2004) to be asymptotically minimized by
the Shiryaev’s procedure in Bayesian setting. The solution of Bayesian sequential
change detection problems with exponential detection delay penalties were found
by Poor (1998) in discrete time, by Beibel (2000) in detecting a change in the
drift of a Brownian motion, by Bayraktar and Dayanik (2006) and Bayraktar
et al. (2005) in simple Poisson disorder problem, and by Dayanik and Sezer (2006)
in compound Poisson disorder problem. Shiryaev (1964, 2008) and Shiryaev and
Zryumov (2009) derived the sufficient statistics for sequential change detection
problems with nonlinear detection delay penalty costs, which include as special
cases the higher moments and exponential functions of detection delay time. Gapeev
(2006) studied nonadditive Bayesian problems of detecting a change in the drift rate
of an observed diffusion.

We give the precise description of the compound Poisson disorder problem in
Section 2, where we show that for infinitely continuously differentiable detection
delay penalty functions, there are countably infinitely many piecewise deterministic
strongly Markov sufficient statistic for the problem. Our derivation is different
from that of Shiryaev (2008) in that we use a suitable reference probability
measure, change of measure, and change-of-variable formula to systematically
“complete” minimal sufficient statistic to a Markov sufficient statistic. The
detection delay penalty functions, which are the solutions of homogeneous m + 1st
order constant coefficient ordinary differential equations, are shown to lead to



Compound Poisson Disorder Problems 195

an m-dimensional sufficient statistic, which is a piecewise deterministic strong
Markov process. Therefore, any penalty function that is a linear combinations
of products of exponential, polynomial, and sinusoidal functions is a solution of
some homogeneous constant-coefficient ordinary differential equation and leads
to a finite-dimensional sufficient statistic that is a piecewise deterministic strongly
Markov process. In the meantime, the disorder problem can be reduced to an
optimal stopping problem, and with a finite-dimensional piecewise deterministic
strongly Markov process, one can solve it by using dynamic programming and
successive approximations.

In Section 3, we explain the solution methodology in detail by specializing
to polynomial disorder detection penalty function with arbitrary but fixed degree.
By means of suitable dynamic programming operator, the continuous-time optimal
stopping problem is reduced to an essentially discrete-time optimal stopping
problem. This approach is based on the stochastic dynamic optimization theory
for piecewise deterministic Markov processes; see, for example, Gugerli (1986) and
Davis (1993). The dynamic programming operator maps every bounded function to
another bounded function, whose value at every point in the domain is obtained as
the solution of a straightforward deterministic optimization problem. The repeated
applications of the dynamic programming operator to constant zero mapping result
in successive approximations of the key optimal stopping problem’s value function,
which turns out to be unique bounded fixed point of the dynamic programming
operator. In the meantime, the solutions of deterministic optimization problems
naturally lead to nearly-optimal detection alarm times. We show that optimal alarm
time exists and can be characterized as the first hitting time of the Markov sufficient
statistic to a closed convex subset, which can be approximated arbitrarily well by the
zero sets of the successive approximations of the value function. We also show that
successive approximations converge to the value function over state space uniformly
and exponentially fast, and explicit error bound allows one to set the accuracy of
nearly-optimal alarm times to any desired level.

In Section 4, we illustrate some of the findings on the compound Poisson
problem with quadratic detection delay penalty cost function. We described
qualitatively, but quite explicitly, the form of optimal stopping time of the auxiliary
optimal stopping problem, which is also the optimal alarm time for the compound
Poisson disorder problem. Finally, the long proofs of selected results are deferred
to the Appendix.

2. PROBLEM DESCRIPTION

Let (T,,Z,), n>1 be a compound Poisson process whose arrival rate 1 and
mark distribution v on some measurable space (E, &) changes from (4, v,) to
(41, v;) at some unobservable disorder time ®, which has zero-modified exponential
distribution

P(O®=0}=p and P{O@>1}=(1—-p)e ™, >0

for some known constants 4, > 0, 4, > 0, 2 > 0, 0 < p < 1, and known probability
distributions v, and v, on (E,e). We want to detect the disorder time ® by
means of a stopping time t of the observation filtration ¥, = o{(T,,Z,);n > 1
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such that 7, <t}, t > 0 so as to minimize the expected total risk of false alarms and
detection delay time. For every (¥,),.,-stopping time we define the Bayes risk as

Rr(p) = ]E[l{r<(~)} + f(T - ®)1{12(~)}]

for some general sufficiently smooth penalty function f: R, — IR of detection
delay time (r — ®)*. We would like to (i) calculate the smallest Bayes risk

ing R.(p) foreveryO0<p <1,
1€

where the infimum is taken over the collection & of all (7,),.,-stopping times; and
(i) find a stopping time in & which attains the infimum, if one such stopping time
exists.

It is always possible to construct a probability space (Q2, 7, IP_ ) with a reference
probability measure P, under which (i) (7,, Z,),>, is a compound Poisson process
with arrival rate 4, and mark distribution v, on (E, &), and O is an independent
random variable with zero-modified exponential distribution. Suppose that 4, is a
positive constant and v, is a probability distribution on (E, ¢) absolutely continuous
with respect to vy, and either 4, # 4, or vy #v,. Let G, :=d(®)V F, t>0 be
the filtration obtained by augmenting (%,),., with the information about ® and
define the probability measure IP locally on (Q, 6,) through the Radon-Nikodym
derivatives

dp L,
E . =Z = 1{t<(")} + l{rz(-)}L_G)’ t>0,
where
o Ay dv
L = ¢ i)t e} VA
t ‘ n:l;lgt <)‘0 dVO( Vl)
t A
- exp{—(il —;vo)z+/0 /E(log f%(@)zv(ds, dz)},

Y0 Vo

and N(ds, dz) is the Poisson random measure on (IR, x E, B(R,) x &) with mean
measure A,dsv,(dz) under IP. Girsanov’s change-of-measure theorem guarantees
that (T,,Z,),~; and O have jointly the same statistical law under IP as they
are described in the introduction. Therefore, we will work in the remainder
with IP obtained by a change-of-measure from the reference probability measure
P, on (Q,%,). The change-of-variable formula gives the dynamics of process
L={L,,F,;t>0} as

Ay dv,

Ly=1 and dL,=L,_ < (z) — 1)[N(dt, dz) — Apdtve(dz)], =0. (2.1)

-
Ao dvy

For every stopping time t € &, we have
E[f(t — ©)](..e)] — f(0)P{z = O}

-0
— E[(/(: = 0) ~ SO o) = E| 1 [ 1001

= IE[I{?@} f@ f@— @)dt] = ]E[/O f@— @)l{gst}l{m}dt].
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Because 1A ® is IP_-as. finite stopping time of (94,),., and Zg,, =Zg =1 on
{® <1}, we have

Ple > 0) = EulZo1 ol = Pulr = 0) = p+ (1 = pIE| [ e bat].

Since Z,1(g., = l;p-, for every t >0, the independence of ® and 7, under P,
implies that we have [E_[Z,1o.,|%] =P {0 > 1} = (I — p)e™™ for every t >0,
and

IE|:/0 1t — ®)1{®<t]1{r>t]dt:|

| [T B2 Ol |71

IEoo[th,([ - ®)1{®§t} | Gfr] d[)
]Eoo[Ztl[G)>t] | gt]

= ]Eoo(‘/o ]Eoo[Ztl{(")>t} |97t]

=(1- p)IEw|:/ e‘”fbfl)dt:|
0
in terms of the first element of the sequence of processes

CD(n) L IEOO[Z[f(")(t - ®)1{®5r} |qr] _ IE[f(”)(t - ®)1{®5r} |(#‘,]
t ]Eoo[Ztl{®>t} |th] ]P{® > t| gl}

t>0, n>1,

where we denote by f the nth derivative of f(-), and the last equality follows
from Bayes formula. Therefore, the Bayes risk of every stopping time t € S can be
written as

Rp) = Pl < 0) 4 SOP(r = 0) + | [ 1= 011100yt
=1—p+pf0)+(1— p)IEOO[/OT e (D + 2£(0) — i)dt].

Proposition 2.1. If the detection delay penalty function f(-) is continuously
differentiable, then the Bayesian sequential quickest detection problem is equivalent to
solving

WER () = 1= pot 20+ (1= i | [ (@l 4 2500) = s, 0<p<1.
TE TE: 0

If the optimal stopping problem on the righthand side admits an optima (7,),.-stopping
time, then it is also a Bayes-optimal change-detection alarm time for the compound
Poisson disorder problem.

In the remainder, we will develop and use methods to solve the optimal stopping
problem of Proposition 2.1 and identify optimal and nearly-optimal stopping times.
The process ® = {<I>,(1), F,; t > 0}, is a sufficient statistic for the quickest detection
problem in the sense that {®V;0 <s <t} summarizes all of the information
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contained in the observations 7, up to and including time 7 for a decision to be made
at time ¢ between raising an alarm and waiting for at least some more infinitesimal
amount of time. However, ® is in general not a Markov process under P_,.

In general, if f(-) is (m + 1)-times continuously differentiable for some m > 1,
then the processes ®" = {<Df"), F,;t >0}, 1 <n < m follow the dynamics

n p n
® = /0.

o o .
Ao = [A(f™(0) + &) + &V ]dr + @ <%—v1 (2) - 1)
E /LO dVO

x [N(dt,dz) — Adtvy(dz)], >0, 1 <n<m, 2.2)

the derivation of which is a straight-forward application of It6 rule. For
every 1<n<m, the drift of ®" depends on ®"*), and the process
(@, ..., ®"™),F;t>01 is in general not a Markov process. If f(-)
is infinitely continuously differentiable, then wunder suitable conditions
{(dbfl), <I>,(2),...),E’i,; t>0}, will be an infinite-dimensional Markov process. The
finite system of stochastic differential equations in (2.2) is “closable,” for example, if

@+ can be expressed in terms of @1, ..., & in which case the m-dimensional
process {(@fl), e d)ﬁ"”), F,; t > 0} is a Markov sufficient statistic for the sequential

change detection problem.

In attacking general sequential statistical problems for processes with stationary
and independent increments, the importance and the explicit form of Markov
sufficient statistics were noticed first in discrete time by Shiryaev (1964) and then in
continuous time by Shiryaev (2008, Theorem 1 and Remark 4), who recently derived
them for the generalized Bayesian nonlinear quickest detection of an abrupt change
in the drift of a Brownian motion and in the arrival rate of a simple Poisson process.

Example 2.1. In each of the following examples, the system in (2.2) is closable, and
the m-dimensional process {(bel), cees @ﬁm)), F,;t > 0} is a piecewise deterministic
strong Markov process.

(1) Suppose that f(t) = ay+ a,(t — b)) + ay(t — b,)* + - -- + a,,(t — b,,)" for
every ¢t > 0 for some constants a,, b, ...,a,,b,. Then f™+D(.)=0 and P_-a.s.
®" ™ =0 for every t > 0. The simple Poisson disorder problem (i.e., 4, # 4, and
v, =v,) with linear detection delay penalty function f(¢) =t was formulated and
partially solved by Galchuk and Rozovskii (1971). The complete solution was later
given by Peskir and Shiryaev (2002) by using method of variational inequalities.
Later, Dayanik and Sezer (2006) described the solution of compound Poisson
disorder problem with linear detection delay penalty by first reducing the original
problem to a discrete-time optimal stopping problem, which is then solved with
successive approximations.

(2) Suppose that f(f) = ae” + ¢, t > 0 for some constants a, b # 0, and c.
Then £ (1) = abe® and f@ (1) = ab*e" = bf " (1). Therefore, D> = bd'" for every
t >0, and m = 1 because

abp

(1)
% =1,
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Ay dv
o = [1(®!" o o [ (20 -1
d [A(®: + ab) + b, ]dr + D /E iOdVO(z)

x [N(dt, dz) — Jydtdz], £20

is autonomous, and the sufficient statistic {CI>f'), %,; t > 0} for the sequential change
detection problem is a one-dimensional piecewise deterministic strong Markov
process. The simple Poisson disorder problem with exponential detection delay
penalty and a = —c = 1 was solved by Bayraktar et al. (2005) ? by the method
of variational inequalities. The compound Poisson disorder problem with the same
exponential detection delay penalty function was later solved by Dayanik and Sezer
(2006) with successive approximations applied to an equivalent essentially discrete-
time optimal stopping problem.

(3) Suppose that the detection delay penalty function f is (m 4+ 1)-times
continuously differentiable, and that f() solves mth order constant coefficient
homogeneous ordinary differential equation

0=c fO0) +crfP) + -+ ¢, f™ () + f™D (1) for every t > 0.

Then we have P_-a.s. """ = — > ¢, ®" for all >0, and the system of m
stochastic differential equations in (2.2) is autonomous. Hence, the m-dimensional
process {(CI>§1), cees (Dim)), F,;t >0} is a strong Markov sufficient statistic for the
sequential change detection problem. For suitable constants p,, a,, o, b,, f,,, 7, for
1 < n < m, the general solution of the mth order constant coefficient homogeneous

ordinary differential equation is

f(t) = > (a,coso,t+ b,sin f,)t""e", 1> 0.

n=1

In the remainder, we will specialize to the detection delay penalty function
f(t) = ¢, t > 0 for an arbitrary but fixed m > 1 and describe in detail the solution
of compound Poisson disorder problem. The method easily extends other cases with
finite-dimensional Markov sufficient statistics. For every a > 0,

N 0, if0<t<a,
lim (—) =11, ift=aqa,
m—oo \

oo, if t> a,

and for large m, t— (t/a)” is a reasonable penalty function for the sequential
change detection problems, where detection delay less than a is tolerable, but
detection delay more that a is completely unacceptable. For convenience, we take
a = 1. Proposition 2.2 now follows from Proposition 2.1 and (2.2).

Proposition 2.2. Suppose that the detection delay penalty function is f(t) =t™ for
every t > 0 for some m > 1. Then the minimum Bayes risk equals

. pm!
mfR.(p)=1-p+1-pV[0,...,0,—— ], 0<p<1
€S 1—[7
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in terms of the value function of the discounted optimal stopping problem

m-times

T A ———
V(¢) = inf IE;"O[ / e—“g(cp,)dt], peR? =R, x - xR, (2.3)
1€l 0

with running cost function g:R" > IR defined by g(¢p)=el¢p—i=¢d —4
for the m-dimensional piecewise deterministic Markov process & ={d, =

(<I>§l), s, (me)), F,; t > 0}, whose dynamics are
2o d
A" = [1d" + & ]dr + o (#i(z) - 1)
£ \ 4y dvy

x [N(dt, dz) — Aydtvy(dz)], =0,
(I)(()”) = ﬁf(")(O) =0 foreveryn=1,...,m—1,and

Ay dv
do™ a1

AP + m)dr + D i ( () — 1>[N(dt, dz) — Zdtvy(dz)], >0,

Ao dvg
!
= o =
where for every ¢ € R} expectation IE? is taken under P, such that P_{®, = ¢} = 1.

The jumps and deterministic evolution between jumps of process ® can be
separated, and its dynamics can be written compactly as

0
I A d
oy =P dd, = (AD, + b)di + @, <$i(z)—1>zv(dt,dz), >0,
I-pilo £\ o dv,
_1 mx1
71 0 07
o 0 i 1 0 0
o= : | a=_|: L ,
o 0 P10
-t 0 0 i1
0 0o 0 il
[0
b= 0 L A=A =g — 2
| Am! il

Proposition 2.3. The process @ ={®, = (<ID,(1), e, d)ﬁ"”), F,t>0} is an

m-dimensional piecewise deterministic strong Markov process under PP, and P_-a.s.
for every t > 0
QD(l - Tn’ CI)T,,)’ lft € [Tn’ T)H»l)for some n = 0’

CI) - )\.1 dvl

! @(Tn+1 - Tn’ (I)T )’ (Zn+1) l:ft = Tn+1 fOV some n 2 0’
" Ay dvyg
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where T, =0, and mapping (t,¢)— o(t, ¢) = (¢t @), ..., ¢, ¢)) R x
R — R defined by

A(p+ATD)Y—Ab, if L £0
eAtd)—f—(/ eAsds>b, if.=0
0

is the solution of the system of m linear ordinary differential equations
dx(t) = Ax(t) + b, t > 0 with initial condition x(0) = ¢. If . > 0, then lim, . _ ¢(t, ) =
—A7'b for every ¢ € RT. If 4.<0, then tvw— @, (t, ) is strictly increasing and
lim, ., ¢,(t, ¢) = 400 for every 1 <n < m and ¢ € RY.

o(t, 9) = for every t > 0 and ¢ € R,

3. A DYNAMIC PROGRAMMING OPERATOR AND THE SOLUTION

Let us define for every bounded function w: R > R
Ay dwy ”
(k@) = [ w(97 9@ uea, o e, G

Gu)(g.n) = [ g iy(Kudl(e(t, 9)dr, 720, pERL (32)
(Juw)(§) = inf(Ju)(§,7), 120, ¢ € R, (3.3)

Operators J and J, naturally appear in the optimality equation satisfied by the value
function of the optimal stopping problem in (2.3). This important connection is the
result of the special characterization of stopping times T € & as described below by
Proposition 3.1, the proof of which essentially follows from the arguments of Liptser
and Shiryaev (2001, pp. 270-271).

Proposition 3.1. Forall t € & and n > 0, there is an ?77" -measurable nonnegative r.v.
R, such that P -a.s.

Larplt AT ] = Vo) [(T, + R) A T4, (3.4)
{t>2T}={R 2T, T\ +R 2T5,.... T, +R,_, > T,}, (3.5)

{Tn S T< Tn+1} = {RO Z Tl’ TI +R1 Z TZ’ R Tnfl +Rn7 Z Tn’ Tn +Rn < Tn+1}'
(3.6)

Toward a solution of the optimal stopping problem in (2.3) with detection delay
penalty function f(z) = ", t > 0 for arbitrary but fixed m > 1, let us consider the
following policy: suppose that we agreed to stop at some fixed stopping time 1€ &
if T < T}, namely, if no mark (and therefore no new information) has arrived before
the alarm time set by the stopping rule, and otherwise take optimal action at time
T, based on the value @, of sufficient statistic, which will then incorporate new
information contained in the mark just arrived at time 7). The strong Markov
property of process ® at (7,),.,-stopping time t A T} suggests that the expected
value of this policy should equal

AT
IEOO[/O e Mg(d,)dr + I{IZTl}e’”‘ V(CDTI)i|.
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Let R,=Ry(®,) be TF,-measurable random variable such that IP_-as.
tAT,=RyAT, and {t>T,} ={R,>T,} as in the characterization of 7 by
Proposition 3.1. Because by Proposition 2.3 &, = ¢(t, d,) for 7€ [0,7,) and
O, = o(Ty, @0)%%(21) and since (7, Z,),>; is a compound Poisson process with
arrival rate 4, and mark distribution v, on (E, ¢), and since %, and (7, Z,) are
independent due to independent increments of (7, Z,),., under IP_, we can rewrite

the expected value of the policy as

Ay dv

Ro )
B [ e e(el0, 003+ gy (o1 20 2 21 ) |

R, R, J)
= [" et o [ zge 0 [ V(e w2 S0 Juy(aar
0 0 E Ao dvy

= [ g (K)ol ®))dr = (V) (g, Ry).

Therefore, the minimum expected total discounted cost should be given by

ATy
glf IEDO|:/O e M g(®)dr + 1oy e V(‘I)rl)i| = irgg(JV) (D, 1) = (J,V)(Dy).
Because V(®,) is by definition the minimum expected total discounted cost, the
optimality principle of dynamic programming suggests that V(®,) = (J,V)(®,) and
that J, can be seen as a dynamic programming operator. We later show that V(.)
is indeed a solution of the optimality equation. In fact, V(-) is the unique bounded
fixed point of operator J, and can be approximated successively by the elements of
the sequence

v(d) =0, ¢ eRY and v,(¢) = (Jov,-1)(¢), deRY, n=1 (3.7)

Let us first introduce the finite-horizon problems
AT, .
V.(¢) = in£ IEZ;[/ e”g((b,)dt:| for every ¢ € R"! and n > 0. (3.8)
TE! 0

obtained from the original problem in (2.3) by requiring a decision at or before
the arrival time 7, of the nth mark. The next lemma shows that V(¢) can
be approximated successively by the elements of sequence (V,(¢)),=o as n — oo,
uniformly in ¢ € IR’

Lemma 3.1. The sequence (V,(¢)),=o decreases to V(¢) as n — oo uniformly in
¢ € R'}. More precisely,

)\( n

0<V,($)—WV(¢p) <|-—+) foreverypc R} andn>1.
A+ 2

Proof. The first inequality is obvious. On the other hand, because g(¢) > —1 for

every stopping time 7 € &, and under IP_ the random variable T, has Erlang

distribution with parameters n and 4,, we have

T . AT, ; T .
1551[ /0 e”g((bt)dt]zlEZ’O [ ]0 e g(®)dt + 1o /T e”g((D[)dti|

n
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AT, A o0 .
> IEZ’O[/ e‘“g(@,)dt} - ]Efo[f /‘Le‘“dt}
0 T,

n

> V,(¢) —EL[e "] = V,(¢) — ( A >

I+ 7

O

Propositions 3.2 and 3.3 show that V,(-) =wv,(-) for every n > 0. Namely,
(V,(-),~o can be calculated iteratively by successive applications of the dynamic
programming operator J, to function v, = 0. Since each v,(-) is obtained as the
solution of a straightforward deterministic optimization problem, Lemma 3.1 and
Propositions 3.2 and 3.3 suggest for the problem in (2.3) an effective numerical
solution method, which also turns out to be very useful to identifying the structural
properties of the solution.

Proposition 3.2. For every n > 0 and ¢ € R”, we have V,(¢) > v, ().

Proposition 3.3. For every ¢ >0, ¢ € R, and n > 1, let r, ,(¢p) be a nonnegative
number such that (Jv,_)(¢, 1, (P)) < & + (Jyv,_1)(¢) = € +v,(¢), and define

Toe2(Po), i 1, 00(®) < Ty,

TO,S = O Cll’ld Tn,s = .
T+ T,y epobly, ifr,.pnody >T.

Then for every € > 0 and n > 1, we have 7, , € &, and

Tn,e ATy
B2 [ et < v+
0

Corollary 3.1. For every n >0 and ¢ € R, we have V,(¢p) = v,(¢), and stopping
time 1, , is g-optimal for the problem in (3.8): IEZ’O[JOT”'SAT” e g(®)dt] < V,(¢) + ¢

for every ¢ € R”, € > 0, and n > 1.

Proof. The last displayed equation of Proposition 3.3 implies V,(-) < v,(-) + ¢ for
every ¢ > 0, and since & > 0 is arbitrary, we conclude that V,(-) < v(-). Since the
opposite inequality is also true by Proposition 3.2, the equality V,(¢) = v,(¢) holds
for every ¢ € IR'. Replacing v,(¢) with V,(¢) in the last displayed equation of
Proposition 3.3 now shows that 7, , is e-optimal for the problem in (3.8). |

Lemma 3.2 identifies important properties of the dynamic programming
operator J,. Particularly, J, preserves boundedness, concavity, and monotonicity.
It may have at most one fixed point in the space of bounded functions defined
on R’. Corollary 3.2 below shows that J, has one and only one bounded fixed
point, which is the value function V(-) of problem in (2.3).

Lemma 3.2. If w: R} — R is concave and bounded between —1 and 0O, then so
is (Jow). If w(-) < w,(+), then (Jyw))(-) < (Jow,)(-). Moreover, J, is a contraction
mapping on the collection of bounded functions defined on R"!, and for every bounded
wy(+) and w,(+), we have ||Jyw; — Jow,|| < Ai_oﬂ(]”wl — w,|.

Corollary 3.2. The functions V,(-), n >0 and V(-) are bounded between —1 and 0,
concave, and continuous on R'}. Moreover, V(-) is the unique bounded fixed point of
operator J,,.
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Proof. Because V;, =0 is bounded between —1 and 0 and concave on R, an
induction on n > 1, Corollary 3.1, and Lemma 3.2 show that V, = J,V,_,, n > 1 are
bounded between —1 and 0 and concave. Since they are concave on R, they are
also continuous on R’ . Because V(-) is the uniform pointwise limit of (V,()),=o
by Lemma 3.1, V(-) is bounded between —1 and 0, concave on RR”, and continuous

on R’ . Finally, Lemmas 3.2 and 3.1 imply that

A y) ) "
1oV, —dVI < =22 v, —v|| < 20 50 asn— oo
Ao A+ 2

A4+ A4 g

Hence, (JOV)(¢) = hmn—mo(‘lo‘/n)(d)) = limn—mo ‘/n+l(¢) = V(¢) for eVerX d) € IR? by
Corollary 3.1. If V(-) is another bounded fixed point of J,, then ||V — V|| = [/, V —
LoV < [A/(2+ )]V — V|| implies that ||V — V| =0; ie., V(-) is the unique
bounded fixed point of operator J,. O

The next major result is Theorem 3.1, which states that for every & > 0 the
(7,):=0-stopping time 7, := inf{r > 0; V(®,) > —&} is e-optimal for the problem in
(2.3). For its proof, we will need the next few lemmas and their corollaries.

Lemma 3.3. For every bounded w:R"+— R, we have (Jw)(¢,s)+ e “Hh)

(Jow)(e(s, 9)) = (Jw)(P) for every ¢ € R} and s=0. If (Jow)(e(s, P)) <O for
every 0 < s < t, then (J,w)(¢) = (J,w)(p) for every 0 < s < t.

The second part of Corollary 3.3 implies that, as long as the value function V(-)
of the optimal stopping problem in (2.3) remains strictly negative along the path
t — ¢(t, ¢), postponing the stopping decision does not cause any regrets. This is
the crucial result needed for the proof of the optimality of the stopping time t, :=
inf{r > 0; V(®,) = 0}.

Corollary 3.3. If we take w=V in Lemma 3.3, then we have (JV)(¢,s)+
e~V ((s, §)) = (J,V)(¢p) for every s>0 and ¢ e R™, because V = J,V.
If V(e(s,)) <0 for every 0<s<t, then V(¢p)= (JV)($) and (JV)(,s)+
e~V ( (s, p)) = V(¢) for every 0 < s < t.

Lemma 3.4. Let us define (7,),-y-stopping time t, = inf{t > 0; V(®,) > —&} for every
e >0. Then

_ | 7e(®o), ifro(®) <T | 0 Telig e cry = [T, + (P ) 7, <, <7,
Ty + 1, 00p, if r,(Dg) > T} for every € > 0 and n > 0,

&

where r,(¢) :=inf{t > 0; V(o(t, ¢)) = —&} for every ¢ € R" and & > 0.

Proposition 3.4 states that postponing the stopping decision until time <,
does not cause any regrets, and this observation almost immediately leads to the
g-optimality of 7, for the problem in (2.3), which is established by Theorem 3.1.

Proposition 3.4. Let us define M, := fot e Hg(®,)du + e V(®,) for every t > 0. For
every n > 0, (%,),»o-stopping time t, and ¢ € R”, we have IEL[M,,. ., ] =1E%[M,] =
V().
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Theorem 3.1. For every g > 0, the (7,),5-stopping time 1, of Lemma 3.4 is e-optimal
for problem in (2.3). Particularly, 1, is an optimal (F,),.-stopping time for problem
in (2.3).

Proof. By Proposition 3.4 for every € > 0, n > 0, and 7 = T, we have

V(¢) = EL[M, 7]

[ r 1o AT,
=, fo e Mg(d,)dr + 1{15<T,,}37ME V(®,) + 1{1223}67”” V(q’r,,):|

T AT,
> I /0 e g(®)dt — gl e — 1{15>Tn}e_””]

[ 1o AT, )
=] [ e e@par] - o - BLle
0

Since fOT”AT" e Hg(®,)dt, n >0 is bounded from below, and lim,  [E_e*»=0,

Fatow's lemma gives V(¢) > lim,  EL[ [ e ¥ g(d,)dr] — & = EL[ [y e
g(@)dr] — &.

Since V(-) = lim,_,, V,(-) can be calculated in the limit, optimal stopping rule
7, may not be implementable. In practice, V(-) is approximated by V,(-) = v, () for
some sufficiently large n > 0, and optimal performance of 7, can be approximated
arbitrarily closely by stopping times o, ,, £ > 0 of Theorem 3.2.
Theorem 3.2. Define o, , = inf{t > 0; V, (®,) > —g} for every €>0 and n>0.
If N(g) :=min{n > 0; [1/(A+ 4)]" < &} = | loge/log A-:_AOJ for every & >0, then
(F:)1=0-stopping times Gy(yp2) oo and oy are e-optimal for every & >0 for the
problem in (2.3).

Proof. Because V,(-) > V(-), we have IP_-as. g,, < 7., and Proposition 3.4 with
t=g,, implies EJ[M, ., =FEL[M, .. ..]1=EL[M)]—V(p) for every k> 0.
Therefore, Y

O, e AT

k
V(§) = BLIM,, 7] = IEZ;[ [0 e Hg(®@,)dr + e““”'””"(q’a,,,m)]

O e AT : :
B ]Ez)o [ [] ei/hlg(@f)dt + l[arl‘s<Tk}eiAa"‘E V(Cpgrz.s) + l{an‘ssz}eika V(QJT’()} -

Lemma 3.1 gives 0 < V,(¢) — V(¢p) < [4/(Z+ 4y)]" for every ¢ € R”! and n > 0, and
V,(-) = —1 by Corollary 3.2. Therefore, V(¢) is greater than or equal to

E? f e g+ 1 e (v, )—(—— Vo e /T
e 0 8 t {on,e<Ti} n On,e i + A‘O {on,e>T1} .

The rest of the proof is similar to that of Theorem 3.1 and is completed by the
definition of N(e). O

Theorem 3.3. Let us define stopping regions

I':={¢ e R V($) =0} and T,:={pe RV, (¢)=0}, n=1
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Then the sets R} =T, 211 2--- 2T, 2--- 2T, which are closed and convex, and
M=o Iy =T. We have that 1y = inf{t > 0; ®, e I'} and 7, = inf{t > 0; D, € I} for
every n > 0. Moreover, the sequence (0,,),- increases P_-a.s. to 1y as n — oo.

Proof. Since V,(-) decreases to V(-) as n— oo, we have [[2I12---21, 2

- 2T, which are closed and concave because V,(-), n > 0 and V(-) are continuous,
concave, and nonpositive by Corollary 3.2. The stopping times 7, and 7,4, n > 0
of Theorems 3.1 and 3.2 are by definition the first hitting times of process ® to
stopping sets I" and T,, n > 0. Because the sets I',, n > 0 are decreasing, the hitting
times ¢, ,, n > 0 are increasing with ¢, :=lim,_,  7,, < 7).

Because {®,,r > 0} has left-limits, the limit lim,_, « P, ,» exists. Since jump
times of process @ are totally unpredictable, P {oo T, for some n > 1} = 0.
Therefore, P .-a.s. lim,_, P, = .

On {0, = o0}, we 0bV10usly have P -a.s. 0,=1, On {g, < o}, we have
0,9 <oo for every n >0 and ®, €T, C T, for every n > k because I, n > 0 are
closed and ¢ > ®, is right- contmuous Therefore, ®, =lim,_, ®, € l"k for every
k>0, equlvalently D, € iz i on {0, < oo}. Thus ‘we will have proved that g, >
7, on {g, < oo} as well if we show that (., I}, =T.

We already know that (,.,I; 2 I'. To prove the opposite inclusion, take any
¢ € M=o It Then 0 =V, (¢) for every k > 0. Therefore, V(¢p) =1lim,_, V. (¢) =0
and ¢ e I'. Hence, (. [ S T d

Finally, Proposition 2.1 or the first part of Proposition 2.3 guarantee that 7, is a
Bayes-optimal alarm time, and for every & > 0, stopping time gy, , is an e-optimal
alarm time for the original compound Poisson disorder problem.

4. AN ILLUSTRATION

Consider the compound Poisson disorder problem with 4, # 4, vy = v;, and m = 2;
namely, the detection delay penalty cost function is f(f) = t*>. We shall use the results
of Section 3 to identify as explicitly as possible the structure of the optimal solution
of the auxiliary optimal stopping problem in (2.3).

The sufficient statistic is the two-dimensional piecewise deterministic strong
Markov process ® = {®, = (®!", ¢(2)) t > 0} which follows the dynamics

o(t — ,I,CD) ifrell, T,.,)

d = A and
! ol — T,, Py, ) Sift=T,,,
0

t
o(t, ) =e*p + (/ eA(’_S)ds)b
for every r > 0, ¢EIR ,and n >0,

where 1 =1, — 4, — 4, and
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[“’&m =227+ 1y = 22071)) + 2247
B e (¢ — 2257 1) + 2277
qo(t, (]5) - ¢1 4 ¢)2t+/1t22

¢y + 24t ’

for every t > 0 and ¢ = (¢, $,) € R2.

},ﬁ1¢o

Depending on the relationships between the parameters of the problem, the
sample paths of process @ can take one of two major forms, and each can further
be divided into two subcases. We will describe qualitatively the form of the optimal
solution of the problem in (2.3) for each case. Note, however, that under all
circumstances it is never optimal to stop before the process @ leaves the strip
Cy:={¢ = (¢, p,) € R2; ¢, < A}, because the integrand in (2.3) remains negative
until the first exit time 7, := inf{t > 0; ®, & C,} = inf{r > 0; o > A} of process ®
from C,.

4.1. Casel: 2>0

The solution x(7) = ¢(z, ¢) of the system of linear ordinary differential equations
dx(t)/dt— = Ax(r) + b with initial condition x(0) = ¢ € R2 has unique equilibrium
point at —A~'h = [22472 2/47"]". Since . > 0, we have 2,/2, > 1, in which case at
each mark arrival time, the process ® jumps away from the origin along the ray
emanating from the origin and passing through the position of ® before jump; see
Figure 1. The structure of the optimal solution depends on the position of the root 4
of the running cost function g(¢) = ¢, — 2 in (2.3) relative to the first coordinate
2)72 of the equilibrium point —A~'b.

AN

Adl ¢t 27 $ #
(@) A>0and A <22X2 (0 < X < V?) (b) A>0and A >2222(A>V2)

Figure 1. Case I: 7 > 0. The sufficient statistic ® follows the integral curves of a system of
two linear ordinary differential equations, which have unique equilibrium point. Moreover,
since 4; > /,, at every arrival time of a mark, ® jumps away from the origin.
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Case I(a). 2 > 0 and / < 2472 (equivalently, 0 < 2 < +/2). Let ¢, = ¢ =0
be the unique number such that 4 equals the unique minimum of the mapping
t— ¢ (t, (¢;0)), which it is attained at t=r*(¢,). Let us denote by ¢; =
@, (t*(¢7), (¢7, 0)) the second coordinate at time ¢*(¢}), when the minimum value
of the first coordinate is attained and equals A, starting initially at (¢7, 0); see
Figure 1(a). For every fixed ¢, >0, taking the derivative of ¢,(z, (¢,,0)) =
e (P — 22472 —2777") + 27472 with respect to t gives J¢(t, (¢,,0))/0t =
e " (—/¢, + At), and equating it to zero and solving for 7 leads to *(¢,) = 247" ¢,
for every ¢, > 0. Therefore, 1 = ¢, (t*(¢7), (¢7,0)) = 200721 — e—(iz/iw”(] gives

722

- A -
¢t =—22"In (1 - 3) and ¢ = 4.

Since 42/2 € (0, 1), we have 0 < ¢ < oo. Moreover, (i) ¢} <2472 if and only if
7. < 2(1 — e™2), (ii) ¢} < 24472, which is the second coordinate of the equilibrium
point —A~'b. Let us define

D= {($1. d2) € R3: by = ¢1(1, (47, 0)), 3 = (1, (47, 0)), 0 < 1 < 1" (¢]) }
U ([¢7, ) x R,),

which is the dark shaded region in Figure 1(a). Because 4,/4,>1 and
the equilibrium point —A~'s belongs to D, we have (4,/4,)D C D, and
P {®, € D for every t > 0} = 1 for every ¢ € D. Since g(¢p) — 4 > 0 for every ¢ €
D C R2\C,, we have IE¢[ [ e~*g(®,)dt] > 0 for every T € & and ¢ € D. Therefore,
V(¢) = 0 for every ¢ € D, and D is a subset of the optimal stopping region I' = {¢ €
R%; V(¢) = 0}. Because D C I' € R2\C, and T is closed and convex, the optimal
stopping boundary JI' coincides with the infinite line segment {(4, ¢,); ¢, > @3}
and with some nondecreasing convex continuous curve y: [4, ¢7] — R such that
P(L) = ¢%. There is also some 1 < ¢] < ¢} such that y(-) is strictly decreasing on
[4, ¢]] and equals zero on [}, ¢;]; see Figure 1(a). All of those conclusions are
direct consequences of the convexity of the optimal stopping region region I

In this subcase, starting initially at any ®, = ¢ on the vertical axis (namely,
¢ = (0, ¢,) for any ¢, > 0), the process ® never returns to C, once it leaves that
region. Therefore, the first exit time 7, of ® from C, is optimal for the problem in
(2.3) if &, = (0, ¢,) for some ¢, > 0. Since by Proposition 2.2 we have

2
infR(p)=1-—p+(1 —p)V(O, —p>, 0<p<l1
€S l_p

depends on V(¢) evaluated on {¢ = (0, ¢,); ¢, > 0}, the (F,),, stopping time 7, is
an optimal change-detection alarm time if 0 < 4 <

Case 1(b). 2 > 0 and A > 2472 (equivalently, 1 > +/2). We shall first state and
prove a comparison lemma for the sample paths of the process ®.

Lemma 4.1. For every i =1, 2, it we have PP_-a.s. o > @ (t, Dy) for every t > 0.

Proof. Clearly, o > o;(t, <I>0) for every 0 <t < T, and i = 1, 2. Suppose that for
some n > 1, we have P_-a.s. ®” > ¢;(t, §y) forevery 0 <t < T, and i =1, 2. Let
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us prove that the same inequality also holds IP_-a.s. for 7, < ¢t < T, and hence for
0 <t < T,,,, which will then complete the proof of the lemma since IP-a.s. T, 1 oo
as n — oo.

It is clear from the explicit form of ¢(-, ) in (2.2) that, if x = (x;, x,) and y =
(y1,y,) are in RZ such that x; <y, and x, < y,, then ¢,(t, x) < ¢;(1, y) for every
t>0 and i =1, 2. Because 4,/4, > 1, we have <I>(T’) = ()Ll/io)tb(T?_ > <I>(T’3_ for i =
1,2, and

i A
q)y) = ¢l(t - Tn’ (I)Tn) - QDI(I B Tn’ /’i_l(I)Tn)
0
= gpi(l_Trwq)T”—)’ Tn5t< Tn+l’ i = 1, 2
Since CD(T';?, > @(T,, ;) for i =1,2 by the induction hypothesis, we have ®” >
@it =T, @r,_) = ¢(t = T,, (T, D)) = ¢;(t = T, + T,,, By) = ¢;(t, P) for every
T,<t<T,,andi=1,2. O

Lemma 4.1 implies that
V(g) = inf S| [ "¢ o(d,)dt | = inf EY / (@0 — 7)dr
wr CLJo ! ey ®| Jo !
> inf ]EZ’O[/ e (g (1, D) — /l)dt}
es 0

_ inf/T (@i (t. §) — At = h(¢), ¢ € R2.
r=0Jg
Therefore, {p € R2;h(¢) =0} C{peR2;V(¢)=0}=T. On the other

hand, for every ¢ = (¢,,¢,) e R2 such that ¢, > 1, we have h(¢)=
min{0, [;° e (¢, (t, ¢) — A)dz}, and h(¢) = 0 if

o< e (g (1. §) — 2)de

- | T e[ (g — 22072 + 1(hy — 22071)) + 22772 — 2]da
0

b, b, 2)072 27!

—— + - - 5 +217 -1,
M=ty (=) =2y (4 =)

and after multiplying both sides by (4, — 4,)> and rearranging the terms we obtain
by = (1) i= —(A = Ao) 1 + 244720 — Ag) + 2227 4+ (1 = 2272 (4 — %)
Hence, we have
D= {($1. d)) € R ¢y = 2,y 2 7()))
C{peRh(¢) =0} S {peRi;V(p)=0}=T
Lemma 4.2. Let ¢, = ¢ be the root 7(¢p) = 0 and define ¢5 := y(1). Then

$3
I — 7

¢ =2+ > ) and ¢F =247+ (1 =207 (A — Jg)A > 227"
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Proof. Direct calculation gives ¢ = 7(2) = 24471 + (1 = 2272 (%) — Jg)A > 24571,
because 1 > /2 implies that 1 — 2,720, =2y > 2>0, J > 0. Because o, —
y(¢,) is a straight line with slope —(4; —4;), we have (0— ¢3)/(¢7— 1)
= —(4 — 4).

Because optimal stopping region I' is closed and convex, and D € T’ € R2\C,,
there exist some 24" < ¢} < ¢%, 1 < ¢} < ¢*, and some nondecreasing convex
continuous curve 7 : [4, ¢7] — R such that optimal stopping boundary dI" coincides
with the infinite line segment {(4, ¢,); ¢, > $5} and with {(¢,, (¢))); 1 < ¢, < ¢t}
Moreover, ¢, — y(¢,) is strictly decreasing on ¢, € [4, ¢|] and equals zero on ¢, €
[¢}, ¢1]; see Figure 1(b).

4.2. Casell: A<0

The components of ¢t — ¢(z, ¢) are strictly increasing for all ¢ € R2. Both 1, > /,
and 4, < 4, are possible.

Case 11(a). 2 < 0 and A, > J,. The process ® runs away from the origin both
at and between jump times. It never returns to region C, once it leaves that region.
Therefore, optimal stopping region I' coincides with R \C,, optimal stopping
boundary dI is the straight line ¢, = 4, and the first exit time t, of process ® from
region C, is optimal for the problem in (2.3) and an optimal alarm time for the
compound Poisson disorder problem; see Figure 2(a).

Case 1I(b). . <0 and 4, < 4,. The process ® runs away from the origin
between jump times, but is pulled back toward the origin at every jump. Therefore,

0 A o 0 A A+de
(a)XSO,)\]>)\0 (b)S\SO,)\]>)\0

Figure 2. Case II: 1 < 0. The process ® follows integral curves, both coordinates of which
are strictly increasing. It jumps away from the origin if 1, > 4, and toward the origin if
A < Ag-



Compound Poisson Disorder Problems 211

® may return to region C, after a jump with positive probability; see Figure 2(b).
Since V(-) > —1, for every ¢ € [A+ 4y, o) x R, we have V(¢) equals

(@) = inf [0 g + ARV (@(e, $))ds

> inf e @ (1, ) — 4 — Aldr = 0,
=0 Jo

which implies that [A+ 45, 00) x R € I'. Because the optimal stopping region
I'c R, \C, is closed and convex, there exist some A < qﬁl <A+ /4, and some
nonincreasing convex continuous curve y: [4, 4+ 4,] — R such that the optimal
stopping boundary dI" coincides with y(-), which is strictly decreasing on [4, ¢}] and
vanishes on [¢], 2 + 4]

APPENDIX: PROOFS OF SELECTED RESULTS

Proof of Proposition 3.2. From the definitions we immediately have V,(¢) =
vy(¢p) = 0 for every ¢ € R. For every n > 1 and t € & we shall prove that

B2 [T (@) dr + 1 e, (@
0 o e g( f) r+ {rsz}e Unfk( Tk)

AT ,
> Ei[/ e Hg(d,)dr + 1{T>Tkl}e’“Tk-'vn_kH(CDTkl):| for every 1 < k < n,
A >
A1)

which will then imply that
AT, ) AT, .
IE‘i|:/ e_”g(<D,)dti| = IEfO|:/ e “g(d,)dr + Lo, }e_)'T” vy (P )]
0 0 - !

ATy X X
= 2| [ @) 1 ()| = @),

and taking the infimum of both sides over all te & gives V, (¢)=
inf,., ES[ [ e g(®,)dr] = v,(p) for every ¢ € R”, which is the conclusion of
the proposition. Let us fix any n > 1, 1 € & and prove (A.1). For every 1 <k <n,
by Proposition 3.1, there is a nonnegative F;_ -measurable random variable R, _,

such that 1., ,(t AT}) = lior, ) [(Tioy + Riy) A Ty ] and we have

B [ e g(@)dr 4 1o o, (@
0 o e g( t) I+ {‘cZTk}e Unfk( Tk)

A

¢ L Y
= Ew[[) e - g(q)t)dt + l{rsz,l]/;_

k—1

@)+ gy o, (@
e g( t) r+ {rsz}e Un—k( Tk)

ATy ; - (Ty1+Ry— ATy T
=E? / e Mg(®)dt + 1joq ye ! / e =T
0 - T,

k—1

X g((P(t - T, (I)Tk_l))dl + 1{Tk—l+Rk_|ZT;{}eii(TkiTk*l)Unfk

A dv
. (so(Tk . ®Tk1>7;d—vé<zk>) ”
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Ry AT =Ty )

ATt ,
= E! [ [ e ra@yde+ I{TZT“}e”“lE;*;{ |
0 0
x g(e(t, (I)Tk,l))dl + l{Rk,lzT,‘fTA,l}e_i(Tk_Tkil)vnfk

A dy
X <‘P(Tk —Tiys cI)TH) 1 _I(Zk)) S%H }:|

/1_0 dv,
Because R,_; and ®;  are ¥, -measurable, and 7} — 7;_; and Z, are independent
of 7 and have the same distributions as 7, and Z,, respectively, under PP, the
conditional expectation becomes

4 R AT =Te—1) iy
Ly [ e glp(t, by, ))dr

ng—] }

rAT1 . Y dV
- lEzi{ [ e st oD+ 1 gye T, <¢(T1, $) (zl)) }
0 Ao dvy

AT — Ay dv
+ 1{R,(,15T,(7T,(,I}e o Tk*l)”nfk (@(Tk =T, q)Tkl)i_ld_l(Zk))
0 4V

r=Ry_,

_ = (‘]vn—k)((ka,l’ Ri_y),
r=Ry_,
=%, _,

= { /0’ e‘(x+).0)t[g + Ao(Kv,_)](e(2, qS))dt}

and substituting into previous displayed equation gives

ol 7 _u i
B2 [ @)+ 1y (@) |
o (7 T,
= E /0 e "g(P,)dr + l{rzTH}e Lk*l(JUn—k)(q)Tk,laRk—l)
S k| [ g 11 ity (@
- 0 0 € g( t) tr+ {TETk—l}e vn7k+l( Tk—l) ’

since (Jv, ) (¢, r) = info(Jv, ) (¢, 1) = (Jyv,_ ) (@) = v, 411(¢) for every r =0
and ¢ € IR”, and this completes the proof of (A.1) and Proposition 3.2. O

Proof of Proposition 3.3 (By Induction on n). For n =0, the last displayed
equation of Proposition 3.3 becomes 0 < 0 + g, which is obviously true for every
& > 0. Suppose now that the last inequality of Proposition 3.3 holds for every € > 0
for some n > 0. Note that [EZ [ [+« " ¢~ g(d,)dr] equals

Tnt1,e A i1

f»x+1,s/\Tl 5
]Efo eihg(q)r)dt + 1{1,, 1.:>T1} eiug(q)t)dt
0 e T,

1

4 gl e/2(Po)AT Ny
=i [ e glp(t, By))dr

[T147p,e/2007 IAT11
+ l{rn+l.e/2((D(J)ZT]}/;_

e’“g(CD,)dt:| .
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By the strong Markov property of process @ at the first jump time 7), the
conditional expectation of the last integral with respect to 77, becomes

)
_IT, Tn,s/ZAT/x P
=eNE? / e "g(P,)dt ) o 0, | Fy,
0

T R ®T ez ) T €
=e¢ "MEJN / e g(@)dr| < e | v,(Pp) + 3
0

by the induction hypothesis. Therefore, IE¢ [ f et Nt =it g(®, )dt] equals

[Ti+70,e2007 AT
E? /T e g(®,)dt

1

¢ Tat1,e/2(P)AT] o . e
]EOO ~/(; € g(QD([, CI)O))dt + l{rn+1,s/2(‘bo)2T1}e o vn(q)Tl) + 5

4 Tut1e2(PO)AT iy i
<E [ e (ot D)L+ Ly, ey €1 (P)

| S|

+8
2

= () (P, 11, 8/2(¢))+2_ n+1(¢)+ + = V,1(9) + &.
g

Proof of Lemma 3.2. Suppose that w: IR = R is concave and bounded between
—1 and 0. Then (Jw)(¢,r) = [y e )+’°)’[g—|—)»0(Kw)](go(t $))dr = [ e FHhr(— ] —
A9)dt > —1. Taking the infimum over r>0 gives —I <inf_,(Jw)(¢,r) =
(Jow)(¢) < (Jw)(¢, 0) = 0. Moreover, g(-) is affine and therefore concave. Because
¢ — o(t, ¢) is affine for every fixed ¢ > 0, and w(-) is concave, the mapping ¢ —

(Kw)(e(t, ) = [, w(e(r, $)3 §1(2))vo(dz) is concave. Therefore, ¢ > (Jw)(¢h, 1)
is concave for every fixed r > 0. Because the pointwise infimum of every family of
concave functions is also concave, the mapping ¢ — (Jyw)(¢) = inf _,(Jw)(¢, r)
is concave. If w,(:) < w,(-), then (Kw,)(:) < (Kw,)(-), (Jw,)(-, ) < (Jw,)(:, ), and

(Jowp) () = (Jow,) ().

Let w;(-) and w,(-) be two bounded functions on IR”. Fix any & > 0 and
¢ € R™. Then there are constants r’(¢), i =1,2 such that (Jw;)(¢, r¥)(¢)) <
(Jow;)(p) + € for every i =1, 2. Then

(Jow) () — (Jowy)(¢) < (Jwy)(, 7 ) — (Jwy)(¢, réz)((;’))) +e
=, Joe” K (w; — wy))(@(1, §))dt + &

< w, — w, / Jge~Hids 4 g
0

Ao
A+ 2y

= [[w; — w,|| + €.

Similarly, (Jowl)(¢) (Jowy)(9) = —(lw; — wy ,110; + ), and we have |(Jow,)(¢) —
(Jowy)(@)] < AH |w, — w,|| + & for every & > 0 and ¢ € R}. Letting first £ | 0 and
then taking the supremum over ¢ € R gives the desired 1nequa11ty
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Proof of Lemma 3.3. Note that, since ¢(u, ¢(s, ¢)) = ¢(s + u, ¢) for every s, u >0
and ¢ € IR”, we can write (Jyw)(¢(s, ¢)) as

inf e W g + Zo(Kw)) (@ (s + u, §))du
r= 0

eWHolint [ e H g 4 4 (Kw)]((u, ¢))du,

r=s s

and (Jw)(§, 5) + e (Jow)(@(s, ) = inf ., [§ e “H0[g + 1 (Kw)]
(e(u, ¢))du = (Jw)(p). If (Jyw)(e(s, ¢)) < 0 for every 0 < s < ¢, then (Jw)(¢, s) >
(Jw)(¢, 5) + e (Jyw) (¢(s, $)) = (Jyw)(¢) = inf,. (Jw)(¢, r) for every 0 <s <
t. Therefore, (Jw)(¢) =inf,. (Jw)(¢,r) =inf,(Jw)(¢, r) = (Jw)(¢) for every
0<s<rt.

Proof of Proposition 3.4. The result holds for n=0. Suppose for some n >0
we have EZ[ M, a1, = E¢ [M,] for every ¢ € R”, £>0, and (7, )t>0 -stopping
time 7. Fix ¢ €e R”, £>0, and (%,).,-stopping time 7. Then IEZ[ M. nr, ]

= ]EZ)O[M‘E/\T AT, + 1 {tAT AT, }( AT AT, 4 MT,,)] - IE¢ [MO] + IEd) [l{fAr >T, }( AT AT
M; )] by induction hypothesm We shall prove that second term equals zero.
Since by Proposition 3.1 there is an (%)), ,-measurable R, such that (t A7, A

Tn+1)1{mr£zT} [(T +R )/\ n+1]1{1/\182Tn} we can write Ei[l{rArszTn}(Mmrg/\TnH -
My )] as

AT AT, 4 ;
]Efo[l{mrgzrn}( /T e Hg(@)dr + 1 og, e V(Dr )

n

+ 1{1/\18<T,1+1}e_/l(r/\r€) V(q)IAIS) - e—/lT,, V((I)Tn))i|

—i
N ]Ei[l{wsﬂn}e Tn(

+1*Tu}ei/.(Tn+liTn)V(QD(anLI - Tn’

(TARIAT
/ e g(p(t — T, @y, )di

n

A d
+1{anT 1 VI

n

(Zn+1))

+ I{R <T,

n

- R V(o(R,, ;) — V(<DT,,)):|.

Because the random variables 1. .7, T,, R,, ®; are F; -measurable, and since
T,.,—T,and Z,, are independent of F; with exponentlal distribution with rate Ao
and with distribution v, under P_, respectlvely, taking the conditional expectation
with respect to F; inside the above expectation gives

N R, -
IEZ)O I:I{TATEZTn}eATn (/0 ei(/'er)tg(gD(t, q)T”))dt

R, Ay dv
+/() )»oe_()'“'“)[/EV(QD(t’ @T’l))—]ﬁ(z)>v0(dz) dr

to AV

(KV)(¢(1, 01, )

RV (g(R, . By ) — V(cbm)}




Compound Poisson Disorder Problems 215
T Ru )
= Ei[l{wr,,}e“ ( [ et g 4 dg(KV)I(oe, r))ds
eIV (R, ) - Vi@,

= 2 L e (V@ R + (R, ) V(@) )|
(g, V(@) by Corollary 3.3

= EL[re,2n, ¢ (T, V(P7,) = V(7)) ].

Because (1t AT)li7<cneo<r,, ) = (T + R) Vg cone<r,,y a0d T lg e g )=
[T, + ro(Pr )7 < <1, )0 where .(+) 18 defined as in Lemma 3.4, and since T A T, <
7., we have R, <, (®r) on {T, <tA7, <T,,}. However, since R, and r (CD )
are Fr, -measurable we must also have R, <r(P;) on {tAt, > T} Because
Vip(s, (IJ )) < —e<0forevery0<s<r, (CD ), we also have V(e(s, @) < —& <
0 for every 0 <s<R, on {tAnt,>T,}. Then Corollary 3.3 guarantees that

(Jg, V)(CD ) =V(®;)on{tAt, =T, and we finally have E2[1,.. .1, (M,,.. ATyt
My )] = B[ Ve o e (Jp, VI(Pr) — V(P7))] = 0.
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