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Abstract. An image feature extraction method based on the two-
dimensional �2-D� mel cepstrum is introduced. The concept of one-
dimensional mel cepstrum, which is widely used in speech recognition, is
extended to 2-D in this article. The feature matrix resulting from the 2-D
mel-cepstral analysis are applied to the support-vector-machine classi-
fier with multi-class support to test the performance of the mel-cepstrum
feature matrix. The AR, ORL, and Yale face databases are used in ex-
perimental studies, which indicate that recognition rates obtained by the
2-D mel-cepstrum method are superior to the recognition rates obtained
using 2-D principal-component analysis and ordinary image-matrix-
based face recognition. Experimental results show that 2-D mel-cepstral
analysis can also be used in other image feature extraction problems.
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1 Introduction

Mel-cepstral analysis is one of the most widely used feature
extraction techniques in speech processing applications, in-
cluding speech and sound recognition and speaker identifi-
cation. The two-dimensional �2-D� cepstrum is also used in
image registration and filtering applications.1–4 To the best
of our knowledge, the 2-D mel cepstrum, which is a variant
of the 2-D cepstrum, is not used in image feature extrac-
tion, classification, and recognition problems. The goal of
this paper is to define the 2-D mel cepstrum and show that
it is a viable image representation tool.

The ordinary 2-D cepstrum of a 2-D signal is defined as
the inverse Fourier transform �FT� of the logarithmic spec-
trum of the signal, and it is computed using a 2-D fast
Fourier transformation �FFT�. As a result, it is independent
of pixel amplitude variations or grayscale changes, which
leads to robustness against illumination variations. Since it
is a FT-based method, it is also independent of translational
shifts. The 2-D mel cepstrum, which is based on logarith-
mic decomposition of a frequency-domain grid, has the
same shift and amplitude invariance properties as the 2-D
cepstrum. It is also a computationally efficient method. In
this article, the 2-D mel-cepstrum-based feature extraction
method is applied to the face recognition problem. It should
be pointed out that our aim is not to develop a complete
face recognition system, but to illustrate the advantages of
the 2-D mel cepstrum.

Face recognition is still an active and popular area of
research, due to its various practical applications such as
security, surveillance, and identification systems. Signifi-
cant variations in the images of the same faces and slight
variations in the images of different faces make it difficult

to recognize human faces. Feature extraction from facial
images is one of the key steps in most face recognition
systems.5,6

Principal-component analysis �PCA� and linear discrimi-
nant analysis �LDA� are well-known techniques that have
been used in face recognition.7–9 Although LDA is used as
a successful dimensional reduction technique in face recog-
nition, direct LDA-based methods cannot provide good per-
formance when there are large variations and illumination
changes in the face images. Thus some extensions such as
quadratic LDA,10 Fisher’s LDA,11 and direct, exact LDA12

have been proposed. PCA is known as a popular linear
feature extraction method that is used in one of the most
famous techniques, called eigenfaces. In the eigenface
method, the image space is simply projected to a low-
dimensional feature space.13 That is how the dimensional
reduction is achieved.

In the 2-D mel cepstrum, the logarithmic division of the
2-D discrete Fourier transform �DFT� grid provides the di-
mensionality reduction. This is also an intuitively valid rep-
resentation in that most natural images are lowpass in na-
ture. Unlike the Fourier or discrete cosine transform �DCT�
domain features, high-frequency DFT and DCT coefficients
are not discarded in an ad hoc manner. They are simply
combined in bins of frequency values in a logarithmic man-
ner during the 2-D mel-cepstrum computation.

The rest of the paper is organized as follows. In Sec. 2,
the proposed 2-D mel-cepstrum-based feature extraction
method is described. In Sec. 3, the support vector machine,
a well-known classification method, is briefly explained.
The 2-D mel-cepstrum matrices obtained from facial im-
ages are converted into vectors and classified using the
SVM, which has been successfully used in face recognition
applications.14–16 In Sec. 4, experimental results are pre-
sented.0091-3286/2010/$25.00 © 2010 SPIE

Optical Engineering 49�9�, 097004 �September 2010�

Optical Engineering September 2010/Vol. 49�9�097004-1

Downloaded From: https://www.spiedigitallibrary.org/journals/Optical-Engineering on 9/28/2017 Terms of Use: https://spiedigitallibrary.spie.org/ss/TermsOfUse.aspx



2 The 2-D Mel-Cepstrum Feature Extraction

The 2-D cepstrum has been used for shadow detection,
echo removal, automatic intensity control, enhancement of
repetitive features, and cepstral filtering.1–3 In this article,
the 2-D mel cepstrum is used for representing images or
image regions.

The 2-D cepstrum ŷ�p ,q� of a 2-D image y�n1 ,n2� is
defined as follows:

ŷ�p,q� = F2
−1�log��Y�u,v��2�� , �1�

where �p ,q� denotes 2-D cepstral quefrency coordinates,
F2

−1 denotes 2-D inverse discrete-time Fourier transforma-
tion �IDTFT�, and Y�u ,v� is the 2-D discrete-time Fourier
transform �DTFT� of the image y�n1 ,n2�. In practice, the
FFT algorithm is used to compute the DTFT.

In the 2-D mel cepstrum the DTFT domain data are
divided into nonuniform bins in a logarithmic manner as
shown in Fig. 1, and the energy �G�m ,n��2 of each bin is
computed as follows:

�G�m,n��2 = �
k,l�B�m,n�

�Y�k,l��2, �2�

where Y�k , l� is the discrete fourier transform �DFT� of
y�n1 ,n2�, and B�m ,n� is the �m ,n�th bin of the logarithmic
grid. Bin sizes are smaller at low frequencies than at high
frequencies. This approach is similar to the mel-cepstrum
computation in speech processing. Like speech signals,
most natural images including face images are lowpass in
nature. Therefore, there is more signal energy at low fre-
quencies than at high frequencies. Logarithmic division of
the DFT grid emphasizes high frequencies. After this step,
2-D mel-frequency cepstral coefficients ŷm�p ,q� are com-
puted using either inverse DFT or DCT as follows:

ŷm�p,q� = F2
−1�log��G�m,n��2�� . �3�

The size of the inverse DFT �IDFT� is smaller than the size
of the forward DFT used to compute Y�k , l�, because of the
logarithmic grid shown in Fig. 1. It is also possible to apply
different weights to different bins to emphasize certain
bands, as in speech processing. Since several DFT values
are grouped together in each bin, the resulting 2-D mel-
cepstrum sequence computed using the IDFT has smaller
dimensions than the original image. The steps of the 2D
mel-cepstrum based feature extraction scheme are summa-
rized below:

• The N-by-N 2-D DFTs of face images are calculated.
The DFT size N should be larger than the image size.
It is better to select N=2r�dimension�y�n1 ,n2�� to
take advantage of the FFT algorithm during DFT com-
putation.

• The nonuniform DTFT grid is applied to the resulting
DFT matrix, and the energy �G�m ,n��2 of each bin is
computed. Each bin of the grid can be also weighted
with a coefficient. The new data size is M by M,
where M �N.

• The logarithms of the bin energies �G�m ,n��2 are com-
puted.

• The 2-D IDFT or 2-D IDCT of the M-by-M data is
computed to get the M-by-M mel-cepstrum sequence.

The flow diagram of the 2-D cepstrum feature extraction
technique is given in Fig. 2.

In a face image, edges and facial features generally con-
tribute to high frequencies. In order to extract better repre-
sentative features, high-frequency component cells of the
2-D DFT grid are multiplied with higher weights than are
low-frequency ones in the grid. As a result, high-frequency
components are further emphasized.

Invariance of the cepstrum to pixel amplitude changes is
an important feature. In this way, it is possible to achieve
robustness to illumination invariance. Let Y�u ,v� denote
the 2-D DTFT of a given image matrix y�n1 ,n2�. Then
cy�n1 ,n2� has a DTFT cY�u ,V� for any real constant c. The
log spectrum of cY�u ,V� is given as follows:

log��cY�u,v��� = log��c�� + log��Y�u,v��� , �4�

and the corresponding cepstrum is

Fig. 1 A representative 2-D mel-cepstrum grid in the DTFT domain.
Cell sizes are smaller at low frequencies than at high frequencies.

Fig. 2 2-D-cepstrum-based feature extraction algorithm.
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��p,q� = â��p,q� + ŷ�p,q� , �5�

where ��p ,q�=1 for p=q=0 and ��p ,q�=0 otherwise.
Therefore, the cepstrum values except at �0,0� �the dc term�
do not vary with the amplitude changes. Since the Fourier
transform magnitudes of y�n1 ,n2� and y�n1−k1 ,n2−k2� are
the same, the 2-D cepstrum and mel cepstrum are shift-
invariant features.

Another important characteristic of the 2-D cepstrum is
symmetry with respect to ŷ�n1 ,n2�= ŷ�−n1 ,−n2�. As a re-
sult, half of the 2-D cepstrum or M �M 2-D mel-cepstrum
coefficients are enough when IDFT is used.

In this paper, the dimension of the 2-D mel-cepstrum
matrix is selected as M =49, 39, 35, 29 to represent various-
size face images. Due to the different levels of quantization
in logarithmic bins, the size of the 2-D mel-cepstrum ma-
trices varies. The 35-by-35 2-D mel cepstrum of a face
image is displayed in Fig. 3. The symmetric structure of the
2-D mel-cepstrum features can be observed in the figure.

In order to emphasize the high-frequency component
cells of the 2-D DFT grid further, the normalized weights
are organized as in Fig. 4. White values correspond to 1,
and black values correspond to 0. The smallest value used
in Fig. 4 is 0.005.

3 Feature Classification: Multi-Class SVM
In this article, a multi-class SVM is used in feature classi-
fication. The SVM needs a matrix-to-vector conversion
process to convert the 2-D mel-cepstrum matrices to vec-
tors.

The SVM is a supervised machine learning method
based on statistical learning theory and developed by
Vladimir Vapnik.17 The method constructs a hyperplane or
a set of hyperplanes in a high-dimensional space that can be
used in classification tasks. In this work, an SVM with a
multi-class classification support18 with radial basis func-
tion �RBF� kernel is used. The multi-class classification
method uses a one-against-one strategy.19

2-D mel-cepstrum matrices are converted to vectors in a
raster scan approach before training and classification. The
raster scan starts with ŷm�0,0�. If there are pixel intensity
variations, ŷm�0,0� is ignored and the scan starts from
ŷm�0,1�.

4 Experimental Results

4.1 Databases
In this paper, the AR Face Database,20 ORL Face
Database,21 and Yale Face Database22 are used.

The AR database, created by Aleix Martinez and Robert
Benavente, contains 4000 facial images of 126 subjects. Of
these subjects, 70 are male, and the remaining 56 are fe-
male. Each subject has different poses, including different
facial expressions, illumination conditions, and occlusions
�sunglasses and scarf�. The face images are all of dimen-
sions 768 by 576 pixels. In this work, 14 non-occluded
poses of 50 subjects are used. Face images are converted to
grayscale, normalized, and cropped to size 100�85.
Sample poses for randomly selected subjects from the AR
database are shown in Fig. 5.

The second database used in this work is the ORL data-
base. It contains 40 subject, and each subject has 10 poses.
The images are captured at different time periods, in differ-
ent lighting conditions, and with different accessories for
some of the subjects. In this work 9 poses of each subject
are used. In the ORL database, images are all in grayscale
with dimensions 112�92. Sample images from the ORL
database are shown in Fig. 6.

The last database used in this work is the Yale database.
It contains grayscale facial images of size 152�126. The
database contains 165 facial images belonging to 15 sub-
jects. Each pose of the subjects has a different facial ex-
pression and illumination. Sample images from the Yale
database are shown in Fig. 7.

4.2 Procedure and Experimental Work
In order to compare the performance of various features,
2-D mel-cepstrum-based features, actual image pixel matri-
ces, 2-D-PCA-based features, and 2-D-PCA-based features
of illumination-compensated images are applied to multi-
class SVM as inputs.

For the purpose of achieving robustness in recognition
results, the leave-one-out procedure is used. Let p denote
the number of poses for each person in a database. In the
test part of the classifier, one pose of each person is used

Fig. 3 Magnitude of 35-by-35 2-D mel cepstrum of a face image
matrix.

Fig. 4 35-by-35 normalized weights for emphasizing high
frequencies.
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for testing. The remaining p−1 poses for each person are
used in the training part of the classifier. In the leave-one-
out procedure, the test pose is changed in turn and the
algorithm is trained with the newly remaining p−1 images.

At the end, a final recognition rate is obtained by averaging
the recognition rates for each selection of the test pose.

In the extraction of the 2-D mel-cepstrum features, dif-
ferent nonuniform grids are used. Due to these differences,

Fig. 5 Sample images for randomly selected subjects from the AR Face Database.

Fig. 6 Sample images for randomly selected subjects from the ORL Face Database.
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new 2-D mel-cepstrum features are generated in different
dimensions. The 2-D mel-cepstrum features giving the best
performance are used in the comparison with the 2-D PCA
features and actual image matrices.

Due to the invariance of 2-D mel-cepstral features to
pixel amplitude changes, the 2-D mel cepstrum can cope
with large illumination changes in a data set. In order to
observe the robustness of the mel-cepstral method to illu-
mination variations, a second experiment was carried out.
An illumination compensation algorithm �LogAbout

method23� is implemented and used as a preprocessing step
before extracting features using 2-D PCA. The
illumination-compensated image samples of each database
are displayed in Figs. 8–10, respectively.

4.2.1 AR Face Database
In Table 1, the average recognition rate of each leave-one-
out step is given for the SVM classifier when different 2-D
mel-cepstrum features are used. 2D mel-cepstrum features

Fig. 7 Sample images for randomly selected subjects from the Yale Face Database.

Fig. 8 Illumination-compensated sample images for randomly selected subjects from the AR Face
Database.
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outperform the PCA, PCA with illumination correction, and
actual image pixel-value-based features, as shown in Table
2 in all three databases, including the AR Face Database.

4.2.2 ORL Face Database
In the ORL Face Database, recognition experiments re-
peated by using different DTFT domain grids in the calcu-
lation of 2-D mel-cepstrum features. These features are ap-
plied to multi-class SVM, and the recognition rates are
shown in the Table 1.

4.2.3 Yale Face Database
The Yale Face Database contains images captured under
different illumination conditions. Since there exist illumi-
nation changes in the database, we simply set the �0,0�
value of the 2-D mel cepstrum ŷ�0,0�=1 in all cases to
normalize illumination changes. As a result, the average
recognition rate of the database increased from 93.94% to
98.18% when the multi-class SVM-based classifier was
used. The performance of different-sized 2-D mel-cepstrum
features using Yale Face Database images are presented in
Table 1.

Our final average recognition rate of 98.18% is higher
than the ones reported in Ref. 24–27 for the Yale Face
Database. Reported recognition rates are 97.33%, 96.00%,
92.73%, and 89.09% in those references, respectively.

Based on the recognition rates presented in the Table 1,
grid 2 provides better representative features in the AR
Face Database. Grid 4 provides an increase in recognition
rate when the ORL Face Database is used. In the Yale Face
Database, cepstral features extracted using grid 1 provide
better performance than other nonuniform grids. Therefore,
the grid that performs best in a face database is used as the
nonuniform DTFT domain grid in the extraction of 2-D
mel-cepstrum features in the comparison of performance
with the other feature extraction techniques.

The performance of actual image pixel matrices and of
feature matrices based on 2-D PCA, 2-D PCA with illumi-
nation correction, and 2-D mel-cepstrum are tested by con-
verting these matrices to feature vectors and applying these
feature vectors to the multi-class SVM. The recognition
rate for each database is displayed in Table 2 for each fea-
ture extraction technique.

Based on the experiments described, the 2-D PCA fea-
tures do not provide better results than the proposed 2-D
mel-cepstrum features. Moreover, the of 2-D PCA features
have higher computational complexity than 2-D cepstrum
features, which are computed using FFT. The cost of com-
puting a 2-D mel-cepstrum sequence for an N-by-N image
is O�N2 log�N�+M2 log�M�� and an additional M2 /2 loga-
rithm computations, which can be implemented using a
lookup table. Another advantage of the 2-D mel-cepstrum

Fig. 9 Illumination-compensated sample images for randomly selected subjects from the ORL Face
Database.
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is its invariance to illumination variations. Even 2-D PCA
illumination-compensated �LogAbout method� images can-
not perform better than the proposed 2-D mel-cepstrum fea-
tures in image representation and elimination of illumina-
tion changes.

5 Conclusion

In this article, a 2-D mel-cepstrum-based feature extraction
technique is proposed for image representation. Invariance
to amplitude changes and translational shifts are important
properties of the 2-D mel-cepstrum and 2-D cepstrum. Fea-
tures based on the 2-D mel-cepstrum provide not only bet-
ter recognition rates but also dimensionality reduction in
feature matrix sizes in the face recognition problem. Our
experimental studies indicate that the 2-D mel-cepstrum

Table 1 Recognition rates �RR� of face databases using 2-D mel-
cepstrum features when different DTFT domain grids are used.

Grid Feature size

RR of face database
�%�

AR ORL Yale

1 1225 98.71 98.05 98.18

2 780 98.71 98.61 96.96

3 630 98.71 98.61 96.96

4 435 98.42 99.16 96.96

Fig. 10 Illumination-compensated sample images for randomly selected subjects from the Yale Face
Database.

Table 2 Recognition rates �RR� of SVM-based classifier with different feature sets. IC: illumination
compensation.

Features

AR ORL Yale

RR
�%�

Vector
size

RR
�%�

Vector
size

RR
�%�

Vector
size

Original images 96.85 8500 98.05 10304 88.00 19152

2-D PCA 96.85 1200 98.33 1680 87.87 1368

2-D PCA with IC algorithm 97.28 1200 98.88 1680 89.09 1368

Proposed 2-D mel cepstrum 98.71 780 99.16 435 98.18 1225

Çakır and Çetin: Mel-cepstral feature extraction methods for image representation

Optical Engineering September 2010/Vol. 49�9�097004-7

Downloaded From: https://www.spiedigitallibrary.org/journals/Optical-Engineering on 9/28/2017 Terms of Use: https://spiedigitallibrary.spie.org/ss/TermsOfUse.aspx



method is superior to classical baseline feature extraction
methods in facial image representation with regard to com-
putational complexity.
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