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Abstract We prove that a generalized version, essentially obtained by R.M. Loynes,
of the B. Sz.-Nagy’s Dilation Theorem for B∗(H)-valued (here H is a VH-space in
the sense of Loynes) positive semidefinite maps on ∗-semigroups is equivalent with
a generalized version of the W.F. Stinespring’s Dilation Theorem for B∗(H)-valued
completely positive linear maps on B∗-algebras. This equivalence result is a gener-
alization of a theorem of F.H. Szafraniec, originally proved for the case of operator
valued maps (that is, when H is a Hilbert space).

1 Introduction

In 1955, two of the most celebrated noncommutative dilation theorems have been
obtained: one of them refers to operator valued positive semidefinite maps on
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∗-semigroups and was proven by Sz.-Nagy in [27], while the other one refers to
operator valued completely positive maps on C∗-algebras and was proven by Stine-
spring in [24]. Both of these theorems have been motivated by Naı̆mark’s dilation
theorems [18,19] and are constructions of GNS type. However, these theorems have
been considered as covering nonlinear and, respectively, linear dilations and hence,
pointing out in different directions. Moreover, there is one more important difference
between these two theorems: in the Sz.-Nagy’s Dilation Theorem, apart of the quite
natural positive semidefiniteness condition which appears in the Stinespring’s Dila-
tion Theorem as well, there is an additional boundedness condition that shows up and
which is essential, unless the ∗-semigroup is actually a group.

Sz.-Nagy’s Dilation Theorem can be used for many purposes in operator theory
and noncommutative harmonic analysis but, apart from triggering the powerful theory
of functional models in nonselfadjoint operator theory of Sz.-Nagy and Foiaş [28], it
remained somehow in the shadow for quite a long time. On the contrary, Stinespring’s
Dilation Theorem made a very successful career and we can see it showing up in most
of the works on operator algebras whenever complete positivity plays an important
role. As a noncommutative generalization of Naı̆mark’s dilation theorems, it actually
made a more successful career in connection to operator systems, see e.g. Paulsen [21]
and Effros and Ruan [7], and quantum operations, that are special types of completely
positive maps, e.g. see Davies [5] and Hayashi [9].

It is relatively easy to see that Sz.-Nagy’s Dilation Theorem implies Stinespring’s
Dilation Theorem, due to the fact that the extra boundedness condition in the Sz.-Nagy’s
theorem is automatically satisfied for completely positive maps on C∗-algebras. What
is not that easy to see is that, actually, these two theorems are equivalent: this is the
contents of a theorem of Szafraniec in [26]. In showing this, there are three main
steps to take: the first step is to show that the constants in the Sz-Nagy’s boundedness
condition can be organized in a submultiplicative sequence c with some additional
properties (this step was first done in [25]), the next step is to linearize a positive
semidefinite map on the ∗-semigroup � to a positive semidefinite map on a weighted
�1

c(�) algebra that can be naturally organized as a B∗-algebra, while the last step is
to extend this linear positive semidefinite map to the enveloping C∗-algebra. Due to
an idea of W.B. Arveson, e.g. see his recent survey article [2], the third step can be
short-cut by proving the Stinespring’s Dilation Theorem for operator valued maps on
B∗-algebras.

On the other hand, there are some generalizations of Hilbert spaces to the case
when the inner product takes vector values. Historically, the first one refers to Hilbert
modules over C∗-algebras, initiated by Kaplansky in [11] and showing a tremendous
impetus during the last thirty years given by the works of Paschke [20] and Rieffel
[23], cf. the monographs [13,17]. A generalization to Hilbert C∗-module operator
valued maps of the Stinespring’s Theorem has been obtained by Kasparov [12]. Fol-
lowing the same chain of ideas and motivated by questions in operator algebras and
mathematical physics one also considered Hilbert modules over locally C∗-algebras,
cf. Inoue [10] and Phillips [22]. A different generalization, motivated by questions
in multivariable stochastic processes, was performed by Loynes, see [14–16]. These
vector valued Hilbert spaces, that have been acronymed by VH-spaces, show many
common features with Hilbert spaces but there are many anomalies as well, the most
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notable ones due to missing a Schwarz Inequality and an analog of the Riesz’s Rep-
resentation Theorem. It is worth noting that VH-spaces are so general that contain
Hilbert modules over either C∗ or locally C∗-algebras. We refer to [3,8,29,30] for
applications of this theory.

In this article we first prove a slightly more general variant of the generalized ver-
sion of the Sz.-Nagy Dilation Theorem due to Loynes [14] by dropping the assumption
that the map is unital, cf. Theorem 3.3. We present a detailed proof of the enhanced
Sz.-Nagy–Loynes Theorem due to at least three reasons: one reason is that we need
many constructions made during that proof, the second reason is that the obstructions
due to the anomalies in operator theory on VH-spaces have to be treated carefully, and
the third reason is that the proof employs beautiful ideas from harmonic analysis that
are worth to emphasize.

We then prove (twice) a generalized version of Stinespring’s Dilation Theorem,
first as a consequence of Sz.-Nagy–Loynes Theorem and the second time following
the ideas in the original proof in [24], cf. Theorem 4.4. The main result of this paper is
Theorem 4.5 when we prove that these B∗(H)-valued generalizations are equivalent,
and we thus extend Szafraniec’s Theorem to this setting. A preliminary section on
VH-spaces and their operator theory is included in order to recall the basic notions
and facts from this theory. Some of the recalled results have proofs, for the reader’s
convenience.

We express our thanks to the anonymous referee for the very careful reading of our
manuscript and the remarks that improved the presentation.

2 Notation and Preliminary Results

In this section we review most of the definitions and some theorems on VH-spaces
and their operator theory, cf. Loynes, [14–16].

2.1 VH-Spaces.

A complex vector space Z is called admissible if:

(a1) Z is a complete locally convex space.
(a2) Z has an involution ∗, that is, a map Z � z �→ z∗ ∈ Z that is conjugate linear

((αx + βy)∗ = αx∗ + β y∗ for all α, β ∈ C and all x, y ∈ Z ) and involutive
((z∗)∗ = z for all z ∈ Z ).

(a3) In Z there is a convex cone Z+ (αx + βy ∈ Z+ for all numbers α, β ≥ 0
and all x, y ∈ Z+), that is closed, strict (Z+ ∩ −Z+ = {0}), and consisting of
selfadjoint elements only (z∗ = z for all z ∈ Z+). This cone is used to define a
partial order in Z by: z1 ≥ z2 if z1 − z2 ∈ Z+.

(a4) The topology of Z is compatible with the partial ordering in the sense that there
exists a base of the topology, linearly generated by a family of neighbourhoods
{N j } j∈J of the origin, such that all of them are convex and solid, that is,
whenever x ∈ N j and 0 ≤ y ≤ x then y ∈ N j .

It can be proven that axiom (a4) is equivalent with the following one:
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(a4′) There exists a collection of seminorms {p j } j∈J defining the topology of Z
that are increasing, that is, 0 ≤ x ≤ y implies p j (x) ≤ p j (y).

If, in addition, to the axioms (a1)–(a4), the space Z satisfies also the following:

(a5) With respect to the specified partial ordering, any bounded monotone sequence
is convergent.

then Z is called a strongly admissible space.
In order to substantiate this definition we recall a few relevant examples.

Example 2.1 (a) C∗-Algebras. IfA is a C∗-algebra then it is an admissible space with
the cone A+ = {a∗a | a ∈ A} of positive elements and the underlying normed
topology. In particular, this is the case for the C∗-algebra B(H) of all bounded
linear operators on a complex Hilbert space H , as well as for the C∗-algebra
C(K ) of all complex valued continuous functions on a compact Hausdorff space
K . See, e.g., Dixmier [6].

(b) Locally C∗-Algebras. A complex ∗-algebra A is a locally C∗-algebra if it is
endowed with a family of seminorms {pα}α∈A that are submultiplicative, that
is, pα(xy) ≤ pα(x)pα(y) for all x, y ∈ A and all α ∈ A, they satisfy the
C∗-algebra condition, that is, pα(x∗x) = pα(x)2 for all x ∈ A and all α, and A
is complete with respect to the topology induced by this family of seminorms.
The notion of positive element is the same as in the case of a C∗-algebra. Clearly,
any locally C∗-algebra is an admissible space. See Inoue [10].

(c) B(X, X ′). Let X be a complex Banach space and X ′ its topological conjugate
dual. On the vector space B(X, X ′) of all bounded linear operators T : X → X ′,
a natural notion of positive operator can be defined: T is positive if (T x)(x) ≥ 0
for all x ∈ X . Let B+(X, X ′) be the collection of all positive operators and note
that it is a strict cone that is closed with respect to the weak operator topology. The
involution ∗ in B(X, X ′) is defined in the following way: for any T ∈ B(X, X ′),
T ∗ = T ′|X , that is, the restriction to X of the conjugate dual operator T ′ : X ′′ →
X ′. With respect to the weak operator topology, the cone B+(X, X ′), and the
involution ∗ just defined, B(X, X ′) becomes an admissible space. See Weron
[29], as well as D. Gaşpar and P. Gaşpar [8].

Given a complex linear space E and an admissible space Z , a Z-valued inner
product or Z-gramian is, by definition, a mapping E × E � (x, y) �→ [x, y] ∈ Z
subject to the following properties:

(ve1) [x, x] ≥ 0 for all x ∈ E , and [x, x] = 0 if and only if x = 0.
(ve2) [x, y] = [y, x]∗ for all x, y ∈ E .
(ve3) [ax1 + bx2, y] = a[x1, y] + b[x2, y] for all a, b ∈ C and all x1, x2 ∈ E .

A complex linear space E onto which a Z -valued inner product [·, ·] is specified, for
a certain admissible space Z , is called a VE-space (Vector Euclidean space).

In any VE-space E over an admissible space Z the familiar polarization formula

4[x, y] =
3∑

k=0

ik[x + ik y, x + ik y], x, y ∈ E, (2.1)
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holds, which shows that the Z -valued inner product is perfectly defined by the Z -valued
quadratic map E � x �→ [x, x] ∈ Z .

Any VE-space E can be made in a natural way into a Hausdorff separated locally
convex space by considering the weakest locally convex topology on E that makes
the mapping E � h �→ [h, h] ∈ Z continuous, more precisely, letting {N j } j∈J be the
collection of convex and solid neighbourhoods of the origin in Z as in axiom (a4), the
collection of sets

U j = {x ∈ E | [x, x] ∈ N j }, j ∈ J , (2.2)

is a topological base of neighbourhoods of the origin of E that linearly generates the
weakest locally convex topology on E that makes the mapping E � h �→ [h, h] ∈ Z
continuous, cf. Theorem 1 in [14]. In terms of seminorms, this topology can be defined
in the following way: let {p j } j∈J be a family of increasing seminorms defining the
topology of Z and let

q j (h) = p j ([h, h])1/2, h ∈ E, j ∈ J . (2.3)

Then the specified topology of E is fully determined by the family of seminorms
{q j } j∈J .

If E is complete with respect to this locally convex topology then it is called a
VH-space (Vector Hilbert space). In case the admissible space Z is strongly admis-
sible, a VH-space is called an LVH-space (Limit Vector Hilbert space), cf. [15], or
Loynes space, cf. [3,30]. LVH-spaces are more suitable for spectral representations of
their unitary or selfadjoint operators, but we do not use them in this article.

The concept of VE-spaces isomorphism is also naturally defined: this is just a linear
bijection U : E → F , for two VE-spaces over the same admissible space Z , such that,
[U x, U y] = [x, y] for all x, y ∈ E . Any VE-space E can be embedded as a dense
subspace of a VH-space H, uniquely determined up to an isomorphism, cf. Theorem
2 in [14].

In order to substantiate these definitions we recall a few examples.

Example 2.2 C∗-Algebras. Let A be a C∗-algebra. As in Example 2.1, A is an admis-
sible space. Then note that letting [x, y] = y∗x we have an A- gramian on A with
respect to which A becomes a VH-space.

Hilbert C∗-Modules. Let A be a C∗-algebra. An inner product A-module is a linear
space E which is a right A-module together with a map E ×E � (x, y) �→ 〈x, y〉 ∈ A
such that: (i) 〈x, ya + zb〉 = 〈x, y〉a + 〈x, z〉b, (ii) 〈x, ya〉 = 〈x, y〉a, (iii) 〈y, x〉 =
〈x, y〉∗, (iv) 〈x, x〉 ≥ 0 and if 〈x, x〉 = 0 then x = 0. A norm on E can be given
by ‖x‖ = ‖〈x, x〉‖ and, if E is complete with respect to this norm then E is called a
Hilbert C∗-module. Clearly, any Hilbert C∗-module is a VH-space (there is a differ-
ence with respect to our definition since, traditionally, Hilbert C∗-modules are linear
in the second variable, but this can be remedied). These objects are intensively studied,
e.g. see the monographs [13,17].

Hilbert Modules over Locally C∗-Algebras. In the above definition, one can replace
the C∗-algebra A by a locally C∗-algebra and get the notion of Hilbert modules over
locally C∗-algebras. Again, this is an example of a VH-space.
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In general VH-spaces, an analog of the Schwarz Inequality does not hold. However,
some of its consequences can be proven using slightly different techniques. One such
consequence is the following lemma.

Lemma 2.3 (Loynes [14]) Let Z be an admissible space, E a complex vector space
and [·, ·] : E × E → Z a positive semidefinite sesquilinear map, that is, [·, ·] is linear
in the first variable and conjugate linear in the second variable, and [x, x] ≥ 0 for
all x ∈ E . If f ∈ E is such that [ f, f ] = 0, then [ f, f ′] = [ f ′, f ] = 0 for all f ′ ∈ E .

Proof Fix f ∈ E such that [ f, f ] = 0 and let λ ∈ C\{0} and f ′ ∈ E \{0} be arbitrary.
We have

[ f + λ f ′, f + λ f ′] = [ f, f ] + λ[ f ′, f ] + λ̄[ f, f ′] + |λ|2[ f ′, f ′]

hence, since [ f, f ] = 0 it follows

= λ[ f ′, f ] + λ̄[ f, f ′] + |λ|2[ f ′, f ′] ≥ 0.

We claim that

λ[ f ′, f ] + λ̄[ f, f ′] = 0. (2.4)

Indeed, if this is not true then note that we can replace f by t f for any real t and get

t (λ[ f ′, f ] + λ̄[ f, f ′]) ≥ −|λ|2[ f ′, f ′]

and then, letting either t → +∞ or t → −∞ we immediately get a contradiction
with our assumptions that both λ and f ′ are not null. Thus, (2.4) is proven.

Now, letting λ successively be 1 and i in (2.4) we get

[ f ′, f ] + [ f, f ′] = 0 and i([ f ′, f ] − [ f, f ′]) = 0,

and hence [ f ′, f ] = [ f, f ′] = 0. ��

2.2 Linear Operators in VH-Spaces

The collection L(E,F) of all linear and continuous operators between VE-spaces E
and F is naturally organized as a complex vector space. In particular, the set L(E) of
all linear and continuous operators T : E → E is naturally organized as a complex
algebra.

Given two VH-spaces H and K, a linear operator A : H → K is called bounded if
there exists a constant k ≥ 0 such that

[Ax, Ax] ≤ k[x, x], x ∈ H. (2.5)
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Taking into account the definition of the underlying topology of a VH-space, any
linear and bounded operator T is uniformly continuous. In particular, boundedness
of a linear operator on a dense linear manifold implies that it can uniquely extended
to the whole VH-space, a construction that will be intensively used throughout. We
denote the special class of bounded operators by B(H,K). For a bounded operator
A ∈ B(H,K) we define its operator norm ‖A‖ by the square root of the least k
satisfying (2.5), that is,

‖A‖ = inf{√k | [Ax, Ax] ≤ k[x, x], for all x ∈ H}. (2.6)

It is easy to see that the infimum is actually a minimum and hence, that we have

[Ax, Ax] ≤ ‖A‖2[x, x], x ∈ H. (2.7)

If H is a VH-space then B(H) = B(H,H) is a Banach algebra with respect to the
usual algebraic operations and the operator norm, cf. Theorem 1 in [15].

2.3 The C∗-Algebra B∗(H)

Given two VH-spaces H and K, an operator A ∈ B(H,K) is called adjointable if
there exists a bounded operator A∗ : K → H such that for all x ∈ H and y ∈ K

[Ax, y] = [x, A∗y]. (2.8)

We denote by B∗(H,K) the collection of all adjointable elements in B(H,K). We
emphasize the fact that, in a general VH-space setting, not all bounded operators are
adjointable. This is mostly due to the lack of an analog of the Riesz Representation
Theorem. For example, as noted in [15], letting K be a compact Hausdorff space,
we consider the C∗-algebra C(K ) as a VH-space as in Example 2.2. If A is a linear
operator on the VH-space C(K ) which possesses an adjoint, then A corresponds to
multiplication by some fixed function α ∈ C(K ).

The definitions of selfadjoint, unitary, and normal operators are the same as in the
Hilbert space case. It is clear that A is selfadjoint if and only if [Ax, y] = [x, Ay] for
all x, y ∈ H, and also, by the polarization formula (2.1), this is equivalent to

[Ax, x] = [Ax, x]∗, x ∈ H. (2.9)

A bounded operator A in H is called positive if [Ax, x] ≥ 0 for all x ∈ H. From
(2.9) it follows that a positive operator is necessarily selfadjoint. A contraction is a
linear operator T such that [T x, T x] ≤ [x, x] for all x ∈ H. By Theorem 2 in [15],
the involution ∗ is isometric, that is, ‖T ∗‖ = ‖T ‖. In the following we will need a
slightly stronger version of that theorem, as follows.
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Lemma 2.4 Let T ∈ B(H,K) for some VH-spaces H and K such that there exists a
linear operator S : D → H, for some dense subspace D of K with the property that

[T h, k]K = [h, Sk]H, h ∈ H, k ∈ D. (2.10)

Then T is adjointable, T ∗ is an extension of S, in particular S is bounded as well and
‖T ‖ = ‖S‖.

Proof We use the fact that, for any u, v ∈ K we have

[u − v, u − v] = [u, u] − [u, v] − [v, u] + [v, v] ≥ 0

hence

[u, u] + [v, v] ≥ [u, v] + [v, u].

Observe that, without loss of any generality, we can assume that ‖T ‖ ≤ 1 and then,
for any k ∈ D we have

[Sk, Sk]H = 1

2

([Sk, Sk]H + [Sk, Sk]H
)

= 1

2

([k, T Sk]K + [T Sk, k]K
)

≤ 1

2

([T Sk, T Sk]K + [k, k]K
) ≤ 1

2

([Sk, Sk]H + [k, k]K
)
.

Observe that the above calculation gives us

[Sk, Sk]H ≤ [k, k]K, for all k ∈ D, (2.11)

that is, S is a contraction, hence continuous and it can be extended uniquely to an oper-
ator S̃ ∈ B(K,H). Then (2.10) holds for all k ∈ K which means that T is adjointable
and T ∗ = S̃. ��

If A ∈ B∗(H) is selfadjoint, then we have

− ‖A‖[x, x] ≤ [Ax, x] ≤ ‖A‖[x, x] (2.12)

The importance of the previous inequality, cf. Theorem 3 in [15], is that, sometimes,
it may be used instead of the Schwarz Inequality which, in general, does not hold for
a VH-space. Moreover, assume that A is a linear operator in H and that for some real
numbers m, M we have

m[x, x] ≤ [Ax, x] ≤ M[x, x], x ∈ H.

Then A ∈ B∗(H) and A = A∗. If, in addition, m is the maximum and M is the
minimum with these properties, then ‖A‖ = min{|m|, |M |}.
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It is now clear that B∗(H) is a Banach ∗-algebra with isometric involution. Accord-
ing to Theorem 4 in [15], for any VH-space H the algebra B∗(H) is a C∗-algebra,
precisely, we have ‖A∗ A‖ = ‖A‖2 for all A ∈ B∗(H).

On the other hand, the natural cone of positive elements in a C∗-algebra A is
A+ = {a∗a | a ∈ A}. According to Theorem 5 in [15], given H a VH-space and
A ∈ B∗(H), then A is positive (that is, [Ax, x] ≥ 0 for all x ∈ H) if and only if
A = B∗ B for some B ∈ B∗(H). So, the two notions coincide.

A subspace M of a VH-space H is orthocomplemented or accessible if every ele-
ment x ∈ H can be written as x = y + z where y is in M and z is such that [z, m] = 0
for all m ∈ M, that is, z is in the orthogonal companion M⊥ of M. Observe that
if such a decomposition exists it is unique and hence the orthogonal projection PM
onto M can be defined by PMx = y. Any orthogonal projection P is selfadjoint
and idempotent, in particular we have [Px, y] = [Px, Py] for all x, y ∈ H, hence
P is positive and contractive. Conversely, any selfadjoint idempotent operator is an
orthogonal projection onto its range subspace. Any orthocomplemented subspace is
closed.

3 Dilations of Positive Semidefinite B∗(H)-Valued Maps on ∗-Semigroups

In this section we prove a generalization of the Sz.-Nagy’s Dilation Theorem [27] to
VH-spaces, essentially due to Loynes [14]. We will actually prove a slightly more
general variant dropping the assumption that the positive semidefinite function is the
identity when evaluated at the unit, and for this reason some more technical results
are needed.

3.1 B∗(H)-Valued Positive Semidefinite Maps on ∗-Semigroups

Recall that a ∗-semigroup is a (multiplicative) semigroup � onto which there exists
an involution, usually denoted by ∗, that is, � � γ �→ γ ∗ ∈ � having the properties:
(βγ )∗ = γ ∗β∗ and (γ ∗)∗ = γ , for all β, γ ∈ �. If � has a unit ε then ε∗ = ε.

In case � is a group and we use the multiplicative notation, one can take γ ∗ = γ −1,
but other choices are also possible.

Let H be a VH-space and consider a family T = {Tξ }ξ∈� of operators in B∗(H)

indexed by a ∗-semigroup �. Equivalently, we think T as a function on � and val-
ued in B∗(H). Given n an arbitrary natural number, we call T n-positive if for any
η1, . . . , ηn ∈ � and any h1, . . . , hn ∈ H, the following inequality holds

n∑

i, j=1

[Tη∗
i η j h j , hi ] ≥ 0. (3.1)

Clearly, if T is n-positive then it is k-positive for all natural numbers k ≤ n. T is called
positive semidefinite if it is n-positive for all natural numbers n.
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Just from the definition it follows that if T is positive semidefinite then Tη∗η should
be all positive, and hence selfadjoint. However, it is not yet clear why T should be
selfadjoint, in the sense that Tξ∗ = T ∗

ξ for all ξ ∈ �. To see this we make use of the
fact that, just from the definition, we confined VH-spaces to complex spaces.

Proposition 3.1 Let H be a (complex) VH-space and T a B∗(H)-valued function on
a unital ∗-semigroup �. If T is 2-positive then T is selfadjoint, that is, Tξ∗ = T ∗

ξ for
all ξ ∈ �.

Proof We write the 2-positivity condition (3.1) for η1 = ε, η2 = η, h1 = x , and
h2 = y in order to get

[Tη y, x] + [Tη∗ x, y] + [Tεx, x] + [Tη∗η y, y] ≥ 0. (3.2)

Since T is 1-positive, the last two terms are positive, hence the sum of the first two
terms is in the real span of the cone Z+ (H is a VH-space with admissible space Z ),
hence it is selfadjoint in Z , that is,

[Tη y, x] + [Tη∗ x, y] = [x, Tη y] + [y, Tη∗ x],

equivalently

[(Tη∗ − T ∗
η )x, y] + [y, (T ∗

η − Tη∗)x] = 0.

Letting y = i(Tη∗ − T ∗
η )x we obtain

2i[(Tη∗ − T ∗
η )x, (Tη∗ − T ∗

η )x] = 0,

and since x is arbitrary in H, it follows that Tη∗ = T ∗
η . ��

The operator Tε , for a positive semidefinite function on a ∗-semigroup � with unit ε,
should be positive. In the original dilation theorems of Sz.-Nagy [27] and its gener-
alization by Loynes [14], it was assumed that Tε = I . Dropping this assumption, as
simple as it may look, will make some technical obstructions in the VH-space case. For
this reason, we first have a look on the implications of taking Tε = 0. The obstruction
we have to overcome is, again, due to a missing Schwarz type inequality.

Lemma 3.2 Let T be a 2-positive function T : � → B∗(H) for some ∗-semigroup �

with unit ε and a VH-space H. If Tε = 0 then Tη = 0 for all η ∈ �.

Proof Since T is 2-positive we have (3.2) and taking into account the assumption
Tε = 0 it follows that

[Tη y, x] + [Tη∗ x, y] ≥ −[Tη∗η y, y]. (3.3)

Since T is 1-positive as well, it follows that [Tη∗η y, y] ≥ 0. We claim that

[Tη y, x] + [Tη∗ x, y] = 0. (3.4)
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Indeed, if [Tη∗η y, y] = 0 from (3.3) we have [Tη y, x]+[Tη∗ x, y] ≥ 0. Replacing x by
−x we get the opposite inequality, hence (3.4) should hold. In case [Tη∗η y, y] > 0 we
note that the rightmost side in (3.3) does not depend on x and hence we can replace x
by t x , with t arbitrary real number. We proceed further like in the proof of Lemma 2.3
and conclude that [Tη y, x] + [Tη∗ x, y] = 0. Thus, in either cases (3.4) is proven.

To finish the proof, in (3.4) we replace x with ix and get [Tη y, x] − [Tη∗ x, y] = 0,
hence from here and (3.4) it follows that [Tη y, x] = 0. Since x, y ∈ H are arbitrary
this means that Tη = 0. ��

3.2 A Generalized B. Sz.-Nagy’s Dilation Theorem

We pass now to state and prove the promised generalization of the Sz.-Nagy’s Dilation
Theorem for ∗-semigroups.

Theorem 3.3 Let � be a ∗-semigroup with unit ε and T = {Tξ }ξ∈� ⊆ B∗(H), for
some VH-space H. The following assertions are equivalent:

(1) T satisfies the following conditions:
(b) T is positive semidefinite as a function on �, in the sense that for any finitely

supported family {gξ }ξ∈� in H we have

∑

ξ,η∈�

[Tξ∗ηgη, gξ ] ≥ 0.

(c) For any α ∈ � there exists a nonnegative number c(α) such that for any
finitely supported family g = {gξ }ξ∈� in H we have

∑

ξ,η∈�

[Tξ∗α∗αηgη, gξ ] ≤ c(α)2
∑

ξ,η∈�

[Tξ∗ηgη, gξ ]. (3.5)

(2) There exists a VH-space Ĥ, an operator V ∈ B∗(H, Ĥ), and a ∗-representation
D = {Dξ }ξ∈� of � in B∗(Ĥ), such that

Tξ = V ∗ Dξ V, ξ ∈ �. (3.6)

Moreover, Ĥ can be obtained to be minimal in the sense that it is spanned by
elements of the form Dξ V f , where f ∈ H and ξ ∈ � and, in this case, the triple
(Ĥ; D; V ) is uniquely determined up to an isomorphism of VH-spaces that intertwines
the ∗-representations and keeps the corresponding operators V .

In addition, in case Tε = I , H can be isometrically embedded as an orthocom-
plemented subspace into Ĥ and, letting PH be the orthogonal projection onto H, we
have

Tξ = PHDξ |H, ξ ∈ �. (3.7)
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The proof of this theorem follows closely the lines of the proof of B. Sz.-Nagy
for the Hilbert space case but with important differences caused by the anomalies of
VH-spaces, when compared to Hilbert spaces. In addition, we point out a harmonic
analysis perspective of the constructions in the proof.

Proof (1) ⇒ (2) We divide the proof into six steps:

Step 1. Construction of the space Ĥ.

We let G be the space of all finitely supported families g = {gξ }ξ∈� of vectors in H.
G has a natural Z -valued positive semidefinite sesquilinear pairing [·, ·]G

[g, g′]G =
∑

ξ∈�

[gξ , g′
ξ ]H, g, g′ ∈ G. (3.8)

We consider the convolution operator T on the complex linear space G,

(Tg)ξ =
∑

η∈�

Tξ∗ηgη, g ∈ G, ξ ∈ �. (3.9)

Clearly, T is a linear operator, with codomain the complex vector space of all H-valued
maps on �, and let F denote its range space, that is, the linear space of all families
f = { fξ }ξ∈� of vectors in H which have representations

fξ = (Tg)ξ =
∑

η∈�

Tξ∗ηgη, for some g ∈ G and all ξ ∈ �. (3.10)

Note that, actually, the sum in (3.8) also makes sense when at least one of g or g′
has finite support, the other one can be an arbitrary H-valued map on �. With this
remark, since T is positive semidefinite, the convolution operator T has a symmetry
property expressed by

[Tg, g′]G = [g, Tg′]G, g, g′ ∈ G, (3.11)

which follows immediately by Proposition 3.1.
We define a Z -valued pairing [·, ·]T on G by

[g, g′]T = [Tg, g′]G =
∑

ξ,η∈�

[Tξ∗ηgη, g′
ξ ]H, g, g′ ∈ G, (3.12)

and note that, by assumption (b) and Proposition 3.1, this is a positive semidefinite
sesquilinear Z -valued map but, in general, it is not positive definite. However, by
Lemma 2.3, it is easy to see that

Ker(T) = {g ∈ G | [g, g]T = 0} = {g ∈ G | [g, g′]T = 0 for all g′ ∈ G}, (3.13)
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which shows that, the Z -valued pairing [·, ·]F on F , defined by

[ f, f ′]F := [Tg, g′]G =
∑

ξ∈�

[ fξ , g′
ξ ]H, f = Tg, f ′ = Tg′, g, g′ ∈ G, (3.14)

is correctly defined (that is, independent on the particular representation f = Tg and
f ′ = Tg′) and that, actually, it is a Z -valued inner product on F . In order to see
positive definiteness, let f ∈ F be such that [ f, f ]F = 0. By Lemma 2.3, we get
[ f, f ′] = 0 for any f ′ ∈ F . For any h ∈ H and any η ∈ � we let δηh ∈ G be
defined by

(δηh)ξ =
{

h, ξ = η

0, otherwise.
(3.15)

We take f ′ = T(δη fη) ∈ F . By (3.14) and (3.11) we have

[ f, f ′]F = [ f, δη fη]G =
∑

ξ∈�

[ fξ , (δη fη)ξ ]H = [ fη, fη]H = 0.

This implies that fη = 0 for any η ∈ �, so f = 0.
So far, we showed that F is a VE-space equipped with the vector inner product

[·, ·]F . By taking the abstract completion of (F , [·, ·]F ) we obtain the VH-space Ĥ
as desired.

Step 2. Construction of the operator V ∈ B∗(H, Ĥ).

We consider the operator V : H → Ĥ defined by

V h = {Tξ∗h}ξ∈� ∈ F , h ∈ H, (3.16)

more precisely, (V h)ξ = Tξ∗h for all ξ ∈ �. Actually, to see that V h ∈ F , with the
notation as in (3.15), note that

∑

η∈�

Tξ∗η(δεh)η = Tξ∗h,

that is, V h = {Tξ∗h}ξ∈� = T(δεh) ∈ F .
On the other hand, for any h ∈ H we have

[V h, V h]F = [{Tξ∗h}ξ∈�, {Tξ∗h}ξ∈�]F
=

∑

ξ∈�

[Tξ∗h, (δεh)ξ ]H

= [Tεh, h]H ≤ ‖Tε‖[h, h]H,

which proves that V is bounded. Thus, V can be extended by continuity to an operator
V ∈ B(H, Ĥ).
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Noting that, for arbitrary f ∈ F and h ∈ H we have

[ f, V h]F = [ f, {Tξ∗h}ξ∈�]F =
∑

ξ∈�

[ fξ , (δεh)ξ ]H = [ fε, h]H, (3.17)

we can apply Lemma 2.4 and conclude that V is adjointable. For further reference, let
us record that, as a consequence of (3.17), we have

V ∗ f = fε, f ∈ F . (3.18)

Step 3. Construction of the ∗-representation D : � → B∗(Ĥ).

For arbitrary ξ ∈ �, Dξ is defined first on the vector space F : for any f ∈ F ,

Dξ f := { fξ∗η}η∈� that is, (Dξ f )η = fξ∗η, for all η ∈ �. (3.19)

However, we need to check that the right hand side of (3.19) really belongs to F . More
precisely, we need to find a gξ ∈ G such that Dξ f = Tgξ . If we plug the right side of
(3.19) into (3.10) we get

fξ∗η =
∑

γ∈�

Tη∗ξγ gγ =
∑

ζ∈�

Tη∗ζ gξ
ζ , (3.20)

where, for all ζ ∈ �,

gξ
ζ =

{
0 if the equation ξγ = ζ has no solution γ ∈ �∑

ξγ=ζ gγ otherwise

hence, since clearly gξ ∈ G, from (3.20) it follows that the ranges of all Dξ lie in F .
We first show that D is a representation of � on F , that is,

Dαβ = Dα Dβ, α, β ∈ �. (3.21)

Let f ∈ F and define g by gη = (Dβ f )η = fβ∗η for all η ∈ �. Then {Dαg}η∈� =
{gα∗η}η∈� and gα∗η = fβ∗α∗η = (Dαβ f )η, hence (3.21) is proven.

We now show that D is actually a ∗-representation on F , that is,

[Dα f, f ′]F = [ f, Dα∗ f ′]F , f, f ′ ∈ F , α ∈ �. (3.22)

To see this, letting f = Tg and f ′ = Tg′ for some g, g′ ∈ G, we have

[Dα f, f ′]F =
∑

ξ∈�

[ fα∗ξ , g′
ξ ]H

=
∑

ξ∈�

∑

η∈�

[Tξ∗αηgη, g′
ξ ]H
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=
∑

ξ∈�

∑

η∈�

[gη, Tη∗α∗ξ g′
ξ ]H

=
∑

η∈�

[gη, f ′
αη]H = [ f, Dα∗ f ′]F ,

where we also used Proposition 3.1, and hence the formula (3.22) is proven.
Observe that, so far, Dξ is only defined on F . In order to show that Dξ extends

from F to Ĥ , we have to show that D exhibits the boundedness property. Indeed,
letting f ∈ F such that f = Tg for some g ∈ G, by the definition of D as in (3.19),
condition (c), and formulae (3.21) and (3.22), we have

[Dα f, Dα f ]F = [Dα∗ Dα f, f ]F = [Dα∗α f, f ]F
=

∑

ξ,η∈�

[Tξ∗α∗αηgη, gξ ]H

≤ c(α)2
∑

ξ,η∈�

[Tξ∗ηgη, gξ ]H

= c(α)2[ f, f ]F , (3.23)

and the claim is proven. Since Dξ∗ extends also by continuity and taking into account
of (3.22), it follows that Dξ∗ = D∗

ξ , in particular, for any ξ ∈ � the operator Dξ is

adjointable, that is, Dξ ∈ B∗(Ĥ).

Step 4. Tξ = V ∗ Dξ V for all ξ ∈ �.

Taking into account of the definition of V in (3.16), the definition of D in (3.19),
and the formula for calculating V ∗ on F as in (3.18), for arbitrary ξ ∈ �, arbitrary
h ∈ H, and letting {gη}η∈� = {Tζ ∗h}ζ∈� , that is, gη = Tζ ∗h for η = ζ ∗, equivalently,
η∗ = ζ , we have

V ∗Dξ V h = V ∗ Dξ {Tζ ∗h}ζ∈� = V ∗{gξ∗η}η∈� = gξ∗ = Tξ h.

Step 5. Lin{DαV H | α ∈ �} = Ĥ.

To this end, we prove that

Lin{DαV H | α ∈ �} = F . (3.24)

To see this, since the range of V is included in F and Dα leaves F invariant, the direct
inclusion holds. In order to prove the converse inclusion, let f be arbitrary in F , hence,
there exists g a finitely supported family of vectors in H such that f = Tg, that is, cf.
(3.10),

f =
⎧
⎨

⎩
∑

η∈�

Tξ∗ηgη

⎫
⎬

⎭
ξ∈�

=
∑

η∈�

{Tξ∗ηgη}ξ∈� =
∑

η∈�

DηV gη,
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where, at the last equality, we took into account of the definitions of V as in (3.16)
and of D as in (3.19), in order to obtain DηV gη = {Tξ∗ηgη}ξ∈� , for all η ∈ �.

Since F is dense in Ĥ, by construction, from (3.24) it follows the required
conclusion.

Step 6. The uniqueness of Ĥ.

If we have another VH-space Ĥ′, with corresponding ∗-representation D : � →
B∗(Ĥ′), operator V ′ ∈ B(H, Ĥ′), such that Tξ = V ′∗D′

ξ V ′, and minimality condi-

tion Lin{D′
αV ′H | α ∈ �} = Ĥ′, then for any finitely supported h = {hα}α∈� and

k = {kβ}β∈� we have

∑

α,β∈�

[DαV hα, Dβ V kβ ]Ĥ =
∑

α,β∈�

[Tβ∗αhα, kβ ]H =
∑

α,β∈�

[D
′
αV ′hα, D

′
β V ′kβ ]Ĥ′ .

It follows that we can define an isometry U , on a dense linear subspace of Ĥ and
valued in a dense linear subspace of Ĥ′, by

∑

α∈�

DαV fα
U�−→

∑

α∈�

D
′
αV ′ fα,

which extends to an isomorphism of VH-spaces

U : Ĥ → Ĥ′.

Clearly, U satisfies

U Dξ = D
′
ξU for all ξ ∈ �.

We also observe that Dε acts as the identity operator on F and hence, by the density
of F in H, it follows that Dε = IH. Similarly we have that D′

ε = IH′ . Therefore,
by the definition of the operator U it follows U V = V ′, hence U has all the required
properties.

If, in addition, we have that Tε = I then V ∗V = V ∗ DεV = Tε = IH, that is,
V : H → Ĥ is an isometry and then, identifying H with V H, we have Tξ = PHDξ |H
for all ξ ∈ �.

(2) ⇒ (1). With (Ĥ; D; V ), a triple as in assertion (2), for any finitely supported g
we have

∑

ξ,η∈�

[Tξ∗ηgη, gξ ]H =
∑

ξ,η∈�

[V ∗ Dξ∗ηV gη, gξ ]Ĥ

=
∑

ξ,η∈�

[Dξ∗ DηV gη, V gξ ]Ĥ



On Two Equivalent Dilation Theorems in VH-Spaces 641

=
∑

ξ,η∈�

[DηV gη, Dξ V gξ ]Ĥ

=
⎡

⎣
∑

ξ∈�

Dξ V gξ ,
∑

ξ∈�

Dξ V gξ

⎤

⎦

Ĥ
≥ 0,

hence T is positive semidefinite. To verify the condition (c), we have

∑

ξ,η∈�

[Tξ∗α∗αη fη, fξ ]H =
∑

ξ,η∈�

[V ∗ Dξ∗α∗αηV fη, fξ ]H

=
∑

ξ,η∈�

[Dα DηV fη, Dα Dξ V fξ ]Ĥ

=
⎡

⎣Dα

∑

η∈�

DηV fη, Dα

∑

ξ∈�

Dξ V fξ

⎤

⎦

Ĥ

≤ ‖Dα‖2

⎡

⎣
∑

η∈�

DηV fη,
∑

ξ∈�

Dξ V fξ

⎤

⎦

Ĥ
= ‖Dα‖2

∑

ξ,η∈�

[Tξ∗η fη, fξ ]H,

and the proof is finished. ��
The next corollary shows that the construction provided by the previous theorem

carries over to the case when some linearity properties occur, cf. [14,27].

Corollary 3.4 With the notation as in Theorem 3.3, if we assume, in addition to the
assumptions in the assertion (1), that Tξαη = Tξβη + Tξγ η for some fixed α, β, γ and
all ξ, η in �, then Dα = Dβ + Dγ .

Proof We use the notation as in the proof of Theorem 3.3. We know that any element
f ∈ F is of the form f = Tg for some g ∈ G, hence

fξ =
∑

η∈�

Tξ∗ηgη =
∑

η∈�

Dξ (Tηgη) = Dξ

∑

η∈�

Tηgη, ξ ∈ �.

So, from the assumption Tξαη = Tξβη + Tξγ η it follows that Dα∗ξ∗ = Dβ∗ξ∗ +
Dγ ∗ξ∗ . Since Tξ = V ∗ Dξ V and using the minimality condition, from here it follows
that Tα∗ξ∗ = Tβ∗ξ∗ + Tγ ∗ξ∗ . Finally, using the observation that the collection of all
{Tξ∗ gξ∗}ξ∈� , when g ∈ G, also spans F , from here we obtain Dα = Dβ + Dγ . ��

4 Stinespring’s Theorem for VH-Spaces

In this section we investigate Stinespring’s type theorems for B∗(H)-valued maps, in
connection to the generalized Sz.-Nagy’s Theorem.
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4.1 B∗(H)-Valued Maps on ∗-algebras

Let A be a complex ∗-algebra with unit 1. Recall that the involution ∗ is supposed
to be conjugate linear, (ab)∗ = b∗a∗ for all a, b ∈ A, (a∗)∗ = a for all a ∈ A,
and that 1∗ = 1. In particular, A has an underlying structure of a unital multipli-
cative ∗-semigroup. For an arbitrary VH-space H over the admissible space Z , let
ϕ : A → B∗(H) be a linear map. With this observation, the notions of different types
of positivity introduced in Sect. 3 have immediate transcription to this setting: ϕ is
n-positive, for some natural number n, if for any a1, . . . , an ∈ A and h1, . . . , hn ∈ H
we have

n∑

i, j=1

[ϕ(a∗
i a j )h j , hi ]H ≥ 0,

and, respectively, ϕ is positive semidefinite if it is n-positive for all n ∈ N.
There is another notion of positivity that has been considered, following the original

terminology of Stinespring [24]. Given A a ∗-algebra, a linear map ϕ : A → B∗(H)

is called positive if ϕ(a∗a) ≥ 0 for any a ∈ A. Given n ∈ N, there is a natural
identification of ∗-algebras of Mn(A), the algebra of all n × n matrices with entries in
A, with Mn ⊗ A, organized as a ∗-algebra similarly in a natural way (e.g. see [21]).
A linear map ϕn : Mn(A) → Mn(B∗(H)) is naturally associated to ϕ by

ϕn([ai, j ]n
i, j=1) = [ϕ(ai, j )]n

i, j=1, [ai, j ]n
i, j=1 ∈ Mn(A). (4.1)

The importance of this notion relies on its “quantization” interpretation, e.g. see [7].
Taking into account that any positive element A = [ai, j ]n

i, j=1 ∈ Mn(A) can be
decomposed

A = A∗
1 A1 + · · · + A∗

n An,

where Ak is the n × n matrix having its k-th row with entries ak, j , j = 1, . . . , n, and
all the other entries null, we get the following fact, essentially proven in [24]:

Proposition 4.1 Let A be a ∗-algebra, H a VH-space, and a linear map ϕ : A →
B∗(H).

(a) For arbitrary n ∈ N, ϕ is n-positive if and only if ϕn is positive.
(b) ϕ is positive semidefinite if and only if ϕn is positive for all n ∈ N

ϕ is called completely positive if ϕn is positive for all n ∈ N, hence the statement
(b) says that complete positivity is the same with positive semidefiniteness, in this
setting.

The preliminary results on B∗(H)-valued maps as in Subsection 3.1 have counter-
parts in this setting. Thus, by Proposition 3.1 and Lemma 3.2 we have:

Lemma 4.2 Let A be a complex unital ∗-algebra and ϕ : A → B∗(H), for some
VH-space H. If ϕ is at least 2-positive then it is selfadjoint in the sense that ϕ(a∗) =
ϕ(a)∗ for all a ∈ A.
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On the other hand, as a consequence of Theorem 3.3 and its Corollary 3.4, we have:

Corollary 4.3 Let A be a complex ∗-algebra and H a VH-space over an admissible
space Z. Given a linear map ϕ : A → B∗(H), the following assertions are equivalent:

(i) ϕ has the properties:
(b) ϕ is completely positive on A.
(c) For any a ∈ A there exists a nonnegative number c(a) such that

∑

b,c∈A
[ϕ(c∗a∗ab)hb, hc]H ≤ c(a)2

∑

b,c∈A
[ϕ(c∗b)hb, hc]H, (4.2)

for all finitely supported families {hb}b∈A of vectors in H.
(ii) There exists a triple (K;�; V ), consisting of a VH-spaceK over the same admissi-

ble space Z, an operator V ∈ B∗(H,K), and a ∗-representation � : A → B∗(K)

of ∗- algebras, such that ϕ(a) = V ∗�(a)V , for all a ∈ A.

4.2 A Generalized Stinespring’s Theorem

The classical Stinespring’s Theorem [24] says that, for the case of a Hilbert space H
and C∗-algebra A, condition (c) in Corollary 4.3 is not necessary. An enhanced version
of Stinespring’s Theorem, e.g. see [2], states that this is true when A is a B∗-algebra
as well. It is our aim to show that this holds for the case of a VH-space. We first get
this generalization of the Stinespring’s Theorem as a consequence of the generalized
Sz.-Nagy’s Theorem 3.3, then we present a direct proof, based on the original ideas
in [24].

Theorem 4.4 Let A be a unital B∗-algebra, H a VH-space over an admissible space
Z, and let ϕ: A → B∗(H) be a linear map. Then ϕ is positive semidefinite if and
only if there exists K a VH-space over the same admissible space Z, an operator
V ∈ B∗(H,K) and a ∗-representation ρ : A → B∗(K) such that

ϕ(a) = V ∗ρ(a)V, for all a ∈ A. (4.3)

Moreover, the VH-space K can be obtained minimal, that is, K = Lin{ϕ(A)H}, and
in this case, the triple (ρ; V ;K) is unique, modulo a unitary operator of VH-spaces
that intertwines the ∗-representations and keeps the operators V .

In addition, if ϕ is unital, H can be isometrically embedded as an orthocomple-
mented subspace of K and, letting PH denote the orthogonal projection onto H, we
have

ϕ(a) = PHρ(a)|H, for all a ∈ A. (4.4)

First Proof As a consequence of Theorem 3.3 and its Corollary 4.3, we only have to
prove that, assuming the ϕ is positive semidefinite, then condition (c) in Corollary 4.3
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holds automatically. To this end, let a ∈ A and finitely supported {hb}b∈A in H. Since
ϕ is positive semidefinite, for any y ∈ A we have

∑

b,c∈A
[ϕ(c∗y∗yb)hb, hc]H ≥ 0. (4.5)

Without loss of generality we can assume that ‖a‖ < 1 and let x = a∗a, hence
‖x‖ ≤ ‖a‖2 < 1. Following an idea in [2] and using an exercise in [1] at page 125, we
consider the power series of the analytic complex function (1 − λ)1/2 that converges
in the open unit disc

(1 − λ)1/2 = 1 −
∑

n≥1

cnλn

and let

y = 1 −
∑

n≥1

cn xn ∈ A. (4.6)

It is easy to see that y = y∗, since x = x∗, and that 1 − a∗a = 1 − x = y2, hence,
from (4.5) it follows

∑

b,c∈A
[ϕ(c∗a∗ab)hb, hc]H ≤

∑

b,c∈A
[ϕ(c∗b)hb, hc]H, (4.7)

which proves (4.2). ��
Second Proof We only prove the direct implication; the converse one shows no
obstruction. Also, since most of the arguments are similar with the original proof
in [24], we focus mainly on the obstructions coming from the VH-space anomalies.
Thus, assume that ϕ is positive semidefinite and consider the algebraic tensor product
A ⊗ H on which a Z -valued pairing [·, ·] is defined as follows:

⎡

⎣
n∑

j=1

a j ⊗ x j ,

m∑

k=1

bk ⊗ yk

⎤

⎦ :=
n∑

j=1

m∑

k=1

[ϕ(b∗
k a j )x j , yk]H, (4.8)

for any a1, . . . , an, b1, . . . , bm ∈ A and x1, . . . , xn, y1, . . . , ym ∈ H. First we have to
note that this definition is correct (the representations as sums of elementary tensors
in A ⊗ H are not unique). Then, we show that this pairing satisfies all the axioms of
a Z -valued inner product, but the definiteness. By Lemma 2.3 it follows that

N := { f ∈ A ⊗ N | [ f, f ] = 0} = { f ∈ A ⊗ N | [ f, f ′] = 0 for all f ′ ∈ A ⊗ H}.

For this reason, we first have to factor to a VE-space (A ⊗ H)/N and then take K its
completion to a VH-space.
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A ∗-representation of A on A ⊗ H is defined in the usual way:

ρ(a)

⎛

⎝
n∑

j=1

a j ⊗ x j

⎞

⎠ :=
n∑

j=1

aa j ⊗ x j , a ∈ A.

We obtain the following inequality

[ρ(a) f, ρ(a) f ] ≤ 2‖a∗a‖[ f, f ], a ∈ A, f ∈ A ⊗ H, (4.9)

using the same arguments as those for the proof of (4.7). This shows that ρ(a) factors
and extends by continuity to a bounded operator in K. Since ρ is formally selfadjoint,
it follows that ρ(a) ∈ B∗(K) and ρ(a∗) = ρ(a)∗ for all a ∈ A. Thus, ρ : A → B∗(K)

is a ∗-representation.
The operator V is defined by V x := 1⊗x+N ∈ (A⊗H)/N , for all x ∈ H. We first

have to show that V is bounded. To see this, we first note that from [ f − g, f − g] ≥ 0
it follows that [ f, g] + [g, f ] ≤ [ f, f ] + [g, g] for arbitrary f, g ∈ A ⊗ H, hence

[V x, V x] = [1 ⊗ x, 1 ⊗ x] = [ϕ(1)x, x]
≤ 1

2

([ϕ(1)x, x] + [x, ϕ(1)x])

≤ 1

2

([ϕ(1)x, ϕ(1)x] + [x, x])

≤ ‖ϕ(1)‖2 + 1

2
[x, x].

We thus can extend V to a bounded operator H → K.
On the other hand, from

[V x, a ⊗ y] = [1 ⊗ x, a ⊗ y] = [ϕ(a∗)x, y]H = [x, ϕ(a∗)∗y]H
= [x, ϕ(a)y]H, x, y ∈ H, a ∈ A,

where the last equality is due to Lemma 4.2, it follows that we can use Lemma 2.4
and conclude that V is adjointable and that V ∗(a ⊗ y) = ϕ(a)y for all a ∈ A and all
y ∈ H.

Finally,

[V ∗ρ(a)V x, y]H = [ρ(a)V x, V y]
= [ρ(a)(1 ⊗ x), (1 ⊗ y)]
= [a ⊗ x, 1 ⊗ y]
= [ϕ(a)x, y]H, x, y ∈ H, a ∈ A,

hence ϕ(a) = V ∗ρ(a)V for all a ∈ A.
All the other assertions are clear now. ��
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4.3 Equivalence of the Generalized Sz.-Nagy and Stinespring Theorems
for VH-Spaces

In the following we prove that Szafraniec’s theorem [26] holds in the case of B∗(H)-
valued maps, for H a VH-space, as well. To a large extent we use the original idea
in [26]: first choose conveniently the constants c in the boundedness condition (this
was originally done in [25], but in our case those proofs do not work entirely) and
then linearize the map to a weighted �1

c space that can be shown to have all the
necessary properties in order to make it a B∗-algebra but, apart of the anomalies of
VH-spaces that we have to deal with on the way, we take advantage of the fact that
the generalized Stinespring’s Theorem is obtained for the more general B∗-algebras,
instead of C∗-algebras, and hence avoid the complications of enveloping.

Theorem 4.5 The generalized Sz.-Nagy’s Dilation Theorem 3.3 is logically equiva-
lent with the generalized Stinespring’s Dilation Theorem 4.4.

Proof We already got Theorem 4.4 by Theorem 3.3, so we only have to prove the
converse implication. To this end, we assume now that Theorem 4.4 is known, con-
sider � a unital ∗-semigroup, and let T : � → B∗(H) for some VH-space H. The
statement of Theorem 3.3 is an equivalence, in which one implication does not show
any difficulty. So, it remains to show that the implication (1)⇒(2) in Theorem 3.3
can be put within the framework of Theorem 4.4. To this end, let us assume that T is
positive semidefinite and satisfies the boundedness condition (c), as in Theorem 3.3.
We divide the proof in three steps:

Step 1. There exists a mapping c : � → [1,+∞), subject to the following properties:
(a) c is submultiplicative, that is, c(αβ) ≤ c(α)c(β) for all α, β ∈ �.
(b) There exists C > 0 such that ‖Tα‖ ≤ Cc(α) for all α ∈ �.
(c) For all α ∈ �, c(α) satisfies the boundedness condition (3.5).
(d) c(α∗) = c(α) for all α ∈ �.
(e) c(ε) = 1.

Indeed, for each α ∈ � let

c(α) = inf

⎧
⎨

⎩ c ≥ 0 |
∑

ξ,η∈�

[Tξ∗α∗αηgη, gξ ]H ≤ c2
∑

ξ,η∈�

[Tξ∗ηgη, gξ ]H

holds for all H-valued finitely supported family g

⎫
⎬

⎭ .

Actually, c(α) is the minimum (that is, the infimum is attained) since the set from
which we take the infimum is closed. Let α, β ∈ �, n ∈ N, h1, . . . , hn ∈ H, and
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ξ1, . . . , ξn ∈ �. Then

n∑

j,k=1

[Tξ∗
k β∗α∗αβξ j h j , hk]H ≤ c(α)

n∑

j,k=1

[Tξ∗
k β∗βξ j h j , hk]H

≤ c(α)c(β)

n∑

j,k=1

[Tξ∗
k ξ j h j , hk]H,

hence c(αβ) ≤ c(α)c(β).
Let us fix α ∈ �. By (3.5) we have

[Tα∗αh, h]H ≤ c(α)2[Tεh, h]H ≤ c(α)2‖Tε‖[h, h]H, for all h ∈ H.

Then, letting f = Tδαh for arbitrary h ∈ H and taking into account that the operator
V ∗ as in (3.18) is bounded and that ‖V ∗‖ = ‖V ‖ = ‖Tε‖, it follows

[Tαh, Tαh]H = [ fε, fε]H = [V ∗h, V ∗h]H
≤ ‖Tε‖[ f, f ]F = ‖Tε‖[Tα∗αh, h]H ≤ c(α)2‖Tε‖2[h, h]H.

Therefore,

‖Tα‖ ≤ ‖Tε‖c(α). (4.10)

Note that c(ε) = 1 holds, by definition.
In the following we prove that c(α∗) = c(α) for all α ∈ �. To see this, and in

order to emphasize the ideas and simplify the calculations, we use the construction in
Step 3 of the proof of Theorem 3.3. More precisely, we consider the linear operators
Dα : F → F as in (3.19) and use the fact, already established in (3.23), that

(3.5) holds if and only if [Dα f, Dα f ]F ≤ c(α)2[ f, f ]F , for all f ∈ F . (4.11)

Let α ∈ � be fixed and assume that c(α) ≤ 1. We now follow an idea from [14]. Writ-
ing down that [u−v, u−v]F ≥ 0 it follows that [u, v]F +[v, u]F ≤ [u, u]F +[v, v]F .
Then, using (3.22), for any f ∈ F we have

[Dα∗ f, Dα∗ f ]F = 1

2

([Dα∗ f, Dα∗ f ]F + [Dα∗ f, Dα∗ f ]F
)

= 1

2

([Dα Dα∗ f, f ]F + [ f, Dα Dα∗ f ]F
)

≤ 1

2

([Dα Dα∗ f, Dα Dα∗ f ]F + [ f, f ]F
)

≤ 1

2

([Dα∗ f, Dα∗ f ]F + [ f, f ]F
)
,

hence [Dα∗ f, Dα∗ f ]F ≤ [ f, f ]F , which, via (4.11), implies that c(α∗) ≤ 1. Thus,
we proved that c(α∗) ≤ c(α) and hence, by symmetry c(α∗) = c(α) for all α ∈ �.
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Finally, it is easy to see that, replacing c(α) by max{c(α), 1}, all the properties
(a)–(e) are preserved.

Step 2. The unital B∗-algebra �1
c(�).

Let �1
c(�) be the set of all f : � → C such that

‖ f ‖c :=
∑

γ∈�

c(γ )| fγ | < ∞. (4.12)

For the moment �1
c(�) is a complex vector space and ‖ f ‖c is a complete norm on it.

A multiplication in �1
c(�) can be defined by the convolution: given f, g ∈ �1

c(�) we
let f ∗ g : � → C be defined by

( f ∗ g)ξ =
∑

ηγ=ξ

fηgγ , ξ ∈ �. (4.13)

Then

‖ f ∗ g‖c =
∑

ξ∈�

c(ξ)|( f ∗ g)ξ |

≤
∑

ξ∈�

c(ξ)
∑

ηγ=ξ

| fηgγ |

=
∑

ξ∈�

∑

ηγ=ξ

c(ηγ )| fηgγ |

≤
∑

η,γ∈�

c(η)c(γ )| fη||gγ |

=
⎛

⎝
∑

η∈�

c(η)| fη|
⎞

⎠

⎛

⎝
∑

γ∈�

c(γ )|gγ |
⎞

⎠ = ‖ f ‖c‖g‖c,

hence the sum in (4.13) is absolutely convergent, f ∗ g ∈ �1
c(�) and, with respect to

this multiplication, �1
c(�) is a Banach algebra with unit δε .

An involution on �1
c(�) is defined by complex conjugation and involution on �:

f ∗
ξ = fξ∗ for all ξ ∈ �. The involution ∗ is isometric with respect to the norm ‖ · ‖c:

‖ f ∗‖c =
∑

ξ∈�

c(ξ)| f ∗
ξ | =

∑

ξ∈�

c(ξ)| fξ∗ | =
∑

ξ∈�

c(ξ∗)| fξ∗ | =
∑

η∈�

c(η)| fη| = ‖ f ‖c.

Thus, �1
c(�) is a unital B∗-algebra.

Step 3. The linearization of T to the B∗-algebra �1
c(�).
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We define, and denote by the same letter T , a map T : �1
c(�) → B∗(H) by

T f :=
∑

γ∈�

fγ Tγ , f ∈ �1
c(�), (4.14)

with the observation that the sum is absolutely convergent in B∗(H) since

∑

γ∈�

| fγ |‖Tγ ‖ ≤ C
∑

γ∈�

| fγ |c(γ ) = C‖ f ‖c < ∞, f ∈ �1
c(�).

Clearly, T is linear and, as a consequence of the previous inequality, we have

‖T f ‖ ≤ C‖ f ‖c, f ∈ �1
c(�), (4.15)

hence it is bounded. Note that Tη = T δη for all η ∈ �, and we call T the linearization
to the B∗-algebra �1

c(�).
In the following we prove that T is positive semidefinite on �1

c(�) as well. To see
this, let f1, . . . , fn ∈ �1

c(�) be finitely supported and h1, . . . , hn ∈ H be arbitrary.
Then, by (4.13), and (4.14), we have

n∑

j,k=1

[T ( f ∗
k ∗ f j )h j , hk]H =

n∑

j,k=1

∑

ξ∈�

[( f ∗
k ∗ f j )ξ Tξ h j , hk]H

=
n∑

j,k=1

∑

ξ∈�

∑

ηγ=ξ

[( f ∗
k )η( f j )γ Tξ h j , hk]H

=
n∑

j,k=1

∑

η,γ∈�

[( fk)γ ∗( f j )ηTγ ηh j , hk]H

and then changing the index γ to γ ∗ and interchanging the sums, since they have only
finitely many terms, we get

=
∑

η,γ∈�

⎡

⎣Tγ ∗η

⎛

⎝
n∑

j=1

( f j )ηh j

⎞

⎠ ,

(
n∑

k=1

( fk)γ hk

)⎤

⎦

H
≥ 0,

since T is positive semidefinite on �. This calculation is sufficient to prove that T is
positive semidefinite on �1

c(�) since, by (4.15) and the fact that the linear manifold of
all finitely supported complex functions on � is a dense linear manifold in �1

c(�), a
standard approximation procedure can be performed.

Finally, we apply the generalized Stinespring Theorem 4.4 to the positive semi-
definite map T : �1

c(�) → B∗(H) and get a triple (ρ; V ;K), where K is a VH-space
over the same admissible space Z , V ∈ B∗(H,K), and ρ : �1

c(�) → B∗(K) is a
∗-representation, such that T f = V ∗ρ( f )V for all f ∈ �1

c(�). Letting Ĥ := K and
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Dξ = ρ(δξ ) we obtain a triple (Ĥ; V ; D) that satisfies all the requirements as in
assertion (2) in Theorem 3.3. ��
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