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ABSTRACT

AN EVALUATION Ol°
TRANSACTION MANAGEMIENT ISSULS
IN
MOBILE REAL-TIME DATABASE SYSTEMS

Ersan Kayan
M.5. in Computer Engineering and Information Science
Supervisor: Asst. Prof. Dr. Ozgliv Ulusoy
I g .

January, 1998

The mtegration ol issues [rom real-time database systems and mobile com-
puting systems is a new rescarch area that aims to provide support for real-
time requirements ol database applications in a mobile computing euviron-
ment. Due to certain constraints of a mobile computing environment, such as
resource-poor mobile computers, low-bandwidth and unreliable wireless links,
and mobility of users/computers, various research issues in traditional real-
time database systems need to be reconsidered. In this thesis, we investigate
some of these issues nsing a detailed simulation model of a mobile real-time
database management system. We propose a transaction execution model with
two alternalive execution strategies and evaluate the performance of the sys-
tem cousidering varions mobile system characteristics. Performance results are

provided in terms of the fraction of transactions that satisfy their deadlines.

Key words: Mobile Computing, Real-Time Databases, Transaction lixecu-

tion Model, Performance Analysis.



OZET

MOBIL GERCEK ZAMANLI
BIR VIERITABANI SISTEMINDIE
HAREKET PERFORMANSININ INCELEMESI

Frsan Kayan
Bilgisayar ve Bnformatik Mihendisligi, Yiksek Lisans
Tez Yoneticisi: Yrd. Dog¢. Dr. Ozgiir Ulusoy
Ocak, 1993

Gergek zamanh veritabani sistemleri ve mobil igletim sistemleri kapsammdalki
aragtirma konularinim entegrasyonu yeni bir aragtirma dali olup, veritaban
uygulamalariim ger¢ek zamanli ibtiyaglarin kargilama amacini giitmektedir.
Mobil igletim sistemlerinin belivli bazt sinirlamalary; kaynakca yetersiz mobil
bilgisayarlar. diigik kapasiteli ve hata oram yliksek telsiz hatlar, kullamcilarm
ve/veya bilgisayarlarim harcketliligh gibi, bilinen gergek zamanh veritabam sis-
temlerindeki birgok aragtima konulariin yeniden gozden gecirilmesini gerek-
tirmektedir. Bu tezde, mobil ger¢ek zamanli bir veritabans sisteminin detayli
bir simulasvon programi kullamlarak bu konularin bazilar incelenmektedir.
Sistemin performanst onerilen iki degigik igleme stratejisine sahip bir hareket
igleme modeli kullamlarak ve degisik mobil sistem ozellikleri dikkate alimarak
hesaplanmalktadir. Perlormans sonuglart zaman siirlamalarinin kargilanabiline

orani baz almarak verilmektedir,

Anahtar kclimelcr: Mobil Tsletim, Ger¢ek Zamanh Veritabanlary, Hareket

[sleme Modeli, Performans Analizi.
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Chapter 1

Introduction

Recent developments in wireless communication technology and portable com-
puters have resulted in the emergence of mobile computing systems. In a mo-
bile computing system, uscrs carrying portable (mobile) computers can access
database scrvices from any location. Users are not required to maintain a
fixed position in the network. The links between mobile computers and the
mobile support stations that provide wireless interface to mobile computers
can change dynamically. Therefore, a mobile computing system can be viewed
as a dynamic type of traditional distributed systems[10]. Local yellow pages,
banking, travel information. clectronic magazines, electronic mail services, in-
ventory orders are the examples of applications that mobile computing systems

can support.

Mobile computers are usually small in size and poor in resource capabilities
relative to desktop computers. Many of them completely rely on mobile support
stations having scarce main-memory and no disk. On the other hand, there
are also some mobile computers that hold databases, and have considerable

processing power to support database operations.

Mobile computers use batteries as energy supply. Batteries are required
to be replaced or recharged [requently which is rather inconvenient for users.
Network connectivity ol a mobile computer is provided via a wireless link.

Wireless links vary too mnch in bandwidth, and they are unreliable and costly.
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Another constraint for a mobile computer is that it is more prone to failures

than a fixed desktop computer.

The constraints that we have mentioned require the system designers to re-
consider the issues in traditional distributed systems, such as transaction pro-
cessing, caching, replication. etc. The limited battery capacity requires energy
eflicient solutions to the issues. A mobile computer is disconnected frequently
in order to save battery energy and reduce communication costs. Disconnec-
tions are dillerent from lailires, because a disconnection can be anticipated
and necessary actions can be taken beforehand. Mobility of computers also
necessitates the location management of those computers. In order to contact

with a mobile computer, it is required to find out its current location.

Supporting real-time response to underlying applications is another issue
that needs to he considercd in mobile computing systems as it is pointed out
in [23]. A real-time database system supports applications that have timing
constraints in terms of deadlines or periods. Satisfying the timing constraints

of such applications is the primary goal of real-time database systems.

In this thesis, we present a mobile real-time database systems model that
takes into account the constraints ol mobile computing systems. A transaction
execution model we have constructed for that system is implemented by a
simulation program, and the performance of the system is analyzed to evaluate
the impact ol various mobile system characteristics. such as the number of

L

mobile hosts in the system. the handoff process', disconnection, and so on.

The organization of the thesis is as follows. In Chapter 2, we provide some
background information related to mobile computing systems and real-time

) n e L Q . 1 3 N . N M X
database management systems. In Chapter 3, our mobile real-time database
system model is described in detail. In Chapter 4, the simulation model and the
results of performance experiments are presented. Conclusions are provided in

the last chapter.

IPerforming the necessary clianges in configuration information when the connectivity of
a mobile computer is switched lrom one mobile support station to another.



Chapter 2

Background

2.1 Mobile Computing Systems

Fixed Network

D Mobile Host

Wircless Links

Wireless Cell

Figure 2.1: A Mobile Computing System

A typical mobile computing system consists of a number of mobile and fixed
hosts (IMigure 2.1). IYwved hosls ave connected with each other via a fixed high-
speed wired network and constitute the fixed part of the system. A mobile
host is capable of connecting to the fixed network via a wireless link. Some
of the fixed hosts called mobde support stations (MSSs) are augmented with a
wireless interface to communnicate with mobile hosts. The geographical region
in which mobile hosts can communicate with an M55 is called the cell of that

MSS. A mobile host is local 1o an MSS if it is inside the cell of the MSS.

An MSS acts as an interface between the local mobile hosts and the [ixed

part of the network, and is responsible for forwarding data between the local
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mobile hosts and the lixed network.

Due to mobility of users mobile hosts may cross the boundary between two
cells. In order to keep connectivity of a mobile host to the fixed network a
handoff process needs to occur. During handoff the new cell’s MSS takes the
responsibility of the mobile host from the old cell’s MSS. This process should

be transpareni to the user.

In traditional distributed systems it is assumed that the location of hosts
and the connection between them do not change. In mobile computing systems,
mobility ol hosts invalidates this assumption resulting in need for redesigning

algorithms developed for traditional distributed systems[4].

The location of a mobile host can be regarded as a data item that changes as
the user crosses the boundary between two cells. At the fixed hosts, location
servers maintain the location database for location management. Location
servers update the location data ol a mobile host when it changes its location
and answer queries on location data. In order to contact with a mobile host we
first need to find out its location. Broadcast, central services, home bases, and
forwarding pointers are the primary mechanisms for determining the current

address of a mobile compnter[12]:

o Broadcasi: A scarch request is broadcasted to all network cells for the

mobile computer sought.

o Clenlral scrvices: The current address for each mobile computer is main-

tained in a centralized databage.

o Home bases: The current location ol a mobile host is only maintained at

its home location server in which the mobile host is registered.

o Forwarding poinlers: When a mobile host changes its location its new
address is deposited at the old location so that messages sent to the mobile
host. can be forwarded to the new address. This method is among the

fastest methods.

Mobility of hosts also results in new application types like location depen-

dent queries. ‘T'he answer to a query on local places, events, ete. can change
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according to location of the mobile host that submits the query. An example

ol a location dependent ¢uery is “where is the nearest restaurant?”.

Due to mobility, mobile hosts also encounter more heterogeneous network

connections.

Mobile hosts operate on batteries which are lhmited in energy. It is ex-
pected that the Tifetime ol a battery will increase only 20 % over the next 10
vears[14]. Henee, energy conservation is an important issue in the design of

mobile computing systems.

Network handwidth is another major performance bottleneck for mobile
computing svstems. For local area networks bandwidth is in the order of 10

Mbps, and for cellular networks it is in the order of 10 Kbps.

Due to limited battery power and the unavailability of wireless connection
mobile hosts can be frequently disconnected. Disconnections can be antici-
pated and precautions can be taken helore a disconnection occurs. Changing
signal strength in a wireless network may help to predict a disconnection, and
a user may be able to preannounce the power down of the mobile host. Thus.
disconnections are different than failuves. The Coda File System is an example
system that supports disconnected operation in a mobile environment[20]. In
Coda, important data arc cached belore a disconnection, and during discon-
nection cached data is used. Upon reconnection the cached data are reconciled

with the replicated master copy.

In a mobile computing environment mobile hosts are more prone to failures
than fixed hosts. For mobile hosts, the connection to the fixed part of the net-
work is primarily provided through a wireless link. Wireless links are relatively

unreliable and have low bhandwidth constraints.
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2.2 Mobile Database System Issues

In a mobile computing environment, the constraints imposed by the mobile
computer hardware itself. wireless network technology, and the mobility of
users and hosts affect the design of database management systems. lixisting
protocols, models and algorithms for traditional database systems should be

revised in order to adapt to mobile computing environments.

2.2.1 Transaction Processing

A distributed transaction whose operations are executed on mobile and/or
fixed hosts ol a mobile computing system is called a mobile lransaction. A
mobile transaction is usually initiated by a mobile host and submitted to the
system. During execution ol the transaction if there is no need for mobile host
interaction then the mobile host may disconnect itself from the network in order
to save power orreduce the cost of wireless connection. However, disconnection
is not alwayvs voluntary and it can also be due to unavailability of network
connection at some places. Supporting the execution of a mobile transaction
while disconnected is an important issue for transaction management in mobile

computing systems.

Due to low bandwidth wireless channels and disconnection of mobile hosts,
execution ol mobile transactions can take a substantial amount ol time. Also,
due to mobility, the distance between a client and an information provider is not
fixed. Therelore, in order to reduce communication cost and improve response
time, transactions may be relocated. Mobility can also cause transactions to

access heterogeneous database systeins.

A possible execution strategy for mobile transactions is discussed in [28]. A
transaction is submitted by a mobile host to its mobile support station, it is
executed on the fixed part ol the system, and then the result is returned to
the mobile host. A mobile host may disconnect itsell {from the network after
it submits the transaction to 1)('.‘,{[:'01'111 some other task. This approach does

not support the interactions with the mobile host (e.g., getting inpul from the
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user), and transactions thal involve data at mobile host.

A mobile transaction excention model that supports the so called weak op-
erations is proposed in [I17. 18], In this model, the database is divided into
clusters ol semantically related or closely located data. All data items inside
a cluster arc required to bhe fully consistent. But, degrees of inconsistency are
allowed among data at dillerent clusters. When the lack of strict consistency
can bhe tolerated by the semantics of an application, to maximize local pro-
cessing in a cluster and rednce network access, the user is allowed to interact
with locally available consistent data. Therefore, weak read and weak write
operations that operate on locally consistent data are introduced. Standard
read and write operations are called strict read and strict write operations.
Locally consistent data are accessed by issuing weak transactions that consist
only of weak read and weak write operations, and globally consistent data are
accessed by issuing strict transactions that consist only of strict read and strict

write operations. Disconnected operation is supported by weak operations.

The mobile transaction model proposed in [8] is an open-nested transaction
model that supports reporting transactions and co-transactions in order to
minimize communication and maintenance costs by relocating transactions.
A mobile transaction consists of a set of relatively independent component
transactions which can interleave in any way with other mobile transactions.
A reporting transaction is a component transaction of a mobile transaction 7',
and it can share its partial results with 7" while in execution. A co-transaction
is a reporting transaction in which control is passed from one transaction to
another at the time of sharing of the partial results. Reporting transactions
and co-transactions can relocate their execution from ,one host to another.

Disconnected operation is not supported in this model.

In [26], an approach for transaction processing in mobile database systems
that uses object semantic information is proposed. Mobile transaction pro-
cessing is viewed as a concurrency and cache coherence problem. Disconnected
operation is supported by ntilizing object semantic information to provide finer
granularity ol caching and ('()1101.&'1‘01)(:)/ control and to allow for asynchronous
manipulation of the cached objects and unilateral commitment of transactions

on the mobile host.
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2.2.2 Query Processing

In a mobile computing environment, parameters to a query may be expressed
relative to the current location of a mobile host. Location dependent databases
maintain information abont local services such as information about motels,
restaurants, ete.  Location dependent queries that are generated on these
databases can return different results depending on the location of a mobile
host [10]. 'The answer to a query may also change depending on the state of a

mobile host (i.c., whether it is connected or disconnected).

Location information stored in a database may not be complete. Therefore,
in order to answer a location dependent query, additional data acquisition may

be required during the run time of the query[13].

Query optimization techniques for mobile computing systems should con-
sider the low bandwidth wireless links and the limited battery power. Approxi-
mate answers to queries arc more acceptable in mobile environments than that

in traditional database systems due to constraints of mobile environments[3].

2.2.3 Disconnection

As we discussed before, disconnection of a mobile host can be known before-
hand. Therclore, some special actions can be taken on beball of active trans-
actions. Among those actions are migrating transaction process to a fixed
computer, caching remote data that is necessary for the continuation of trans-

action execution, and transferring log records to a fixed computer.
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2.2.4 Data Broadcasting and Caching

Data Broadcasting

Due to low bandwidth and limited power coustraints of mobile computing
environments. providing data to massive numbers of mobile users is a new
challenge to researchers. There are two possible ways to provide data to the
users on the communication chanunel which consists of a downlink chanuel from

servers to clicnts and an uplink channel from clients to servers[15]:

e Data Broadeasting: Broadcasting data on the downlink channel periodi-
cally. Since the cost of data broadcasting does not depend on the number
of users, hroadcasting the most frequently requested data is an effective

way ol providing data to mobile users.

o Intevactive/On-Demand: Data are sent to the client on the downlink chan-

nel upon a request of client on the uplink channel.

Data broadeasting techniques proposed in [15] multiplex index informa-
tion that indicates the point of time in the broadcast chanuel when particular
records are broadcasted with data on the wireless channel. Thus. clients may
remain in doze mode most of the time. In order to download the required data,
they tune in periodically to the broadcast channel. It is concluded that index
based organization and access to the data broadcasted over wireless chaunels

conserves battery energy.

The broadeast disks technique is proposed in [2] for non-uniformly accessed
data. In this technique, data are partitioned into multiple ranges of sknilar
access probabilities. Thesc ranges are referred to as disks. Chunks of data
from different disks are multiplexed to create the broadcast in such a way that
the chunks ol the fast disks. disks that consist of hot pages, are repeated more
often than the chunks of the slow disks, disks that consist of cold pages. It is
shown by simulation experiments that significant improvement in performance
can be gained by the broadcast disk. Also, the effects of the hroadcast disk on

the caching strategy are discnssed.
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Caching

Caching of [requently accessed data items in mobile computing environments
1s important in order to reduce contention on the low bandwidth wireless chan-
nels. But, caching in mobile environments affects the cache invalidation strate-

gies due to disconnection and mobility of mobile hosts.

When broadcasting is used to invalidate caches, a server periodically broad-
casts an noalidation report. An invalidation report includes limited or partial
information regarding data changes. Due to disconnection, a mobile host may
wiss some ol the invalidation reports, resulting in false invalidation of mobile
host cache. In this case, the mobile host may invalidate its cache even if it is

valid.

In [5], three new cache invalidation methods for mobile computing environ-
merits are proposed. In these strategies, the server periodically broadcasts an
invalidation report and the clients listen to these reports. Clients do not checl
their cache validity with the server. Therefore, if the disconnection of a client

has been too long, false invalidation may occur.

The scheme proposed in [27] to invalidate caches checks the cache validity
with the server. if necessary. In this scheme, the server partitions the database
into a number of groups, and also dynamically identifies hot update set that
has been updated in a gronp. After a reconnection, a mobile host checks its
cache validity with the server at a group level to save uplink costs. The server
validates a group by excluding the hot update set. It is concluded by simula-
tion experiments that this scheme requires much less bandwidth for processing
queries, particularly if a mobile computer is occasionally disconuected for a

long period of time and most of the data objects are infrequently updated.

Two adaptive caching algorithms are proposed in [7]. The first one adapts
to changing cnvironmental parameters by adjusting the window size of the
database according to changes in the false invalidation and update rates. The
second one dillers from the lirst one in that data items are dynamically parti-
tioned into two groups, one consisting of hot items of updates and the other of

cold items ol npdates. Dillerent window sizes are assigned to the two groups
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dynamically on the basis of feedback regarding the false mvalidation ratio of

client caches.

2.3 Real-Time Database Management Systems

Applications in a real-time database system are supported by providing timely
access to the underlying database. The requirement of timely access ol ap-
plications comes from the characteristics of the applications and/or the data
that they arc accessing. l'or example, telephone switching systems, network
management systems, stock market, banking, airline reservation systems, etc.
require timely response, while accessing archival data and temporal data which

loses its validity after a certain time.

Tasks in a real-time dalabase system possess certain time constraints in
terms of periods or deadlines, and the satisfaction of these constraints is the

primary goal ol the systen.

Rescarch issnes in real-time database systems are discussed in [16, 19, 24].
Most work done in the field involves the scheduling of transactions that have
time constraints. The rest of the studies includes managing [/O and bulfers,
replication, sccurity, and recovery. In the tollowing sections we concentrate on
the transaction scheduling and veplication aspects of the real-time database

management systems.

2.4 Transaction Scheduling

The objective of scheduling policies in real-time database systems is to min-
imize the number of transactions that missed their deadlines. I'or most ap-
plications it is also desirable to maintain the consistency of the underlying

database.

Scheduling ol transactions is much harder than that in the conventional

database systems due to the time constraints of the transactions. Because,
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timely exccution of transactions requires a good estimate of their worst-case
execution time which is rather difficult to obtain in database systems due to

o dependence of transaction’s execution sequence on data values,

o data and resource conllicts,

o [/O scheduling and buller management techniques,

o communication delays and failures, and

o rollbacks and restarts alter transaction aborts, ete [19. 16].

Factors that characterize transactions in real-time database systems have in-

fluence on the scheduling policies. Transactions can be characterized according

to the effect of missing their deadlines:

o Hard deadline transaclions: Missing a deadline may result in a catastrophe

for a hard deadline transaction.

o Sofl deadline transaclions: Soft deadline transactions have some value
even alter their deadlines. Fven if a soft deadline transaction misses its

deadline it is allowed to complete.

o I deudline transactions: PPirm deadline transactions have no value
after their deadlines expire. Thus, a transaction that missed its deadline

is aborted and permanently discarded from the system.

Transactions can also be characterized according to their data access types,
their arrival patterns, knowledge ol data items to be accessed, and knowledge

and CPU and 1/0O time to spend.
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2.4.1 Priority Assignment

Each real-time transaction is assigned a priority based on its timing constraint
and the value of finishing it by its deadline. Priorities for real-time transactions
are used for conflict resolution and scheduling of resources. Some ol the policies

used for priority assignment in real-time database systems are [19, 1]:

first conie first served: The transaction with the earliest arrival time is

assigned the highest priority. The primary weakness of this policy is that

W

it does not. mmake use ol deadline information.

o carlics! deadline firsi: ‘I'he transaction with the earliest deadline is as-

signed the highest priority.

o highesl ralue first: The transaction that imparts the highest value to the

system in case of a successful termination has the highest priority.

o leasl slack lime first: The slack time is an estimate of how long we can
delay the execution ol a transaction and still meet its deadline. This policy

assigns the highest priority to the transaction with the least slack time.

Priority assignment policy is important because it affects the performance

of transaction scheduling algorithms.

2.4.2 Concurrency Control

In real-time database systems, for most applications it is desirable to maintain
database consistency while satisfying the timing constraints of traunsactions.
Serializability ensures the consistency of database by controlling the execution
of concurrent transactions [6]. Concurrency control techniques resolve conflicts
between transactions that want to access the same data object at the same

time.

Concurrency control techniques that use serializability as the correctness
criteria in real-time database systems are the time-cognizant extensions of lock-
S

based, optimistic, and timestamp-hased protocols that have been proposed for
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the conventional database systems.

Lock-bascd protocols require cach transaction to obtain a shared lock on
each data item they read, and an exclusive lock on each data item they write.
Conflicting requests are resolved by using priorities of conflicting transactions
resulting in transaction blocking or transaction aborts. The situation in which
a higher-priority transaction is blocked by a lower-priority one during con-
flict resolution is called priorily inversion. The basic approaches proposed
for avoiding this situation are called the Priority Inheritance and the Priorily

/{1 b()"‘t [2/]] .

In the Priority Inheritance approach, the lower-priority transaction that
1s blocking other higher-priority transactions inherits the highest priority of
the blocked transactions until it releases the lock. Inherited priority helps to
execute transaction faster resulting in reduced blocking times for high priority
transactions. But, under high data contention the performance of the system
degrades rapidly, because in this situation priority inheritance results in most

transactions exccuting at the same priority.

In the Priority Abort approach conflicts are resolved in favor of higher-
priority transactions. Il the fransaction requesting the lock has higher pri-
ority than the transaction holding the lock, the higher-priority transaction is
granted the lock after the lock-holding transaction aborts. Otherwise, the lock-
requesting transaction waits. ‘['his approach is deadlock free if the priority of
transactions does not change during their execution and the priorities of the
transactions arc unique. Also, this approach prevents priority inversion, be-

cause a higher-priority transaction never waits for a lower-priority transaction.

It is concluded in [25] that aborting a low priority transaction is preferable in
real-time database systems to blocking a high priority transaction by inheriting
its priority. On the other hand, Priority Abort approach wastes more resources

due to aborting transactions.

Thmestamp-based protocols assign timestanps to transactions based on
their start time for resolving conflicts. This protocol is not a good choice

for real-time database management systems, because the timestamp order has
X :



|

CHAPTER 2. BACKGROUND L

no relationship to transaction priority order.

With optimistic concurrency control protocols, transactions are validated
for commitiment after they complete their execution. Backward validation or
forward validation is performed by the protocol to validate transactions [16, 19].
In backward validation, the validating transaction is aborted if it has conflicts
with transactions that have already committed. Otherwise, it is committed. In
forward validation, cither the validating transaction or currently active trans-

actions that have conflicts with the validating transaction are aborted.

Although the optimistic concurrency control protocol is nonblocking and

deadlock-[ree. transaction aborts and restarts waste resources.

2.4.3 Commitment of Transactions

In distributed real-time database systems, atomic commitment property en-
sures that the effects of a distributed transaction on the data result at all sites
in all or nothing fashion. In these systems, the simplest and most popular

atomic commitment protocol nsed is the two-phase commit protocol [6].

2.5 Replication

Data replication 1s important in real-time database systems due to high data
availability and improved read performance it provides. However, in a repli-
cated database system, access to a data item 1s distributed across the sites
each has a copy of the item. It is necessary to ensure the mutual consistency
of the replicated data, i.e., to ensure that all copies of a replicated data behave
like a single copy. Communication overhead experienced while updating the

multiple copics of a data item may degrade the performance of the system.

In [22]. the impact of replication in a distributed database system on sal-
isfying the timing constraints of real-time transactions is evaluated. In that
work, (lLiH’(‘,r(‘n!, application tvpes that are characterized by the {raction of up-

date transactions processed and the distribution of accessed data items are
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considered. 1t is shown that. lor applications where majority of transactions
are read-onlv replication improves the system performance. But, for update in-
tensive applications, due to the overhead of update synchronization among the
multiple copics of the updated data, replication causes the systemn performance
to decrease. \nother result obtained is that replication improves performance

of the system as site [ailures hecome more [requent.



Chapter 3

A Mobile Real-Time Database
System Model

In [13], rescarch issues for mobile data management are discussed under the
categorization ol mobility, disconnection, new data access modes, and scale. In
[23], the issuc of real-time support for mobile applications is also considered.
Providing timely response to (ransactions of the underlying application is im-
portant in mobile computing systems. For example, in mobile environments,
the location information of a mobile host can be treated as a dynamically
changing value. Therefore. a query on the location information of a mobile

host should he associated with a timing constraint to produce precise answers.

The constraints of mobile computing systems make it difficult to meet timing
constraints ol the applications. Low bandwidth and unreliable wireless links,
and frequent disconnections increase the overhead of communication of mobile
hosts with the static part of the system. Mobility of hosts makes the location
information dynamic which results in a considerable increase in the cost of

search and updates on mobile host location.

In order to have a reasonable performance for a mobile real-time database
system, research issues in conventional real-time database systems should be
reconsidered 1o overcome the constraints imposed by the mobile computing

systems.

17
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In this chapter, we propose a real-time database system model suitable for

mobile compnting environments.

3.1 A Mobile Real-Time Database System Model

In our mobile computing system model, we assume that all fixed hosts can
be considered as mobile support stations (MSSs) (See Figure 2.1). All system
components are assumed to be lailure free!. Fach MSS has a database server
and a database consists of pages. Strict data consistency is enforced in our

system.

In our system, each mobile host is associated with a coordinator MSS that
coordinates the operations ol the transactions submitted by that mobile host.
Unless otherwise stated, we will asswme that the coordinator site ol a mobile
host is fixed. However, due to mobility, distance between the current MSS of
a mobile host and its coordinator site may increase and therefore it might he
better to relocate the coordinator site to reduce the commuunication and search
overhead hetween the current MSS of the mobile host and the coordinator site.
We will also devote a section to the discussion of the performance impact of

relocation of the coordinator site in the next chapter.

3.1.1 Transaction Execution

A mobile real-time transaction is a distributed transaction that has a timing
constraint in terms ol a deadline, and is executed at the generating mobile host
and possibly al some fixed hosts. Hereafter, we will use the terms transaction

and mobile transaction interchangeably.

Our transaction execution model is an extension of the model in [22] to
mobile computing systems. I our model transactions are generated by mobile

hosts and submitted to the svstem. Fach mobile host is allowed to submit a

LBut, as we mentioned before. one of the characteristics of a mobile computing system
is that mobile hosts and the wireless links are prone to failures. Therefore, we will also
investigate the impact of the wircless link failure in a separate section in the next chapter.
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transaction only after the previous transaction has finished. So, each mobile

host has at most one transaction at a time in the system.

Each transaction exists in the system in the form of a mobde master process
(MMP) at the generating mobile host, a fived master process (FMP) at the
coordinator site of the gencrating mobile host, and cohort processes at sites
where data operations are executed. Each transaction can have at most one

cohort process at a site,

Transactions consist of flcad, Write and user interaction operations. Clon-
trol and data request messages for cach Read and Write operation are sent to
cohort processes at relevant data sites under the coordination of FMP. For each
Read or Wrile operation a glohal data dictionary is referred to find out the rel-
evant data sites. Fach data site has a copy of this global data dictionary. We
assume that the write set ol a transaction is a subset of its read set. The data
items are accessed randomly by a transaction. A user interaction operation
is handled at the generating host of the transaction. It can be considered as

reading a local data item from the mobile host that generates the transaction.

A mobile transaction mayv be executed in one of two ways:

1. The entive transaction may be submitted in a single request message to
the fixed network (Figure 3.1). In this case FMP has the control of the
execution of the transaction. After 'MP completes the execution of the
transaction, 1t returns the result to the MMP. We will call this strategy

for executing the transactions BSFH (Evecution Site s « ['tved Host).

Lo

Control or data request message for each Read and Write operation of a

transaction may be submitted one after another to FMP by MMP(Figure 3.2

F'MP coordinates each request in the fixed network and acknowledges the
result to NIMP. Processing of each operation is performed at the mobile
host. This execution strategy will be called ESMIT (Frccution Site is a

Mobile 1ost).

N
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Submit Transaction Transaction Result

User Interaction Reply User Interaction Request

FMP

Read/Write T Read/Write

Request Reply

FCP

Fixed Host

Figure 3.1 Transaction Execution Strategy [ISIH

In the first approach, CPU power of the mobile host is not used for process-
ing transaction operations making it more suitable for mobile hosts which do

not have powerful CPPUs.

|
|
X Mobile Host !
[
! I
X MMP |
' )
I_ . L P t
Read/Write Read/Write
Request Reply
N v |
FMP
Read/Write Read/Write
Request Reply
FCP '
Fixed Host

IMigure 3.2: Transaction Execution Strategy IKSMH

Each transaction has a unique priority based on its timing constraint which
is used in ordering resource and data access requests of transactions. Transac-
tions are assumed to be firm deadline transactions (i.e., the transaction that
has missed its deadline is aborted and discarded from the system[L6, 19]). Both
FMP and MNP can initiate the abort when the deadline of the transaction

. L - . .
expires. We assume that the system has no pre-knowledge of the transaction
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execution regnirements, such as the pages to be accessed and the execution

time estimation of the transaction.

If a transaction aborts helore its deadline expires because of a data conflict,

it is restarted with the same deadline and priority.

3.1.2 Concurrency Control

Serializability is ensured by the two-phase locking protocol. Priority Abort
approach is used for resolving data conflicts [1]. Each fixed site in the system
has a scheduler to manage the lock requests of the cohort processes. Each
cohort process executing at a fixed site has to obtain a shared lock on each
data item it reads, and an exclusive lock on each data item it writes. If a lock
request is denicd, the cohort process requesting the lock is blocked until the

lock is relcascd.

If a data item is locked in shared mode by one or more cohort processes, a
cohort process requesting a shared lock on the data item is granted the lock
if its priority 1s greater than the maximum priority of all cohort processes, if

any, which arc waiting to lock the data item in exclusive mode.

Global serializability is provided by holding the locks of a transaction until

the transaction has been committed.

3.1.3 Atomic Cominitment ,

Atomic commitment of a transaction is provided by using a modified version
of two phase commit (2PC') protocol [6]. In this protocol, FMP is designated
as the coordinator, and eaclh cohort process executing on a data site acts as a

participant. The protocol can he described as follows:

o If MMP has the control of the transaction execution, it initiates the com-

mit by sending a vote request to 'MP.
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o [f F'MP has the control of the transaction execution, it initiates the commit
by sending a vote request message to all participants. Otherwise, alter
receiving the vote request message from MMP, it sends a vote request

message Lo all participants.

e When a participant reccives a vote request message, it responds by sending
to I'MP a message containing that participant’s vote : Yes or No. If the

participant votes No, it decides Abort and stops.

o ['MP collects the vote messages from all participants. If all of them were
Yes, and the I'MP’s vote s also Yes then I'MP decides Commit and sends
commit messages to all participants. Otherwise, 'MP decides Abort and
sends abort messages to all participants that voted Yes. In either case

F'MP sends the decision to MMP and stops.

o Lach participant that voted Yes waits for commit or abort message from
the coordinator. When it receives the message, it makes its decision ac-

cordingly and stops.

e When MMP receives commit or abort message from I'MP, it makes its

decision accordingly and stops.

If I'MP does not have the control of transaction execution, it receives a mes-
sage from MNP for the initiation of commit operation. Due to disconnection
of the mobile host, I'MP may not be able to receive this message before the
deadline of the transaction expires. In such a case FMP van unifaterally abort
the transaction in order to prevent data items to be kept locked unnecessarily
a long time by the transaction.

A transaction is assumed to be committed when FMP decides commit. After
FMP sends the vote request message to all participants, it is not allowed to

abort the transaction in case ol a data conflict.

When a coliort process commits it writes the updates into the local database.
If the cohort process aborts then the updates are just ignored. Before the

termination ol the cohort process all its locks are released.



CHAPTER 3. A MOBILIS REAL-TIME DATABASE SYSTEM MODEL 23

3.1.4 Handoff

Old MSS : ' New MSS

Wireless Cell —— Wireless Cell

Figure 3.3: Handoff Operation

Due to mobility of users mobile hosts may cross the boundary between two
cells (Figure 3.3). In order to keep connectivity of a mobile host to the fixed
network a handoll process occurs. During handoll the new cell’s MSS takes the
responsibility of the mobile host from the old cell’s MSS. This process should

be transparent to the user.

Our handoll protocol is similar to the one described in [9]. We assume that
cach MSS Dbroadeasts beacons over its wireless hink. Fach beacon carries its
sender MSS’s address. A mobile host monitors the wireless signal strength
it receives from neighboring M5Ss. The mobile host may decide {o initiate
a handofl process when the signal rveceived from a new MSS is substantially

stronger than that received [rom the old MSS.
Handofl process goes as follows :
L. The mobile host sends a handolf request message that contains the ad-

dress ol the mobile host and that of the old MSS to the new MSS. If the

coordinator site is fixed, it also sends the address of the coordinator site.

o

When the new MSS receives the handoff request of the mobile host, it
updates its location table and sends a notify message to the old MSS to
inform it.

3. When the old MSS reccives the notily message of the new MSS it updates

itsdocation table so that the messages for the mobile host can he redirected
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to the new MSS. The old MSS acknowledges with the address of the

coordinator site of the mobile host if the coordinator site is not fixed.

4. When the new MSS receives the acknowledgment message, it updates its
location table to redirect messages from the mobile host to the coordinator

site of the mobile host.

Current MSS
- " | Mss
e : -~ 77X Coordinator Site
o / :

P MSS mh ——>  Next MSS
/, //

y v /
MSS

Coordinator Site

Iigure 3.4: Linked List Structure Between Coordinator Site and Current MSS

In this way. as shown in Iignre 3.4, a distributed linked list structure is
constructed for the location information of the mobile host between the coor-

dinator site and the current MSS ol the mobile host.

3.1.5 Disconnection

One of the characteristics of mobile computing systems is [requent disconnec-
tion of mobile hosts due to limited battery power, unavailability of wireless
links, and high monctary cost ol wireless links. Supporting disconnected op-
eration is an important issue in mobile database systems. Disconnection of a
mobile host can be anticipated and prepa.red before the disconnection occurs.
Our databasc system model supports disconnected operation only by complet-
ing the transmission of the message that is being transmitted on the wireless
link. But, during the disconnection period, communication between FMP and

MMP is not possible.
S
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In order to prevent a transaction to block other transactions due to a data
conflict after its deadline expives, FMP has right to unilaterally abort the
transaction cven if it does not have the execution control of the transaction.
If FMP has the control of the transaction execution it can commit or abort

the transaction dnuring disconnection. Upon reconnection of the mobile host it

informs MMP about transaction abort or commit.
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Simulation Experiments

4.1 Simulation Model

We have implemented our mobile real-time database system model on a sim-
ulation program written in CSIM[21], a process oriented simulation language,

in order to evaluate the system performance on different parameter settings.

The simulation model parameters are listed in Table 4.1. Our mobile com-
puting system consists of Numl'Hosts fixed hosts, NumMIlosts mobile hosts
and a fixed network connecting fixed hosts. All fixed hosts are assumed to he
MSSs and mobile hosts are connected to fixed part via wireless links over the

M5S5s.

For cach message sent /received by any host MsgCPUTime msecs CPU time
is used. We assume that there is no contention for wireless link bandwidth.

The size of a control message is ContMsgSize bytes.

Bach fixed host has NumFhCPU CPUs and a disk. These resources are
shared by all users. Each mobile host has only one CPU and this CPU is used
only by the mobile user himself. PageCPUTime is the time required o process
a page on a fixed host, and DiskTime is the time required o access a page on
disk. The time required to process a page ou a mobile host is PageC'PUTane

* CPURatio.

S
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SIMULATION EXPERIMENTS

LrecStrategy

execution strategy

Numl'Hosts

number of fixed hosts

NumMHosts

number of mobile hosts

ThinkTime

think time

LocalDBSize

local database size in number of data pages

PageSize page size
MemSize memory size at each FH in number of data pages
NumI'hCPU number of CPUs at a I'H

PageCPUTime

CPU time to process a data page at a I'H

MsgCPUTime

CPU time to process a message

CPURatio relative power of a I'H CPU to a MH CPU
NumAccessed | number of pages accessed

NumUserlnt number of user interactions

DiskTime 10 time to access a page on a disk
UpdTrProb fraction of update transactions

WriteProb write probability of a page for an update transaction
SlackRate slack rate

Wired Band wired link bandwidth
* WirelessBand | wireless link bandwidth

ContMsgSize control message size

HandoffInt handofl interval

HandoffProb handoff probability

ConnectInt connectivity interval

DisconProb disconnection probability

Table 4.1: Simulation Paramneters

Q2

|

Each fixed host has a local database of size Local DBSize pages. MemSize is

the memory size of a fixed host in number of data pages.

Fach transaction consists of Read, Wrile and user interaction operations.
Number of Read and user interaction operations are NumAccessed. and Nu-
mUserInt, respectively. A transaction is specified as an update transaction
with probability UpdTrProb. A page that is accessed by an update transaction
is updated with probability WriteProb. Each transaction is associated with
a priority in order to resolve conflicts and schedule resources. The priority:

assignment policy used in our model is earliest deadline first.

Transactions are submitted by each mobile host one after another. After

a transaction has committed, the generating host of the transaction waits for
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ThinkTime seconds to submit the next transaction.

The [eatures of mobility are simulated by using the parameters HandoffInt,
Hando[fProb, Conncctint and DisconProb. A mobile host changes its location
at the beginning of each HandoffInt time interval with probability Handoff-
Prob. A mobile host stays connected/disconnected on the average Connectin!
seconds, and a connected mobile host disconnects at the heginning ol the next
Connectint time interval with the probability DisconProb, and a disconnected

. M X . A Lo : N >4 . "t Y- . 5
mobile host reconnects at the beginning of the next Connectint time interval

with the probability (1 - DisconProb).

4.1.1 Deadline Assignment

Let ArriwalTime('l), LrecTimelst(T), and SlackTime(T) denote the arrival
time, execution time estimate, and slack time of a transaction T, vespectively.
. ) | b

The deadline of the transaction T is determined, similar to [22], by the formula:
Deadline(T) = Arrivallwme(l) + FeecTimeltst(T') + SlackTime('l')

The slack time of a transaction is chosen randomly [rom an exponential dis-
tribution with a mean of SlackRate times the estimated execution time of the

transaction.

In calculating the execution time estimate of a transaction, we assumed
an unloaded system where FrecStrategy is ESFH. The values used for other

parameters in calculation are the ones given in Table 4.2.

4.1.2 System Components

The components of our simulation model ave shown in IMigure L.1. ach mo-
bile host in our system has a transaction generator, a transaction manager,
a message server, a handoff handler, a disconnection predictor, aund for the
mobile transaction executed an MMP. Fach fixed host has a transaction man-

ager, a message server, a location server, a data manager, a scheduler, and for
L
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Disconnection Predictor

Resource Manager

Handoff Handler

Transaction Generator

Transaction Manager

Message Server

Local Mobile Host

Rescurce Manager

FMPs

Location Server

Transaction Manager

Message Server

Data Manager

FCPs

Scheduler

Fixed Host (MSS)

Fixed Network

IFigure 4.1: System Components
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each mobile host it coordinates, an FMP and for each transaction that has

submitted an operation to it, a cohort process (I'CP).

Transactions are generated by the transaction generator at mobile host ac-
cording to the transaction modeling parameters and submitted to the local
transaction manager. Deadline and priority assigniment ol a {ransaction is

performed by the transaction generator.

The transaction manager at a mobile host initiates an MMP at the mobile
host and sends a message to the MSS of the mobile host for the initiation
of FMP at the coordinator site. The transaction manager at the MSS that
receives an I'MP initiation message first checks whether it is the coordinator
site of the mobile host that has sent the message. If so, it initiates an FMP [or
the transaction. Otherwise, it sends the request to location server to locate the
coordinator site. Operation request and reply messages are directed to relevant

master and cohort processes.

Message server is responsible with the transmission of messages between
hosts. Sending messages from a site is organized based on the priorities of
messages.  Mobility management messages have the highest priovity in the
system. lSach transaction operation message has the priorvity of the associated

transaction. Wireless network is assumed to have no contention.

Due to mobility, mobile hosts can change their location and access the fixed
network from different points at different times. In order to locate a mobile
host and its coordinator from any fixed host, during handofl operation a linked
list structure is constructed (Figure 3.4). The location sérver is responsible for
constructing this list and by using this list it redivects messages between the
coordinator site and the current MSS of a mobile host. When the coordinator
site relocation is used, location server is also respousible [or relocating the

coordinator site.

Disconnection and reconnection of a mobile host are initiated by the dis-
connection predictor, and handoff operation is initiated by the handofl handler

by using the relevant parameters ol our model.

Operations of a transaction is controlled by MMP and I'MP. I'MP provides
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the execution of Read and Wiite operations via ['CDs.

In order to access a page, a cohort process first requests a lock [rom the
scheduler on the relevant data page. Scheduler is respousible for the serializable

executions of the transactions by making use of a concurrency control protocol.

Alter a cohortl process is granted the lock on a data page, the cohort process
can access that page. If the page is not in memory, then the data manager
transfers the page from the disk into memory. It is assumed thal a page is in

memory with the probability
MemSize/Local DI3Size

if MemSize is less than or equal to LocalDBSize. Data manager uses the

priorities of the transactions in handling page transfer requests.

I/O and CPU services are ordered by the resource manager at a site. CPU
scheduling policy is preemptive-resume priority scheduling, and 1/0 scheduling

policy is non-preemptive priority scheduling.
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4.2 Experiments

Default parameter settings for each of the simulation experiments are presented
in Table 4.2.

utilization at all fixed hosts. Access to the following list of resources can lead

These values were chosen to have a system with high resource

to contention :

FrecStrategy

ESMH, ESI'H

Numl'Hosts 10
NumMHosts 100
ThinkTime 0 sec
LocalDBSize 200 pages
PageSize 4096 bytes
MemSize 100 pages
NumFhCPU 2

PageCPUTime

8 msec

MsgCPUTune

2 1msec

CPURalio 2
NumAccessed | 8-16 pages
NumUserint 0
DiskT'ime 12 msec
UpdTrProb 0.5
WriteProb 0.5
SlackRate 5.0

Wired Band 10 Mbps

WairelessBand

N

Mbps

t

ContMsgSize

56 bytes

HandoffProb

DisconProb

(e Reol [l

e CPUs at a fixed host,

o disk of a fixed host,

o wired link, and

o database.

Table 4.2: Default Parameter Settings
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In owr system, we assume no contention on the CPU of the mobile hosts

and the wireless links.

Ilach experiment run until 10000 transactions are executed in the whole
system. We have performed experiments for both execution strategics KSMII

and ESIH.

The perforimance metric used for the evaluations is the success ralio, l.e.,
the ratio of the number of transactions committed to the total number of
transactions generated. In order to be able to interpret performance results,

we have also calculated the following performance metrics for each experiment:

e Restart Ratio: Average number ol restarts experienced by each transac-
tion.
e Data Conflict Ratio: The ratio of the number of conflicting data access

requests to the total number of data access requests by all transactions.

o Coordinator Site Search Ratio: Average number of coordinator site search

requests per transaction.

o Mobile Host Search Ratio: Average number of mobile host scarch requests

per transaction.

We have conducted experiments in two separate parts. The first part con-
sists of the experiments that evaluate the performance impact of the system
parameters, and the second part includes an investigation of various mobile
system issues, namely, handoff, disconnection, relocation of transaction coor-

dinator, and wireless link failure.
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4.2.1 Impact of System Parameters

Transaction Load

At any time instant, each mobile host can have at most one transaction exe-
cuting in the system. Therefore, increasing the number of mobile hosts corre-
sponds to an increase in the system load. The maximum number of transactions

in the system is NumMHosts at any time.
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Figure 4.2: Success Ratio vs NumMHosts

In this experiment, we varied the number of mobile hosts (NumMHosls)
from 20 to 100 in increments of 20. This range ol transaction load leads to
a CPU utilization of 0.28 to 0.76 for the case of [SSMII, and of 0.59 to 0.89
for the case of ESFH. The ranges for [/O utilization observed with ESMIIT and
ESFH are 0.35 to 0.89 and 0.62 to 0.89, respectively. We have chosen the upper
value for the transaction load as 100 becanse for the larger values of transaction
load, the system becomes overloaded and unstable. The other parameters were

assigned the default values specified in Table 4.2.

Under these parameter settings the performance of the system for the strate-
gies BSMH and ESFH in terms of the success ratio is shown in Iigure 4.2. Re-
member that ESMH represents the case where the execution site is the mobile
host, and ESFH represents the case where the execution site is the fixed host.

As it is seen, the performance of the system degrades for both the strategics
S
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ESMH and ESFH as the transaction load increases, and for all ranges ol the
transaction load ESFH performs better than ESMH. This is because 15SMII
involves an additional wireless link delay for each data access request, and uses

less powerlul CPU of the mobile host.

0.14
0.12
-
o.10 T
el
—
-
/’/ ../"'V
2 e
£ o.08 P
(==
= o
8 o.06 5
0.04 [ g @) ESMH
4 O£ = ESFH
0.02
0.00 ¢ ' !
20 40 60 80 100
NumMHosts

Figure 4.3: Conflict Ratio vs NummMHosts

The reasons for the decrease in the performance ol both strategies 15SMH
and ESFH are the increasing load on the physical resources and the increas-
ing number of conflicts. IMigure 4.3 shows how the conflict ratio changes in
these experiments. For both ESMH and ESIFH, as the system load increases.,
the conflict ratio also increases due to the increasing nunber ol data access
requests, and hence increasing probability of conflict between the concurrent
transactions. At lower levels of the system load, both ESMH and ESIPH ex-
perience about the same number of conflicts. But al higher system loads, the
number of conflicts with ESMH becomes higher and the difference between
the results obtained with ESMH and ESFH also increases. Because, in case of
ST, at higher loads, the number of transactions whose deadlines expire due
to high CPU contention increases, resulting in reduced number of data access
requests by the active transactions.

The effect of increasing CPU contention can also be seen by looking at
the restart ratios (I'igure 4.4).  Although at lower levels of transaction load
restart ratio of ESIF'H is higher than that of ESMH, at higher levels of load the

situation is the opposite. The increasing ratio of the restarts at lower levels {or
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Figure 4.4: Restart Ratio vs NumMHosts

hoth ESMH and ESFH is due to the increasing data conflicts. But at higher

levels of the load, high contention of the CPU in case of ESI"H overweights the

effect of conflicts and some of the transactions aborted due to a data conflict

can not be restarted. Therefore, the number of restarts does not increase at

higher loads for ESIFH.
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Figure 4.5: Success Ratio vs ThinkTime

Increasing the think time reduces the number of active transactions in the

system at any instant. This results in less data and resource contention in the



CHAPTER 4. SIMULATION EXPERIMENTS 37

0.12
EN
N S— ) ESMH
0.10 - N A A ESFH
a4 \
Tl .
‘@\
0.08 |- A \
SO
& S
'G5 0.06 |- ~
rS i\\
« \\ Ty
o
0.04 . >
R ,
RN
o0.02 | - EN
0.00 ! : ‘ '
o 1 2 3 a 5
ThinkTime

Iigure 4.6: Conflict Ratio vs ThinkTime

system, hence resulting in improved performance in terms of the success ratio.

In these experiments, we varied the think time from 0 to 5 in increments ol 1.
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IYigure 4.7: Restart Ratio vs ThinkTime

In Figure 4.5, for all parameter settings BESFH performs better, and the
performance of both ESMH and ESFH increases at lower ranges ol think time,
and they are not affected much at higher ranges. The increase at lower levels
is due to decreasing contention on the physical resources and data, resulting in
less conflict ratio (Figure 4.6) and restart ratio (Figure 4.7). At higher ranges.
the contention on the physical resources and the data becomes rather small.
Therefore, most of the transactions in case of ESFI succeeds to meet their

. L . . v . . .
deadlines. The lower success ratio in case of ESMII 1s due to wircless link
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delay and the less powerful mobile host CPU, as we explained belore.

Slack Rate
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Figure 4.8: Success Ratio vs SlackRate

The slack rate controls the tightness of transaction deadlines. Increasing the
slack rate causes the transaction deadlines to become looser, resulting in more
transactions to meet their deadlines. In these experiments, we varied the slack

rate from 3.0 to 9.0 in increments of 2.0.

As it is shown in Figure 4.8, increasing the slack rate increases the success

ratio for hoth ESMH and ESIFH.
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Transaction Size

[n order to examine the effects of the transaction size, we varied the number

of pages accessed by each transaction from 4 to 20 in increments ol 1.
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Figure 4.9: Success Ratio vs NumAccessed
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Iigure 4.10: Conflict Ratio vs NumAccessed

For both ESMH and ESFH, as the transaction size increases the success
ratio decreases linearly as shown in Figure 4.9. This result is due to the fact
that the transactions stay longer in the system, resulting in higher data conflict

ratio (Fignre 4.10), and higher transaction restart ratio (FFigure 4.11).
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Figure 4.11: Restart Ratio vs NumAccessed
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Figure 4.12: Success Ratio vs LocalDBSize
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In this experiment, we evaluated the performance of the system by changing the

local database size from 100 to 400 pages in increments of 50. The performance

results in terms of success ratio is shown in Figure 4.12. Increasing the local

database size increases the performance of both ESMH and ESIPH. This is due

to the decreasing conflict ratio (Figure 4.13), because as the local databasc

size increases the probability that two transactions access the same data item

decreases. This also results in smaller restart ratio (Figure 4.14).

Changing the local database size also affects the 1/0 load of the system.
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Figure 4.13: Conflict Ratio vs LocalDBSize

When the local database size is increased, the probability that a requested
data item can be found in the main memory becomes less. This results in an
I/O request to read the the requested data from disk. However, although the
1/0 load increases, the overall performance of the system becomes betler when
a larger database size is maintained. This result shows that the number of data
conflicts and restarts has more impact on the performance than the amount of

1/0 operations.
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Figure 4.14: Restart Ratio vs LocalDB5Size
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Data Contention

We evaluated the effect of the data contention by changing the write prob-
ability at each data access of an update transaction. As it is shown in I'ig-
ure 4.15, increasing the write probability degrades the system performance.
Larger number of write operations means larger number of data conflicts among
transactions (Figure 4.16), and therefore larger number of transaction restarts

(Tigure 4.17).

(hanging the write probability also affects the I/O load of the system,
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Figure 4.15: Success Ratio vs WriteProb
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Figure 4.16: Conflict Ratio vs WriteProb

because each write operation requires a disk access to store the updated data
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Figure 4.17: Restart Ratio vs WriteProb

item on stable storage. The increased I/0 load is another factor that makes

the performance worse when the number of write operations is increased.

CPU Availability
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Figure 4.18: Success Ratio vs NumFhCPU

The number of CPUs at a fixed host determines the average load on cach
CPU. As the number of CPUs iricreases, the load and contention on each (‘P
decreases. Especially ESFH is affected by the number of CPUs, because with
ESEFH, all processing requests for the execution of the transactions are satisfied

by the CPUs at the fixed hosts.
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Figure 4.18 shows the performance results obtained by varying the number
of CPUs at a fixed host. As we can see, the change in the performance of
ESFH is more than that of ESMH. At the lowest value of NumIhCPU, the
performance of IBSFH is worse than the performance of KSMIL But at higher
values of NumFhCPU, due to decreased load on the CPUs, ESFH outperforns

ESMH.

User Interaction

A user inleraction operation is requested from a mobile host which generates
transactions. It can be treated as reading a local data item. Therelorve, with
ESMH a user interaction is satisfied locally, there is no need for any wireless

link communication. But, with ESFH, a wireless link delay is experienced.

In this experiment, we varied the number of user interaction operations from
0 to 8 in increments of 2 in order to evaluate the impact of user interaction.

Performance results are shown in Figure 4.19.
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Figure 4.19: Success Ratio vs NumUserInt

As the degree of user interactions is increased the performance of IKSMI
gets a little bit better. This might be explained by the fact that our system
is inclined to assign larger deadlines to transactions when larger number of
user inferaction operation is expected to be experienced by transactions. The

performance of ESFH, on the other hand, degrades as the number of user
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interactions increases. This is due to wireless link delay experienced by 1551°H

for each user interaction request by transactions.

4.2.2 TImpact of Mobile System Issues
Disconnection

A mobile host disconnects itself [requently from the system in order to save its
limited energy and also due to unavailability of wireless links at some parts.
When a mobile host disconnects from the system, it can no longer submit trans-
actions or operations to the system. So, any transaction or operation request
by the mobile host cannot be satisfied. Therefore, disconnection results in a
degradation in the performance of the system, and this degradation increases

as the probability of disconnection increases.

In this experiment, we evaluated the performance of the system by varying
the disconnection probability of the mobile host, DisconProb, from 0.2 to 0.8
in increments of 0.2. Recall that DisconProb is the probability that a mobile
host is disconnected during the time interval Connectint. In this experiment.

ConneclInt was assigned the value 10 secs.
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Figure 4.20: Success Ratio vs DisconProb
As it is shown in Figure 4.20, the performance of the system in terms of

N
success ratio decreases while increasing the disconnection probability.
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Increasing the probability of disconnections results in decreasing the number
of active transactions in the system. Therefore, the number of conflicts between

the active transactions decreases (I'igure 4.21).
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[Figure 4.21: Conflict Ratio vs DisconProb

Decreasing the number of active transactions also leads to a decrease in
the load of the physical resources. The decrease in both the conflict ratio

and the load on the physical resources results in reduced number of restarts

(Figure 4.22).
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Figure 4.22: Restart Ratio vs DisconProb
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Although we observe a decrease in the number of data conflicts and transac-
tion restarts, this does not mean that the performance is improved. While the
mobile computers stay disconnected for some period ol time, the transactions
that require resources on fixed hosts are suspended that makes it difficult to
complete their execution within specified deadlines. Therefore, increasing the

probability of disconnections results in worse performance.

Handoff

In a mobile environment, users may cross the boundary between two cells. In
order to keep connectivity of a mobile host to the fixed network a handoff
process needs to occur. During the handoff operation a distributed linked list
structure is constructed for the location information of the mobile host that
needs to be exchanged between the coordinator site and the current M55 of the
mobile host (Figure 3.4). The communication and search overhead introduced

by the handoff process causes more transactions to miss them deadlines.

Remember that a message transmission occurs between the coordinator site
and the mobile host during transaction submission/termination and user in-
teraction with ESFH, and for the coordination of Read, Write, Commul, Abort

operations with ESMH.
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Figure 4.23: Success Ratio vs HandoffProb

The performance results obtained by varying the handofl probability are
S
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shown in Iigure 4.23. In this experiment, simulation time is divided into
HandoffInt time intervals which had the value 3 seconds. A handoff process
occurs at the beginning of each time interval with probability HandoffProb. We
varied the handoff probability from 0 to 1 in increments of 0.2, The value of 0
corresponds to the case where no handofl process occurs. In this experiment,

we set the value of the number of user interactions to 0.

As we can see, BSFH is not affected by the handoff process. This is because
after the submission of a transaction to coordinator site by a mobile host, there
is no need for message transmission between the coordinator site and the mobile
host until the transaction completes. But, with INSMH, no handolf case pro-
vides better performance than that with handolf case, and for all values of the
handoff probability, the performance results are about the same. Remember
that we have used the forwarding pointers mechanism for determining the cur-
rent address of a mobile computer, and as mobile hosts move randomly, after a
while the average length of links from the coordinator site to the current MSS
becomes equal for all values of the handoff probability. Therefore, the average
cost of communication and search between the coordinator site and the curvent
MSS of the mobile host is about the same alter the system becomes stable. For
this experiment, on the average, each transaction experienced about 39 MSS

searches and about 15 coordinator site searches during its execution.

In order to see how user interaction affects the system performance with
handoff process, we varied the number of user interactions from 0 to 8 in
increments of 2. In this experiment, HandoffInt had the valie of 3 seconds and

HandoffProb had the value of 0.2.

As illustrated in Figure 4.24, with ESMH, the decrease in the performance
of the system due to handoff i1s not affected by varying the number of user in-
teractions. But, with ESFH, as the nwunber of user interactions increases, the

? Y

: : - oy ! . e : .
performance degradation of the system also increases. This is due to increasing
cost of communication and search for the message transmissions between the
coordinator site and and the current MSS. When the number of user mter-
actions is 0, coordinator site search ratio (i.e., average nwmber ol coordinator
site sqarch requests per transaction) and mobile host search ratio (i.c., average

number ol mobile host search requests per transaction) have the values of 0.584
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Figure 4.24: Success Ratio vs NumUserInt

and 1.67, respectively. But, these ratios reach the values of 7.84 and 20.40,

respectively, when the number of user interactions becomes 8.

Coordinator Relocation

Due to mobility, the distance between the current MSS of a mobile host and
its coordinator site may increase and therefore it might be better to relocate
the coordinator site to reduce the communication and search overhead between

the current MSS of the mobile host and the coordinator site.

In these experiments, we measured the impact of relocating the coordinator
site of a mobile host. When a new transaction is submitted to the system,
the coordinator is relocated at the current MSS of the generating host of the
transaction, if the current MSS is not the coordinator of the generating host.
Relocation has a cost for the system that consists of message exchanges between
the current MSS and the coordinator of a mobile host. During the transaction

execution, the coordinator site remains fixed.

In the first experiment, we measured the performance of the system by
varying the handoff probability from 0.2 to 1.0 in increments of 0.2. As we can
see in IMigure 4.25, relocating the coordinator site degrades the performance

of the system for the execution strategy ESFH. This degradation is due to
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Figure 4.25: Success Ratio vs HandoffProb

cost of the relocation. Because as we explained with the handoll experiment

(see Figure 4.23), ESFH is not affected by the handoff operation. Therefore,

relocating the coordinator site decreases the performance of the system due

to the overhead of relocation operation.

On the other hand, with IKSMH,

the performance of the system increases with relocation, and this increase is

nearly the same for all values of the handoff probability. This increase is duce

to decreasing cost of communication and

and the current MSS of the mobile host.
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Iigure 4.26: Success Ratio vs NumUserInt

search between the coordinator site

In ¢he second experiment, we varied the number of user interactions from

0 to 8 in increments of 2. The performance results are shown in Iligure -1.20.
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With the execution strategy ESMH, the performance of the system is not
affected by changing the number of user interactions, and for all values ol the
number of user interactions, ESMH with relocation performs hetter than with
no relocation. With 15SFH, at lower values of the number of user tuteractions,
relocation does not help the performance of the system to improve due to the
cost of the relocation. At higher values, the cost of communication and secarch
outweigh the cost of relocation, so that relocation improves the perlormance

of the system.

Wireless Link Failure

In a mobile computing environment, mobile hosts are more prone to failures
than fixed hosts. For mobile hosts, the connection to the fixed part of the net-
work 1s primarily provided through a wireless link. Wireless links are relatively

unreliable.

In this experiment, we measured the performance ol the system by varying
the failure probability of the wireless link. The simulation time is divided into
Failurelnt time intervals in which the wireless connection of a mobile host to
the fixed part of the network is failed with probability FailwreProb during an

interval. Fach interval is independent of other intervals.
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Figure 4.27: Success Ratio vs FailureProb
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The performance results for the experiment are shown in Figure 4.27. In
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this experiment, Failurelnt is assigned the value of 5 seconds and the value of
[ailure probability is changed from 0.2 to 0.8 in increments of 0.2. As we can
see, as the value of failure probability increases, the performance of the system

decreases for both execution strategies LSMI and 15SIFIIL.

These results are similar to the performance results we presented with the
disconnection experiment at the beginning of this section. This is not sur-
prising, because the ouly difference between a failure and a disconnection in
a mobile environment is that disconnection can be anticipated and necessary
actions can be taken beforehand. In this thesis, the only action that we have
taken in case of a disconnection is the completion of the transmission of a

message that is being transmitted during disconnection.
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Conclusions

The emergence of mobile computing systems with recent developments in wire-
less communication technology and portable computers enforces the system
designers to reconsider the issues in traditional distributed systems. Because,
mobile computing systems come with certain constraints that are intrinsic to
them. Small size and restricted resource capabilities of mobile computers, lim-
ited bandwidth of wireless links, and mobility of users and hosts are some the

examples of the constraints of mobile computing systems.

In this thesis, we proposed a mobile database system model thal supports
real time response to underlying applications. We have constructed a transac-
tion execution model and implemented it on a simulation program in order to
evaluate the system performance with two execution strategies, namely, KSMI
and ESFIH. With the execution strategy ISSMH, control information and data
request messages for each operation of a transaction is submitted one by one
to the coordinator site at the fixed part of the network. Upon completion of
processing the request at the fixed network, the result is returned back to the
mobile host. All CPU processing ol transaction is satislied at the mobile host
that generates the transaction. With the execution strategy I5SI'I, a transac-
tion is submitted to the coordinator as a whole. The transaction is execnted
at the fixed host, however, user interaction operation requests of the transac-
tion are handled by the generating mobile host. In this strategy, all the CPU
processing ol the transaction is satisfied at the fixed part of the network.

S
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We have performed our experiments in two separate parts. In the first part,
we evaluated the impact of the system parameters on the performance of the
system. In the second part, we evaluated the impact of the mobile system
1ssues on the performance of the system. For all experiments, the performance
metric used was the success ratio, i.e., the ratio of transactions that meet their

deadlines.

In the first part of the experiments, for all parameter settings, except the
lowest value of the number of CPUs at a fixed host in the CPU availability
experiment, the execution strategy ESFH performed better than the execution
strategy ESMH. This observation is not surprising, because ESMH experiences
more wireless link communication in all parameter setting and also uses the less
powerful CPU of the mobile host. With ESI'H, as the number of user interac-
tion operations increases the performance of the system becomes worse due to
il’](ﬁl‘(?&l.sil’lg number of message transmissions over wireless links. These results
show thal low-power CPU of the mobile hosts and low-bandwidth wireless links

are the bottlenecks of the system.

In the second part of the experiments, it was seen that as the probability
of disconnection and wireless link failure increases a degradation occurs in the
performance of the system. The performance impact of disconnections and
failures does not show much difference. This 1s because a disconnection is a
voluntary failure, and in this thesis the only action we have taken belore a
disconnection is the completion of the transmission of a message that is being
transmitted during disconnection. '

With the handofl experiments, when there was no user interaction, the strat-
egy BSITH was not affected by the changes in the handoff probability. However,
ESMH performed worse when the probability of handoff was greater than zero;
and for all probability values greater than zero, the system performance was
about the same. This is because the average cost ol communication between
the coordinator site and the current MSS of a mobile host is about the same
for all positive values of the handoff probability. We have used the forwarding
pointers mechanism for determining the current address of a mobile computer.

S
and as mobile hosts move randomly, after a while the average length of links
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from the coordinator site to the current MSS becomes equal for different val-
ues of the handoff probability. Hence, the average cost of communication (i.c.,
the cost of searches and message transmission delays) does not show much

difference.

When we performed handoll experiments by changing the number of user
interactions, we saw that the strategy ESMH is not affected by the number of
user interactions. This is because, with ESMII, a user interaction operation
does not involve any wireless link communication. On the other hand, with
ESFH, increasing the degree of user interaction decreases the system perfor-

mance due to the overhead ol wireless link communication.

[n another experiment we aimed to investigate the impact of relocating the
coordinator site. The purpose of relocating the coordinator site was to reduce
the communication cost between the coordinator and the current MSS of a mo-
bile host. In this experiment, we concluded that when the total commmunication
cost between the coordinator site and the current MSS of a mobile host out-
weighs the cost of relocation, the system performance can be iraproved. This
was the case for all parameter settings with KSMEH. However, with SSIUH, when
the number of user interactions was small, relocating the coordinator site led

to worse perlormance due to the cost of relocation.

The concepts that we have considered in this thesis are the first steps into
the field. There are lots of remaining issues that should be considered as a
future work. Among such issues are replication, (uery processing, recovery.

and caching of data in mobile environments.
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