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ABSTRACT

DESIGN AND SCHEDULING OF PERIODIC REVIEW
IKANBAN SYSTEMS

Feryal Erhun
M.S. in Industrial Enginecering
Supervisor: Assis. Prof. M. Selim  Aktiuk
June, 1997

In the last years, the term just-in-time (JI'T) has become a common lerm in
repelitive manufacturing systems. It can be defined as the ideal of having
the necessary amount of malerial available where it is needed and when it is
needed. One of the major elements of JIT philosophy and pull mechanismn is
the Kanban system. This system is the information processing and hence shop

floor control system of JIT philosophy.

In this study, we propose an algorithm to determine the withdrawal cycle
length, kanban size and number of kanbans simultaneously in a periodic review
Kanban system under multi-item, multi-stage, multi-period modificd flowline
production setting. The proposed algorithim considers the impact of operaling

characteristics such as scheduling and actual lead times on design parameters.

Key words: Just-in-time, Kanban systems, Periodic review systeins,

Scheduling
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OZET

PERIYODIK KONTROLLU KANBAN SISTEMLERININ
TASARIMI VE CIZELGELEMESI

Feryal Erhun
Endistri Mihendisligi Bolumii Yiiksek Lisans
Tez Yoneticisi: Yrd. Dog. M. Sclim Aktirk
Haziran, 1997

Tam-zamanimda tiretim (rI/JU) son yillarda tekrarlr tretim sistemlerinde ¢ok
sik kullanilan bir terimdir. T7ZU gereken malzemeye, gercken zaman ve gereken
yerde ulagma idealidir. TZU sistemlerinin ve ¢ekime tipi irctim sistemlerinin
en onemli elemanlarmdan biri Kanban sistemidir.  Kanban sistemni, T7ZU

sistemlerinin bilgi akigini da saglayan atolye kontrol mekanizmasidir.

Bu ¢aligmada amag¢ ok triinli, cok asamali, ¢ok donemli, akis hatl,
periyodik kontrollii I(anban sistemlerinde gekime stiresinin, kanban sayilarimim
ve kanban bitytikliklerinin belitlenmesidir. Onerilen yontem, cizelgeleme ve
gergek tedarik sitreleri gibi iglem 6zelliklerinin tasarim tizerindeki ctkilerini de

gozoniine almaktladie,

Anahtar sozcukler. Tam-zamaninda-lirelim sistemleri, Kanban sistemleri,

Periyodik kontrollu sistemnler, Cizelgeleme
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Chapter 1

Introduction

In the last years, the term just-in-tine (JIT) has become a common term in
repetitive mamifacturing. It is used to describe a management philosophy that
encourages change and improvement through inventory reduction. JIT can
be delined as the ideal of having the necessary amount of material available
where it is needed and when it is needed. It is an attempt to produce
items in the smallest possible quantities, with minimal waste of human and
natural resources, and only when they are needed. JIT systeins have proven
to be effective at mecting production goals in environments with high process

reliability, low setup times and low demand variability {Groenevelt (1993)].

In general, JIT has a pull system of coordination bhetween stages of
production. In a pull system, a production activity at a stage is initiated
to replace a part used by the succeeding stage, whereas in a push system,
production takes place for future need. The push system is basically a planning

system, whereas the pull system is an execution system [Olhager (1995)].

Some ol the often cited benelits of JIT production include:

e reduced inventories,

o reduced lead times,
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o higher qualitly,

e reduced scrap and rework rates,
e ability to keep schedules,

e increased [lexibility,

e casier automation,

e helter ulilization of workers and equipment.

All of these ultimately translate into reduced costs, higher quality finished
products, and the ability to compete better. However, there is a limit to the
extent that JIT can be uselully applied in many industries. The major JIT
successes are in repetitive manulacturing enviromnent. If the demand cannot
he predicted accurately and product variety cannot be constrained, it is not
possible to implement JIT effectively. The final assembly schedule must also be
very level and stable. Any major deviations will cause upstream stages to hold
Jarger inventories which will destroy JIT nature of the systemn. In general, in
pull approaches, information flow is tied to material flow. As a result valuable
information (e.g. on the demand trend) is not sent to all stages of production
as soon as it is available. Pull systems can therefore be characterized by large

mformation lead times, especially where there are large material flow times.

Justification of JIT implementation can be supported [roin several angles.
Most of the traditional systems (such as material requirements planning (MRP)
or reorder point systems) are static systems emphasizing the status quo. In
these systems, the emphasis is on achieving individual operation standards,
and the aim is to avoid any deviation {rom the standard. If current values of
manufacturing variables are met, then the system is regarded as successful.
JIT, on the other hand, seeks to change the values of the manufacturing
variables. It does this by organizing the production process so that small
inventories are strategically placed throughout the process and then carefully
reduces these inventories to expose production problems which when solved

reduce costs and lead times, and improve quality. JIT uses an enforced problem
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solving approach. Because the inventory is reduced to a minimum, the system
cannol tolerate any interruption; therelore extreme care is taken to find out
and solve any production problems. In traditional systems, no such incentive

to solve production problems is available.

One of the major elements of JIT philosophy and pull mechanisin is the
Kanban system. IKanban is the Japanese word for visual record or card. In
Kanban system, cards are used to authorize production or transportation of a
given amount of material. This system is the information processing and hence
shop floor control system of JIT philosophy. While kanbans are being used to
pull the parts, they are also used to visualize and control in-process inventories.
The system ellectively lits the amount of in-process inventories, and it
coordinates production and transportation of consecutive stages of production
in assembly-like [ashion. Therefore, Kanban system is the manual method of
harmoniously controlling production and inventory quantities within the plant.
The Kanban system appears to be best suited for discrete part production

feeding an assembly line.

There are a number of variants of Kanban system. The dual-card
Kanban system employs two types of kanban cards: production kanban and
transportation (also called conveyance or withdrawal) kanban. Transportalion
kanban defines the quantity that the succeeding stage should withdraw [rom
the preceding stage. Itach card circulates between two stages only; the user
stage for the part in question and the stage which produces it. Production
kanban, on the other hand, defines the quantity of the specific part that the
producing stage should manufacture in order to replace those which have been

removed.

For a ICanban system to operale effectively, very strict discipline is required.
This discipline relates to the usage of the kanban cards. There ate six rules for

dual-card Kanban system on the usage of the kanbans [Browne et al. (1993)]:

Rule 1: A stage should withdraw the needed products from the preceding

stage according to information provided on the transportation kanban.
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Rule 2: A stage should produce products in quantitics withdrawn by the
succeeding stage according to the information provided by the production
kanban.

Rule 3: Il there is no kanban card, there will be no production and no
transportation of parts.

Rule 4: Defective products should never be passed to the succeeding stage.
Rule 5: The number of kanbans can be gradually reduced in order to improve
the processes and reduce wasle.

Rule 6: Kanbans should be used to adapt to only small fluctualions in

demand.

The first three rules tell that parts should be withdrawn and produced
‘Just-in-time’ as they are needed, not before they are necded and not in larger
quantitics than needed. The fourth rule causes a rigorous quality control
al each stage of production process. The filth rule conveys the [act that
inventory can be used as an independent control variable. The level of in-
process inventory can be controlled by the number of kanbans and kanban
sizes in the system at any time. The sixth rule is related with the limitations
of the Kanban system. Kanban system can react ellectively only to small
fluctuations in demand. Monden (1984) states that the Kanban system should
be able to adapt to daily changes in demand within 10 % deviations from the

mouthly master production schedule (MPS).

Kanban system can be either instantaneous or periodic review system. In
instantaneous review systems, the kanbans are dispatched upstream as soon
as an order occurs. In periodic review systems, the kanbans are collected and
dispatched periodically. Periodic review systems may be either fixed quantity,
nonconstant withdrawal cycle, or fixed withdrawal cycle, nonconstant quantity
[Monden (1981)]. Under the fixed quantity, nonconstant withdrawal cycle
system, kanbans are dispatched upstream when the number of kanbans posted
on a withdrawal kanban post reaches a predetermined order point. Under
the fixed withdrawal cycle, nonconstant quantity system, the period between
material handling operations is fixed and the quantity ordered depends on the

usage over the withdrawal cycle.



CHAPTIER 1. INTRODUCTION 5

The usec of a Kanban system without JIT philosophy makes little sense. The
prerequisites of the system (design of the manufacturing system, smoothing of
production, standardization ol operations, elc.) must be implemented before
an eflective pull system can be implemented. Ior a Kanban system to work
well, a number of requirements have to be fulfilled. Since cach daily assembly
schedule must be very similar to all other daily schedules, it is essential that
it 1s possible to freeze the master production schedule [or a fixed time period.
The final schedule must be very level and stable. The manufacturing system
should conform as closely as possible Lo the repetitive manulacturing system.
Mixed model capability in all stages ol the production process is required to

run a mixed model system eflectively.

The Kanban system performs best when:

e demand for parts is steady and has sullicient volume,
e sclup times are small,
e the equipment is reliable, and

e defect rates are low.

A Kanban system is ineflective in achieving JIT production for items with
low volume; i.e., less than a day’s consumption per container. Since at each
stage there is at lcast some inventory for a product, too much in-process

inventory would accumulate for items that require only infrequent production.

Demand {luctuations have a tendency to become amplified from one stage to
the next when timing and size of the replenishment orders are based on locally
observed demands as in a pull system [Kimura and Terada (1981)]. Therefore,
any major deviations will cause a ripple effect through the production system

causing upstream stages to hold larger inventories.

Items with large setup times are more diflicult to manage with the Kanban
system. Laige selup times require large lot sizes, and large lot sizes inflate

lead times and in-process inventories. Unreliable systems, i.e. systems with
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unreliable machines and high deflcct rates, cause similar problems. In unreliable
systems, Lhe salety Tactor should be high enough to deal with the unexpected
evenls, so the In-process inventories increase. The increase in lead times and

in-process inventoties destroy JIT nature ol the system.

Iven though the dual-card Kanban system provides strong control on the
production system, due to ils strict assumptions and prerequisites, it 1s diflicult
to implement it. Therefore, a variant of this system, called single-card Kauban
system, is sometimes used as a firsl stage Lo develop a dual-card Kanban
system. In single-card Kanban systemn, the transportation ol malerials is still
controlled by transportation kanbans. llowever, the production kanbans to
control the production within a cell is absent. Instcad, a production schedule
provided by the central production planning is used. Ilence the system has a
strong similarity to a conventional push system; with pull clements added to
coordinate the transportation of the parts. One of the advantages of single-
card push-pull system is its simplicily in implementation. Moreover, as the
information on demand trend is sent to all stages ol production as soon as
its available, single-card Kanban system has shorter information lead times

compared to dual-card I{anban systems.

[n this study, we propose an algorithm to delermine the withdrawal cycle
length, number of kanbans and kanban sizes of a periodic review Kanban
system simultaneously in a multi-item, multi-period, multi-stage capacitated
modified flowline structure production setting with fixed withdrawal cycles.
The proposed algorithin considers the impact ol operational issues, such as
kanban schedules and actual lead times, on the design parameters. The

production setling is imperflect in which

e demand may be variable,
e sctup times may be significant, and

e production line may be unbalanced.

In the following chapter, the related literature is reviewed with an emphasis
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on the limitations of the existing models. Chapter 3 is dedicated to problem
definition. After staling the motivating points hehind this study, the problem
is defined, the nnderlying assumplions are staled; and the proposed algorithm
is explained. In Chapters 4 and 5, the experimental results are given and a
numerical example is presented, respectively. Finally, Chapter 6 concludes the

study with suggestions for the fulure research.



Chapter 2

Literature Review

In this chapter, the related literature is reviewed. Tlirst, a review of Kanban
systems is presented. To be able to compare the existing studies, we divide
the models into two parts: models for determining the design parameters are
reviewed in Section 2.1, and the models {or determining the kanban sequences
are reviewed in Section 2.2. In Seclion 2.3, brief reviews on due-date estimaltion

and group technology are given. Section 2.4 summarizes this chapter.
1 gy g

2.1 Determining the Design Parameters

This section reviews the models for determining the design parameters in a
Kanban system. To discuss and compare the models, first a tabular format is
infroduced. Then, the models are explained briefly. I'inally, the limitations of

the existing models are stated.
[n the tabular format the below characteristics are considered:

1. Model Structure: Mathematical Programming, Simulation, Markov

Chains, Others

2. Solution Approach:
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2.1 Heuristic

2.2 Iixacl: Dynamic Programming, Integer Programming, Linear Program-

ming, Mixed Integer Programming, Nonlinear Integer Programming.
3. Decision Variables:

3.1 number of kanbans

3.2 order interval

3.3 salety stock level

3.4 kanban sizc
4. Performance Measures

4.1 number of kanbans

4.2 utilization

4.3 measures: Inventory holding cost, Shortage cost, Fill rate

[544

. Objective:

5.1 Minimize cost: Inventory Holding Cost, Operaling Costs, Shortage

Cost, SeTup Cost.
5.2 Mimimize inventory
6. Setting:
6.1 Layout : Assembly-tree, Serial, Network without backtracking
6.2 Time period: Multi-period, Single-period
6.3 Hem: Multi-item, Single-item

6.4 Stage: Multi-stage, Single-stage
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6.5 Capacity: Capacitated, Uncapacitaled
7. Kanban type: Single-card Kanban, Dual-card IKanban
8. Assumptions:
8.1 Kanban Sizes: Known, Unil
8.2 Stochasticity: Demand, Lead tiime, Processing Llime
8.3 Withdrawal Cycle: I'ixed withdrawal cycle, Instantencous

8.4 No Shorlages

8.5 System Reliability: Dynamic demand, Machine unreliability, Imbalance

between stages, Rework

Most of the existing studies in the litcrature are modeled by using
malhematical programming, simulation or Markov chains. There are a few
exceplional studies that use other methods such as stalistical analysis or Toyota
formula. In the tabular format, we collect these models under the heading

‘others’.

For the malhemalical formulations a solution approach should also be
stated. This approach can be cither heuristic or exact. Tor exact solution,
different methodologics such as dynamic programmiug, integer programming,
lincar programming, mixed integer programming, and nonlincar integer

programming can be used.

For the analytical models the decision variables and for the simulation
models the performance measures should be indicated. The decision variables
arc kanban sizes, number of kanbans, withdrawal cycle length for periodic
review models, and salety stock levels. The performance measures are number
of kanbans, machine utilizations, inventory holding cost, backorder cost, and
fill vates. I'ill rate can be defined as the probability thalt an order will be
sabisfied through inventory. Models can consider different combinalions of the

criterta stated above.
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The objectives [or the analylical models can be minimizing the costs or
minimizing the inventories. For the cost minimization, the cost terms can be
considered cither independently as inventory holding cost, shortage cost, and

sclup cosl, or the combination of these costs as operating cost.

The production setling for the models include the layout, number of time
periods, number of items, number of stages, and the capacily. Layoul can
be serial (flowline), asscinbly-tree, or a general network without backiracking
(modified Jowline). An empty cell in the tables for any of these indicate that

the characteristic is not considered in the corresponding study.

[Kanban system can be either a single-card Kanban system or a dual-
card [Kanban system. The assumplions [or the models are also stated in the
tabular format. These assumptions are the ones that are commonly considered,
more specific ones are indicated in the explanations of the models. The first
assumption is on kanban size. An emply cell for this characteristic indicates
that the kanban size is not a parameter, bul is a decision variable {or the
system. Another assumption relates to the nature of the system such that the
system can be either stochastic or deterministic. ot the deterministic models,
this cell is left empty. lor the stochastic ones, the stochaslic parameters are
indicated. The withdrawal cycle length shows if the system is an instantaneous
or a periodic review system. The fourth assumption is related with backorders.
An cmpty cell indicales thal backorder is allowed. And, the last assumption
is on the system veliability. 1[ the system is reliable, this cell is left emply,

otherwise the unreliability of the system is stated.

In Figures 2.1 and 2.2, the modcls are presented by using the above

scheme. Purther explanations of the models are given below:

Kimura and Terada (1981) describe the operation of Kanban systems and

. . . . . rmm . [ Al
examine the accompanying inventory fluctuations in a JI'T environment. They
provide several halance equations for [Kanban systems in a single item, multi-
stage, uncapacitated serial production sctting. They use these equations
to demonstrate how demand fluctuations of the final product influence the

fluctuations of production and the fluctuations ol inventory at the upstream
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stages. The authors use simulation to show that fluctualions are amplified

when the size of order and/or lead time becomes large.

Huang et al. (1983) simulate the JIT (by using Q-Gert) with kanban for a
multi-line, multi-stage production system in order to determine its adaptability
to a U.S. production environment. The simulated production system includes
variable processing times (normally distributed), variable master production
scheduling (exponentially distributed demand), and imbalances between
production stages. The authors conclude thal the variability in processing
times and demand rates are amplified in a multi-stage selting, and that excess

capacily has to be available lo avoid hottlenecks.

Monden (19841) comments on the conclusion drawn by Huang et al. (1983).
e stated that the Kanban system should be able to adapt to daily changes
in demand within 10 % deviations [rom the monthly MPS. Larger scasonal

fluctnations in demand can be accommodated by sctting up the mouthly MPS

appropriately.

Bitran and Chang (1987) [ormulale a nonlinear integer program to extend
Kimura and Terada’s (1981) serial model. They provide a formulation for
the Kanban system in a delerministic single ilem, multi-stage capacitated
assembly-tree structure production sctting.  The formulation assumes zero
transportation lead time and planning periods ol known length and finds the
minimum feasible number of kanbans. The authors show that the initial
nonlincar model can be translormed into an integer lincar program with
the same feasible and optimal solutions. The model does not incorporate

wncerlainties.

Rees et al.  (1987) develop a methodology [or dynamically adjusting
the nuinber of kanbans in an unstable production environment. They use
time series methods and historical data to estimate the autocorrelation and
distribution functlions of lead time. They use Toyola equation with unit kanban

capacities to determine the number of kanbans.

Miyazaki el al. (1988) modily the conventional cconomic order quantity
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(150Q) model to determine the average inventory for fixed interval withdrawal
and supplier Kanban systems, give lormulae to determine the minimum number
of kanbans required, and derive an algorithm to obtain the optimal order
interval.  The objective is to minimize the average inventory holding and

ordering costs in a deterministic setling.

Gupta and Gupta (1989) simulate (by using System Dynamics) a single
ibem, multi-line, multi-stage, dual-card Kanban system. They investigate the
impact of changing the number of kanbans and kanban sizes on the performance
of the system. The performance measures are chosen to be in-process inventory,
capacity ulilization or production idle time and shortage of the final product.
The authors conclude that determining the number ol kanbans is essential
to the performance of the system, and keeping the bufler size constant by
increasing thie kanban size and decrcasing the number of kanbans accordingly
increases the inventory. Tor the smooth operation in a JIT environment the
stages should be halanced and the suppliers should be reliable. And finally,

the system performance declines with an increase in demand variability.

Karmarkar and Kekre (1989) develop a continuous time Markov model
to study the effect of batch sizing policy on production lead time and on
inventory levels. Both single and dual card Kanban cells and two-stage systems
are modeled. The effect of varying the number of kanbaus in the cell is also
examined. The primary intent of the investigation is to develop a qualitative
analysis of Kanban systems thal can provide insights to parametric behavior
of Kanban systems. The results show that the kanban size lias a significant

effect on the performance of the Kanban systems.

Philipoom el al.  (1990) describe the signal kanban technique and
demonstrate two versions of an integer mathematical programming approach
{or determining the optinal lot sizes to signal kanbans in a multi-item multi-
stage setling. A simulation model is employed to test the clfectiveness of the
programming models. The models assume no backorders, therefore the stages

are decoupled and interdependencies are eliminated.

Bard and Golony (1991) develop a mixed integer linear program to
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determine the number ol kanbans at each stage in a multi-item, multi-stage
capacitated general assembly shop. The objective is to minimize inventory
holding, shortage and setup costs lor a given demand and planning horizon
without violating the basic kanban principles. They show that the resulting
solutions have total costs ol approximately hall those obtained using the Toyota
equation. The model is most appropriate when the demand is steady and the

lcad times are short.

Li and Co (1991) develop bounds for an eflicient kanban assignment and
apply them to solve dyhamic programming model in a deterministic, single
item, multi-stage, serial/assembly-tree structure production setting. This
model is an extension to Bitran and Chang’s (1987) model. The authors assuime
mfinite capacily. This assumption not only removes the capacily constraints
but also eliminales the need to keep track of the number of units in partially
filled kanbans. Therelore, the model is computationally very eflicient, even for

a complex non-serial system.

Mittal and Wang (1992) develop a database oriented simulator, CADOK
(Computer Aided Dectermination of Kanbans) to determine the number
of kanbans in a production setting where breakdowns, reworks, setup
times, variable processing times (normally distributed), and variable demand
(exponentially distributed) are modeled. Backorder costs arc assumed to be
prohibitively high. The model can handle both assembly and disassembly type
operations, that is Lo say, several stages supply products to the same stage
and one stage supplies parts to several stages, respectively. Also, delay can
be induced for the information to travel [rom one stage to another. But,
the system cannot handle backtracking so it is only applicable to flowlines or

modified lowlines.

Askin et al.  (1993) develop a continuous time, stcady-state Markov
model for determining the optimal number of production kanbans in a multi-
item, multi-stage serial production setting. The objective is to minimize the
inventory holding and shortage costs given external demand and the kanban

sizes. The external demand assumption permitls the modeling of a multi-stage
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system as independent stages. The model uses Toyota equation and finds the
number of kanbans and salely factor. The performance ol the imodel is sensitive

Lo the accurate estimation of Lhe queue lengths.

Mitwasi and Askin (1994) provide a nonlinear integer mathematical model
for the multi-item, single stage, capacitated Kanban system. It is assumed that
demand is external, dynamic and evenly distributed over period, the system
is reliable, setups are small enough to allow balch sizes as sinall as a single
kanban, and no shortages are permissible. The control periods are assumed to
be small enough to ignore batch sequencing problem. The model is transformed
to a simpler model with the same set of optimal and feasible kanban solutions.
Lower and upper bounds for number of kanbans are developed. A heuristic

solution is also presented.

Takahashi (1991) provides a simulation model to determine the number of
kanbans for single item, unbalanced serial production systems under stochastic
conditions (demand with exponential distribution and processing time with
gamma distribution). Analgorithm that allows different numbers of production
and withdrawal kanbans at an inventory point is proposed. It is assumed that
the total number of kanbans are known, withdrawal lead time is negligible, and

backorders are allowed.

Ohuo et al. (1995) derive the stability condition of a JIT production system
with the production and supplier kanbans under the stochastic demand and
deterministic processing times. Aun algorithm for determining the optimal
number of two kinds of kanbans that minimize an expected average cost per
period is devised. In other words, this algorithm determines the optimal salety

stocks in Toyola equation.

Philipoom et al. (1996) provide a nonlinear integer mathematical model
for the multi-item, multi-stage, multi-period, capacitated Kanban system. It
is assumed that demand is deterministic, the system is reliable, setups are
sequence-independent, production costs are stable, lot sizes remain constant
throughout the shop and no shortages are permissible. The model determines

kanban sizes, number of kanbans, and final assembly sequence simultancously
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by minimizing the setup and inventory bolding cost.

Berkley (1996) investigates the effect of kanban size on system performance
in a multi-item; multi-stage, dual-card Kanban system. The performance
measures are in-process inventory and customer service level. The author
varies the number of kanbans and kanban sizes in the tandem so that the
total in-process inventory capacity remains constant. Simulation results show
that smaller kanban sizes lcad Lo smaller in-process inventories, and smaller
kanban sizes can lead to better customer service when the cost of the greater
sebup times can be offsel by the benefits of more frequent material handling.
The study assumes that the kanban sizes and number of kanbans are same
for all parts and the set of kanban size values are independent of the demand

distribution.

The limitations of the analytical mnodels can be stated as follows:

e Most of the models assiume thal the kanban sizes are known. The
exceplions are Gupta and Gupta (1989), Karmarkar and Kekre (1989),
and Philipoom et al. (1996). In the remaining studies, il is assumed that
kanban sizes are known and the number of kanbans are determined by
using these predetermined values. In fact, number of kanbans and kanban
sizes should be determined simultancously, as these two together aflect
the performance of the system. It is not known under what conditions
Jarge kanban sizes and small numbers ol kanbans are preferred to small

kanban sizes with large numbers of kanbans.

e Almost none of the models, except Philipoom et al. (1996), consider
the impact of operating issues on design parameters. For example, it is
usually assumed that the control periods are small enough to ignore batch
sequencing problem. Even in the study of Philipoom et al., only the final
assembly sequence is delermined and it is assumed that it propagates

back by the first-come-first-served (I'CI'S) rule.

o In general, inslantancous material bandling is used. There are only two

models that use noninstantancous material handling, by Miyazaki et al.
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(1988) and Philipoom ct al. (1990). Philipoom et al. (1990) develop a
model for signal kanbans, and Miyazaki et al. (1988) develop a model
for supplicr and withdrawal kanbans. The model structures are different,

and the indings cannot be generalized to a dual-card Kanban system.

e Several models assume station independence. Askin et al. (1993) and
Mitwasi and Askin (1994) assume external demand. The demand for
cach slage is externally generated and with the assumption of sufficient
capacity, the multistage system can be modeled as independent stages
linked by their proportional demand rates. Bitran and Chang (1987),
Philipoom et al.  (1990) and Philipoom et al.  (1996) do not allow
backorders.  Under JI'T" system, all stages are integrally tied Lo cach
obther and if ove delays all the others may be allected. But, with the
assumption ol no backorders, this possibility is climinated. Thereflore,

cach stage can be modeled independently.

o Kimuraand Terada (1981), Philipoom et al. (1990), and Li and Co (1991)
assume thal the capacity is unlimited. In that way, the lormulation of

the model becoines easier.

The linitations of the simulation models can be staled as [ollows:

o [ven though simulation offers a number of advantages by restricting
the number ol assumnptions of the system, il takes a great deal of time
to develop sitmulation programs.  Apart from reaching al optimality,
one must test many alternative shop configurations. Almost all of the
simulation models assume demand to be expounentially distributed. More

realistic assumptions on the demand distribution are necessary.

e Siunulation studies to delermine the interaction of kanban sizes and
number ol kanbans are needed. Berkley (1996) study the effect of kanban
sizes on system performance, but he asswnes that the kanban sizes are
set regardless of the demand distribution. Studies with more general

assumplions on determination of the kanban sizes should be performed.



CHAPTER 2. LITERATURL REVIIEW 20

2.2 Determining the Kanban Sequences

In JIT systems, the final assembly schedule determines prodiuction schedules for
all of the stages in the lacility. Once the assembly line is scheduled, it is assumed
that the sequence propagales back through the system. Kanbans in the rest
of the shop are processed in order in which they are reccived, i.e. (FCI'S).

However, there are several stidies in the literature that test this assumption.

Lee (1987) compares I'CI'S, shortest processing time (SPT), SPT/LATE,
higher pull demand (HPT), and IIPI'/LATE in a flow shop using dual-card
Kanban system with fixed order points. Simulation results show that SPT and
SPT/LATIS outperform in several performance measures considered such as
production rale, utilization, queuc time, and tardiness. The same system is
simulated to see the effect of different job mixes, pull rates, and number of

kanbans and kanban sizes on the system performance.

Berkley and Kivan (1991) compare the perlormance of SPT, I'CI'S,
SPT/LATE, and FCES/SPT in a dual-card Kanban system with constant
withdrawal cycles. They find that contrary to the conventional results, SPT
creales the largest average oulpul material queues and in process-inventories,
and I'CI'S and 'CI'S/SPT creates the least. FCI'S and FCIFS/SPT outperform

other two rules.

Berkley (1993) compares the performance of FCI'S and SPT in a single-
card Kanban system with varying queue capacities and malterial handling
[requencies by a simulation model. The resalls of the study are compared
wilh the results of Berkley and Kivan (1991). It is shown that the results are

due to malerial handling mechanism used in both of the models.

Lummus (1995) simulates a JIT system to investigate the effect of
sequencing on the performance of the system in a multi-item, multi-stage
assembly-tree structure setting. The author use three sequencing rules, which
are Toyola’s goal chasing algorithin (a detailed explanation of the algorithm

can be found in Monden(1981)), demand-driven production and producing all
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the jobs of the same kind, and study their effects for different sequences given
various setup and processing times. She concludes that the sequencing method

selected allects the performance ol the system.

The problem ol production leveling through scheduling is crucial to Kanban
systems.  Sequencing in kanban-controlled shops are more complex when
compared to conventional sequencing problems as kanbans do not have due
dates and kanban-controlled shops have stalion blocking [Berkley(1992)].
Station blocking can be described as the idleness of a stage due to full outbound
inventories.  Although there are several studies on kanban scheduling, the
rules used in these studies are simple dispatching rules. More sophisticated
scheduling rules should be used to determine the effects of scheduling on the

performance of the system.

Detailed reviews of JI'T and Kanban systems can be found in Berkley (1992),

Groenevell (1993), and Huang and Kusiak (1996).

2.3 Related Literature

‘Lo avoid ambiguity throughout the study, we will give briefl reviews of due date

estimation models and group technology.

2.3.1 Due Date Estimation

Due dales are trealed in two ways in the literature; they are either externally
pposed or internally sel.  Tor the internally set due dates, a flow time is
estimaled for cach job and a due date is set accordingly. There are several
models in the literature for due dale estimation in job shop or flowlines. In
this section, we will brieflly review the work of Ragatz and Mabert (1984).
The authors compare eight different due dale estimation rules in a job shop
setting on a simulation study. They find oul that both job characteristics and

shop status information should be used to develop due date assignment rules.
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Information about workcenter congestion along the routing of a job is more
useful than the general shop information. Moreover, the use of more detailed
information in predicting flow times provides only marginal improvement in

performance over other rules that use more aggregate inlormation.

More detailed analysis on due date estimation can be found in Vig and

Dooley (1993), Russell and Philipoom(1991) and Mahmoodi et al. (1990).

2.3.2 Group Technology

One of the key clements of JIT is group technology (GT). GT is a
manufacturing philosophy that exploits similarilies in product design and
production process. With the application of GT, a wide range of benelits
can be possible, including variety reduction, reduced setup times, lcad time
and in-process inventory. GT provides the flexibility that support the design
and implementation of JIT. JIT includes a simplified production line and
standardized products. G'T can be used to form [amilies and machine cells
which would lead to standardized products and a simplified production line. A
family 1s a group of parts that share the same setup, processing, routing, and

50 On.

When parts are classified into a families, [amily scheduling is applica-
ble. A family scheduling procedure incorporates information about [amily
membership and generales solutions which build on the elimination of setups
by combining jobs [rom the same familiecs. There are several studies
on family scheduling. In our study, we use the findings of Wemmerlov
and Vakbaria (1991). The authors compare four [amily-based scheduling
procedures with four corresponding item-based scheduling procedures on a
flowline manufacturing cell.  They find that first-come-first-served-lamily
(IFCES-I7) is the best performer among the eight rules investigated. The
authors conclude that for the conditions used in the study, flamily-based
scheduling approaches can generate significant improvements with respect to

flow time and lateness-oriented measures. Moreover, when selup times increase,
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the advantage in using family-based rules over item-based rules increases.

Detailed reviews on GT can be found in Offodile et al.  (1994) and
Gunasckaran ot al.  (1991).  Review on GT scheduling can be found in

Wemmerlov and Vakharvia (1991) and Russell and Philipoom (1991).

2.4 Summary

In this chapter, the literaturc on Kanban systems is reviewed. First, the models
on determiving the design paramcters are explained brielly with emphasis on
their limitations. A tabular format.is used to compare the models. Then, the
models for sequencing the kanbans are introduced. The results of these studies

can be summarized as follows:

e In the existing literature most of the studies determine the kanban sizes
and number of kanbans separately. In fact, nuber of kanbans required
depends on kanban sizes and these parameters together aflect the system
petformance. Therefore these parameters should be set simultancously,

nol sequentially.

¢ None ol the studies consider the impact of operational issues on design

parameters. The sequencing in Ianban systems need more elaboration.

e [lven though dual-card Kanban systems are periodic in nature, there are

a limited number of studies on periodic review systems.

In the next chapter, an algorithm is proposed to climinate the above cited
linitations of the existing models. The proposed algorithm determines
withdrawal cycle length, kanban sizes, and number of kanbans simultaneously
in a periodic review Kanban system. It provides a feedback mechanism to
evaluate the impact of operational issues such as scheduling and actual lead

times on the design paramcters.
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Problem Statement

In this study, we proposc an analytical model to determine the withdrawal
cycle Jength, kanban sizes and number of kanbans simultancously in a periodic
review Kanban system under imperfect production settings. With the proposed
algorithm, we try to eliminate the deficiencies of Kanban system due to its strict
assumptions and prerequisites by incorporating flexibility to the system design.
We use the impact of operating issues such as scheduling and actual lead times
on the design parameters. Moreover, we analytically study the eflects of system

parameters on system performance.

The rest of this chapler is organized as follows: In Section 3.1 the problem is
defined, the motivating points are highlighted, and the underlying asswmptions
are explained. In Section 3.2 the proposed algorithin is discussed. First, the
notation used is introduced in Section 3.2.1, then the algorithim is explained in

detail. The chapter finishes with the concluding remarks.

24
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3.1 Problem Definition

In this study, an analytical model is proposed Lo determine the fixed withdrawal
cycle length, number of kanbans and kanban sizes simultaneously in a multi-
item, mulli-stage, multi-horizon periodic review Kanban systemn on a minimum

cosl basis.
The motivating points behind this study are as follows:

IEven though setling the kanban sizes is one of the primary decisions that
the designers of a IKanban system must address [Berkley(1996)], there are only
a limited number of studies that determine the number of kanbans and kanban
sizes simultaneously. The recent research has shown that there is a significant
relationship between kanban sizes and production lead times, and therefore the
shop congestion [Karmarkar and Kekre(1989)]. The existing studies reflect the
relation among the kanban sizes and the average inventory, but for the other
performance measures no clear relations are present. One ol the purposes ol
this study is to investigate analytically the effect of the kanban sizes on the
system performance by using several performance mcasures such as average

in-process inventory, total backorder cost, fill rate and total setup time.

Almost none of the models consider sequencing and determining the design
parameters simultaneously. It is generally assmned that once the number of
kanbans are determined, FCI'S can be used to schedule the jobs. In fact,
the problem of production leveling through scheduling is crucial in Kanban
systems. Selecling the proper scheduling rules becomes even more important
in the case of imperfect production setlings, i.e. settings with high setup times,
high product variety, and etc. [[Tuang and Kusiak(1996)]. In this study, we

consider the impact of operating parameters on design parameters.

There are a limited number of studies on periodic review systems. In
fact, the review frequency is an important factor in determining the operating
parameters, as there is a trade-ofl between inventory holding cost and setup

cost. T'his trade-off should be reflected in the design of a ICanban system.
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In the design of this proposed algorithm, we consider several points to

increase the flexibility and adaptability ol the Kanban systeims. We allocate

different number of kanbans al each inventory point to decrease the possibility

of blocking and backlogs. We use the idea of transfer hatch and process batch.

In thal way, the kanban sizes can be decreased to low levels and the setup times

can be justified [Browne(1993)]. We cstimale the lead times for each stage

in terms ol periods so thal the accuracy of the estimalion increases and the

problems duc to lead time estimation are minimized. We determine the Kanhan

sizes according to demand distributions so that the amount of remnants can

be decreased.

The f[ollowing assumptions are made through out the study:

The system is a periodic review system,
Demand is discrete and stochastic.
The processing limes and setup times are deterministic.

Kanban processing times are equal fo the time required to process all

parts in a kanban. [lall full kanbans are not allowed.

The setups are sequence dependent. A major sctup is required when the
family being processed at a stage changes. Minor setups are assumed to

be zero.

All the parts in a family follow the same routing on a modified flowline.
Modified flowline is similar to flowline in that the material flow is
unidirectional, but contrary to flowlines, in modified flowlines stage

skippings are allowed.
The withdrawal lead time is zero.

Backorder is allowed, but the backorder costs arc higher when compared

to inventory holding costs.

The system is reliable, i.e. there are no machine breakdowns. Processing

at each stage is carried out without defects.
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o The bill of materials quantity is assumed to be oune for each component.
Under these assumptions, the withdrawal cycle length, kanban sizes and
number of kanbans are found. The paramecters are as {ollows:
1. Costs terms:
1. unil, inventory holding cost,
i, unit backorder (unmet demand) cost
2. [amily routings
3. processing times
4. sequence dependent setup times

. demand distributions

[

The proposed algorithm generates several alternatives for withdrawal cycle
length and kanban sizes, and chooses the best combination among these by

comparing the total inventory holding and backorder costs of each alternative.

To determine the maximum inventory level Toyota formula is used. In
Toyota [ormula, the maximum inventory level is calculated by using the
expression,

maximum inventory level = na = DL(L + s)

where,
n is the number ol kanbans,
a is the kanban size,
D is demand,
L is lead time, and

s 1s the safety factor.
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An important problem that arise with the Toyola [ormula is the estimation
of the lead times. Lead lime is not an attribule of the part, rather it is a
property of the shop floor. Lead times vary greatly depending on capacity,
shop load, product mix and batch sizes. [IKarmarkar (1987), Karmarkar (1993)
and Karmarkar et al. (1985)]. Seccond, it is shown in Karmarkar and Kekre
(1989) that the number of kanbans and kauban sizes have a significant effect
on the performance of the Kanban system. So, il is not possible to think L
independent of these two variables. Therefore, the problem becomes a difficult

one Lo solve.

We try to climinale the firsl problem through lead time estimation. We
cstimate the flow times for cach stage by using the expected period demand.
There are several studies in the literature for flow time estimation, but they are
not divectly applicable to our system because of its periodic nature. Therefore,
we modifly the work-in-queue (WIQ) rule which is indicated by Ragatz and
Mabert (19841) as one of the most promising rules of the due date estimation

literalure.

FFor the second problein, various combinations of n and « are tried, and

their effect on the system is investigated through cost terms.

3.2 The Proposed Algorithm

3.2.1 Notation

The lollowing notalion is used throughout the thesis.

I number of families

i family index, 7 =1,.., 1

7 item index, 7 = 1, .., size[?]
M : number of stages

m : machincindex,m =1,... M
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withdrawal cycle length

period index, t = 1,.., (nop - I)

the set of alternatives of kanban size [or item j of [amily ¢

for the withdrawal cycle length ol 7'

kanban size for item j ol family 2 for withdrawal cycle length T’
the set of number of backorders of items in period 1 al stage m
the number of backorders of item 7 of family ¢ in period ¢ at stage m,
i.c. (4,7)th component of St
unit backorder cost of item 5 of [amily 2 at stage m

demand for item j of Tamily 7 al period

(in terms of number of kanbans)

demand for item 3 of family 2 at period £ al stage m

updated demand for item 7 of [amily 7 at stage m

expected llowtime of item 7 of family 7 al stage m

the remnants of item 7 of family 7 al period ¢

planning horizon

unil, inventory holding cost of item j of family 7 at stage m

the set of in-process inventories of items at the beginning of period ¢
al stage m

the in-process inventories ol item j of family ¢ al the beginning of
period ¢ at stage m, i.c (z,7)th component of I,

index set al stage m al period [

lead time estimation constant for stage m

the maximum inventory level of item 7 of [amily z at stage m
number of kanbans for item j of family ¢ at stage m for

withdrawal cycle length T'

number of periods per shift

the set of possible withdrawal cycle lengths

the updated processing time of item 7 of family ¢ at stage m
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processing time of item 7 ol family ¢ at stage m

production sel at stage m at period {

routling of family s

sequence dependent setup time malrix al stage m

number of parts in family 2

the set of in-process inventories of ilems at the end ol period
{ al stage m

the set ol in-process inventories of ilem 7 of lamily 7 at the
end of period 1 al stage m, 1.e. (z,7)th component of St
the number of item j of family 7 scheduled al stage m at period 1
schedule set al stage mn at period (

the set of ilems thal vemain unscheduled al stage m at period ¢
the probabilistic weight of item j of family 7 at stage m

Work — in — Queue of stage m

3.2.2 The Proposed Algorithm

‘I'he main steps ol the proposed algorithm are as follows:

STEP 1: Tor all the possible values of T" in the set I’ find the number of

periods per shift:

where,

nop = ez /T

Tnax 1s the longest withdrawal cycle length value in set P

STEP 1.1:
STEP 1.2:
STEP 1.3:

Call Procedure FEASIBILITY.
Call Procedure LEADTIME.

For each item generate the set of alternatives ol kanban size,
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FORALLT: l
.......................................................
v

:

:

'

'

'

:

.

:

'

'

: 1

' L FIND TIHE NUMBER OF PERIODS J H

' ]

: '

' '

H '

: l !

' v

\ CALL PROCEDURE FEASIBILITY H

! '

H 0

' v

' v

H '

H '

) ' CALL PROCEDURE LEADTIME l '
:
:
:
.
:
:

l

| FORM KANDAN SIZE ALTERNATIVES FOR EACITITEM J H

FOR EACH ALTERNATIVE OF KANBAN SIZE:
- __CALLPROCEDURE SCUEDULING

[ FIND THE TOTAL COST l
I mmemcmccccamcccccecaaaeann l, ...........................
| SELECT THE ALTERNATIVE WITH MINIMUM COST l

IMigure 3.1: Flowchart of the Algorithin

AL by using the maximum inventory levels al the final stage:

MAXINV.
o [2 TN Yo = (1,24, -+, 25 )

T _ T. T
Ajy = o+ a5 = p

where,
k 1s a conslant, and
[] gives the smallest integer greater than or equal to the operand.

STEP 1.4: Tor cach alternalive of kanban size, a1’7 € AJ;, call Procedurc
SCHEDULING.
STEP 1.5: Calculate the total cost for T' by adding up inventory holding

and backorder costs al cach stage.

STEP 2: Sclect the minimum cost alternative to find the withdrawal cycle

vy
“y

length, kanban sizcs and nunber of kanbans.
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The fowchart ol the proposed algorithm is given in Figure 3.1. The

procedures used in the algorithim are explained in detail in next sections.

3.2.3 Procedure FEASIBILITY

This procedure checks if the selected withdrawal cycle length is operationally

feasible or not. The steps of the procedure are as follows:

STEP 1: [For all itemns, calculate a lower bound for period demand by using

demand distribution and nop.
STEP 2: I'or all stages, m=1,..., M, do

STEP 2.1: Form the schedule set with the lower bounds found in STED 1
and the routing information.
STEP 2.2: Call Procedure MAKESPAN to find the makespan of the

sclhiedule set.

STEP 3: I"ind the maximum makespan over all stages.
STEP 4: If the maximum makespan is longer than 7', give a message that

indicates a revision in daily plan.
STEP 4.1: I[ T is equal to Tee, EXIT

STEP 4.2: Blsc among the feasible sel, sclect the alternative with minimum

cost combination.
STEP 5: else T is feasible.

'I'his procedure is used to quick check the [easibility of the withdrawal cycle
length. If the cycle length is not long enough to produce even the lowest
production amount possible, then using this withdrawal length will not be
operationally [easible, as due to backorders the system will be blocked after
some time. Therefore to avoid system blockage, il the makespan at any of

the stages is Jonger than the withdrawal cycle length, we do not shorten the
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FOR ALL ITEMS:

CALCULATE THE LOWEST POSSIPLE PERIOD DEMAND

.................................................. ,
i\ FOR ALL STAGES: I !
FORM A SCHEDULE SET |

|

' l CALL PROCEDURE MAKESPAN |
'

MAXIMUM
MAKESPAN

NO .[ GIVE A MESSAGE FOR THIE REVISION |
<=T

OF THE DAILY PLAN

l

[ T IS FEASIDLE |

FIND THE MINIMUM COST ALTERNATIVE
FROM THE FEASIBLE SET

—

[ligure 3.2: IMlowchart of the Procedure I'EASIBILITY

withdrawal cycle length any more and make the cost comparison among the

withdrawal cycle lengths that are operationally [easible.

The flowchart of the Procedure FISASIBILITY is given in IMigure 3.2.

3.2.4 Procedure MAKESPAN

This procedure finds the makespan of a schedule set by using nearest neighbor

(NN) heuristic. The steps of the procedure are as follows:

STEP 1: Group all the jobs in the schedule set to their associated families.
STEP 2: Sort all the jobs in each family in nondecreasing order with respect
to their slacks.

STEP 3: Tind the order of families by nearest neighbor.

STEP 4: Use the order found at STEP 3 to find the makespan of the schedule
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set by adding up the setup times and processing times.

As the aim is to lind the minimum makespan of a sel of items with sequence-
dependent setup times, intra-lamily splits are not allowed. Once the stage is
set up for a family, all the items of the family are processed (STEP 1). Even
thongh the sequence within a family docs not aflect the makespan as minor
setups are assumed to be zero, in STEP 2 the jobs in each (amily are sorted
in nondecrcasing order of their slacks.  As our system is assumed to be a
reliable one this step seems needless, but for the unreliable systems it will be
necessary to implement this step to deal with uncertainties. In STEP 3, NN
heuristic is used to find the lamily sequences. NN is a procedure in which
the sequence is constructed by the greedy approach of always selecting the
shortest setup time not yet visited. NN is a myopic rule, but the tests on
randomly-generated problems suggest that it produces solutions within 10 %
of the optimum solutions for n < 20, but the performance deteriorates il there

is a considerable variability in the setup matrix [Baker(1994)].

3.2.5 Procedure LEADTIME

This procedure finds the maximum inventory level of cach ilem at each stage
by using the expected period demands. The procedure has two levels. In the
first level (STEP 1-STEP 4), lead times are estimated in terms of periods for
each stage. In the second level (STEP 5-STEP 6), by using these estimates
and Toyota formula, the maximum inventory levels are determined. The steps

ol the procedure are as flollows:

STEP 1: Tor cach stage, form a schedule set by using the expected daily
demands of ecach item produced atl the stage.
STEP 2: Call Procedure MAKIESPAN to find the makespan of the schedule
set.
STEP 3: Let

= ke + WIQ,

i

where,
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WIQ,, is the sum of the setup and processing times of the items in the

queue of the stage.
STEP 4: Determine the lead time of stage m:

STEP 4.1: I I} is longer than the longest possible withdrawal cycle

length value, Tpa, in set, I then

'i‘nl
[ = 1 i
“moT gy
lm,a.:c
STEP 4.2: c¢lse
l/m. = |

STEP 5: Tlor all items:
MAXINV}; = [expected period demand * Ly * (1 + s)]

where,
expected daily demand

|

expected period demand = |
nop

STEP 6: For cach stage, find the maximum inventory levels by propagating

the value found at the last stage backwards.

ftorm=2,--- M

MAXINVZ = [L,, + MAXINV)

where,

p is the succeeding stage in the routing of family ¢

As one of the problems that arise with the Toyota formula is the estimation
of the lead times, instcad ol taking the lead time as a parameter we develop
a lead time estimation procedure that determines the lead time depending on
the shop information. Ragatz and Mabert (1984) show that the rules that

utilize shop inforination gencrally perform better than rules that utilize only
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job information. As our system is a periodic review system, in the literature
there are no models that can be directly applied to our study. Therelore, we
sclect one of the most promising rules ol the due dale estimation literature,

WIQ, and modify il to adapt to periodic review systems.

Due to the periodic nalure of our system each stage can be thought
independent from cach other. Therelore, we can estimate the lead times at
cach stage separately. In that way we increase the quality of the estimation.
Also, as the lead times are estimated [or each stage, the maximum inventory
level for an item at each stage will change. In thal way, we can allocate diflerent
number of kanbans at each stage for the same item and this will increase the

flexibility ol the system.

Through STEP 1 and STEP 4, a flow time is calculated for each stage by
nsing WIQ method. For the proper functioning of the JIT system, a certain
minimum amount of inventory must always be in the system. We use the
expected demand values to calculate that amount. Once the flow times are
estimated, they are converted into periods in STEP 4. In STEP 5 and STEP
6, by using the Toyola formula and the expected period demands the maximum
inventory levels are calculated. We propagate the inventory backward in the
system so that the upstream stages hold larger inventories than the downstream
stages.  As the information lead time of the Kanban systews are long, the
upstream stages cannot react to changes in demand casily and the system
becomes erratic. To minimize this erratic hehavior, more inventories can he

allocated to upstrecam stages.

3.2.6 Procedure SCHEDULING

‘The scheduling module finds the schedules for each stage in a period. There
are three main levels in this module. In the first level, we try to schedule all
the items in the schedule board. If this is not possible, we limit the schedule
set to form a new sct which is called production set. The production set

determines the number of kanbans of each item that should be scheduled to
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prevent backorders in the next period. Then, we try to schedule all the items
in the production sel. I this is possible, lor the remaining time we include
items from the schedule board that are not yet scheduled to our production
set. But il it 1s not possible to schedule all the items in the production set,
we further limit the production set by means of a proposed index and form
a new sct which i1s called the index set. At this level, the aim is to decrease
the backorders as much as possible. I backorders are inevitable, we try to

minimize the backorder costs.

The levels of the procedure are further explained below:

MT(SS.).

LEVEL 1: Find the makespan for the complete schedule set, §6¢ St

“m?

ICMT'(SSL) <1, then the schedule set is [easible. Fine tune this schedule

(STEPS 1.2.2-1.2.3).

LEVEL 2: [Ilse it MT(S5%,) > 1" then find a subset of the schedule set,
PSL. 1L MT(PS!

Sy 5t) < T, schedule all the items in production set PSE. Tor

m’
the remaining time, which is given by (T — MT(PS}))), solve a set of knapsack

problems for the items in SSY — PSE, ie. items in set S5t but not in set

PSt (STEPS 1.2.4-1.2.8).

-m

LEVEL 3: I[l MT(PS!

m

) > T, then calculate the index for each item and

according to this index. IS should be a subset of PS*

form a new set 1.5* m:

m

For the remaining time solve a set of knapsack problems for the items in P.S% —

ISt (STEPS 1.2.9-1.2.12). 1I no more items [rom the set St — 15! can be

m

scheduled for the remaining time, then solve a set of knapsacks for the items
A f
5 ’57” = ] 5

me

The detailed steps of the procedure are as follows:
STEP 1: Ior all the periods do

STEP 1.1: Find the number of kanbans demanded at period t for each

ttem.

STEP 1.2: Tor cach stage
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STEP 1.2.1: Update schedule set
SSt = UNSCHEY + D

277n ym m

STEP 1.2.2: Call Procedure MAKESPAN with the current schedule

sl ‘S S7{71
STEP 1.2.3: If MT(55E) < T, finetune the schedule and goto STEP
[.2.

STEP 1.2.4: Blse (ind an updated demand for the next period for each

item by using the most recent demand values (in terms of nuinber of

kanbans):
n . .
*  (demand for period { — 1
(./,;Lj = & ==L ( ! )
- n
+ (I —w) * (demand for period 1)
where

w is a constant (weight), and
n is the number of past periods used in forecasting

STEEP 1.2.5: Find the minimum amount of each item that should he
scheduled to avoid [uture backorders by using the updated demands, on-

hand inventories, demands for the period, and backorders.

minimum amount. bo he scheduled = updated demand
— (inventory from period ¢ — 1)

(demand at period ()

+ (backorders [rom period ¢ — 1)
Mathematically,

PAij = df, = St + Dis -+ Bii

nm um

STEP 1.2.6: Form a production set, PS5t . Include all the items with

positive production amounts.
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STEP 1.2.7: Call Procedure MAKESPAN with the new set, PS%,.

STEP 1.2.8: It MT(PSL) < T

"

STEP 1.2.8.1: I'rom the unscheduled jobs in S5t — PS! | sclect jobs

for the remaining time.

STEP 1.2.8.1.1: I"ind the probabilistic weight for each unsched-

uled item, w;jm.

The probabilistic weight is the difference between the probability
that an item will be backordered in the next period multiplied with
its backorder cost and the probability that the item will remain

unused multiplied with ils inventory holding cost.

Wijm = I(I)I-H psi ,[:]771,) bijm

ym iym

— P(D3Y < PSE

t
pm ym + [17771) ]l'ijm

STEP 1.2.8.1.2: I'or all unscheduled jobs with positive probabilis-

tic weights find the updated processing times, pi;,

The updated processing time of item j of family ¢ will be either the
processing time of the item if at least one item of family 7 is already

scheduled in the set P2S*

‘5ot the sum of processing time and family

setup time (with respect to [final family in the schedule) otherwise.

STEP 1.2.8.1.3: Solve knapsack problem with the updated
processing times and probabilistic weights to find the next item

to be scheduled.
MAX ©L, S (X - wigm)

subject to

[ sizeli)
> Z 177” pt]m S( —_A/[A (1)91{"))

=1 7=I1

Xijm < RMijm,
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Xijm 1s Integer

where,
RM;jmm is the amount of item 7 of family ¢ in the set SSE, —PS? |

RM,, is the set 5SSt — PSE | and

-m

Xijm is the number of items 7 of family 7 al stage m that should

be included to PS5t from the set M,

The right hand side of the {irst equation gives the remaining time.
It is the difference between the withdrawal cycle length and the
Repeat STEDP 1.2.8.1 until

the remaining time is less than the minimum updated processing

makespan ol the schedule set PS?

“m*

tumne.

STEP 1.2.8.1.4: I an item with a new setup is selected in
knapsack problem, include only this item to PS’ and goto STEP
1.2.7. That is, il a new selup can be justified, then the updated
processing times ol items will change and the analysis should be

repealed.

STEP 1.2.8.2: Update the slack values of the unscheduled jobs.
STEP 1.2.8.3: Goto STEP 1.2.

STEP 1.2.9: Flse update PSY . If the production amount of an item
is bigger than its expected demand, set the production amount to the

expected demand.
STEP 1.2.10: Call Procedure MAKESPAN with the updated PSE .

STEP 1.2.11: Il MT(PSL) < T, repeat STEP 1.2.8.1-STEP 1.2.8.3 for
the updated PS¢

m’

STEP 1.2.12: else forall : = 1,..,l and j = L, ...,.J do
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sequence-dependent sclup time of lamily 2

Qiim s .
’ total backorder cost of the family 2

pijm

(J + Li]'m,) . bijm

where,

N . . sizell .y P - )
Lotal bhackorder cost of the family ¢ = Z;;T['] Celd (s A 1) - Qigds] - bij,

Lijm be the maximun slack of item (z, 7) at stage m, and

Qijm[s] 1s the number of kanbans for item (4,7) that is backlogged for s

periods at stage m

In the Kanban systems, the in-process inventories should always be [ull.
lsven if there 1s no demand, there mmay be an order lor an ilem which has
lower in-process inventory than the maximum inventory level. For these
items, there is no backorder, so their slacks are expressed as zero and

@iim[0] is the amount needed to fill up the in-process inventories.

STEP 1.2.12.1: Select the item with the smallest index and include

it to the index set, I.5% . Add the processing time and set-up time of

the selected item to the total time. Repeat STEP 1.2.12.1 while the
total time is less than A% of T'. Recalculate index at each repetition.
STEP 1.2.12.2: Call Procedure MAKESPAN with the new schedule
set, [.SE.

STEP 1.2.12.3: Tor the remaining time, select jobs from the

unscheduled job set, PSE — 1.5%.

STEP 1.2.12.3.1: I'ind the probabilistic weight for each unsched-
uled item.

STEP 1.2.12.3.2: Tor all unscheduled jobs find the updated
processing times.

STEP 1.2.12.3.3: Solve Knapsack problem with the updated
processing times and probabilistic weight to determine the next item

to be scheduled.
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MAX Z Zs:‘(’[ 1 (/\,z‘,m : l”ijm)

subject to

1 sizc[i] .
Z Z 717” ])17711 S (71 - A!r]'(l‘qr’n))
=1 j=I
Xijm < BMijm
NXijm 1s integer
where,
RM;jm is the amount ol item j of family # in the sel PS? — 5! |
RM,, is the set PSE — 1S, and

Xijm is the number of items 7 of family 2 at stage m that should

be included to P.S* from the set IIM,,

m

Repeat STEPs 1.2.12.2- 1.2.12.3 until the remaining time is less

than the minimum updated processing time.

STEP 1.2.12.3.5: Il an ilem with a new sclup is selected in
and goto STEP

1.2.12.2. Thal is, if a new setup can be justificd, then the updaled

knapsack problem, include only this item to [.5°

m

processing times of items will change and the analysis should be

repeated.

STEP 1.2.12.4: If time remains, select jobs from the unscheduled
job set, 55 — IS¢ .

m”

STEP 1.2.12.4.1: I'ind the probabilistic weight [or each unsched-
uled item:

Wijm = bijm - hijm
STEP 1.2.12.4.2: Tor all unscheduled jobs find the updated
processing times.

STEP 1.2.12.34.3: Solve Knapsack problem with the updated
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processing Limes and probabilistic weight to determine the next item

to be scheduled.

Repeat STEP 1.2.12.4 until the remaining time is less than the

minimum updated processing time.
STEP 1.2.12.5: For the unscheduled itemns update the slack values.
STEP 1.3: Find the backorder and inventory holding cost over all stages.
STEP 1.4: Vind the tolal setup time.

In the scheduling module, the main goal is to complete as many items
as possible from the schedule board in the given period. 1 it is possible to
complete the whole set, the second and third levels of the module are not used.
But il it is not possible to complele all the items, then a subset of this schedule

set is chosen at the second and third levels. The flowchart of the scheduling

module is given in IMigure 3.3.

In Level 2, an updated demand is calculated. There are two reasons [or
) I

this:

o To lower the probability of backorder. As the whole schedule set SS
cannot be completed within the given period, a subset of it should be
selected.  This subsel should reflect the demand trend, thercfore the

demands for the current period and last n periods are used.

o Toincorporate a global perspeclive into the schedule. Till now, the stages
are Lthought independent of each other. This is a reasonable assumnption,
as there were no backorders. But, as the whole schedule set cannot be
completed, backorders will be inevitable. Therefore, to deal with this
interdependency among the stages, a production amount that considers

the expected demand in the future is used.

So, a production amount is found for each item by using the demand

estimate, current inventory, and backorders. This production amount is the
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minimum amount that should be produced in this period. A new schedule
sct is formed in STEP 1.2.6 by using this production amount. I this set
which is a subset ol the former one can be completed withiu the period; a
further analysis is done to include jobs {rom unscheduled sel into schedule
sel, (STIEDP 1.2.8). In this analysis, the aim is to select the most profitable
items among the unscheduled ones. Tor each item, by using its probability
distribution, the backorder probability and inventory holding probability are
calculated. These probabilitics are multiplied with their associated costs. The
probabilistic weight together with the updated processing Limeis used Lo decide
if it will be profitable to produce the itemn in the remaining time slot. In case
the production set cannot be completed within the period, the third level of
the procedure is used. Tn this level, we propose a new index thal considers a
possible trade ofl hetween a setup time lost for a family with the urgency of
an item. Prior to the usage of the index the production sct is updated. If any
of the items have a lower expected demand than its production amount, the
production amount for the item is setl Lo the the expected demand. In the index,
backorder costs are assumed to be the weights for each item. For the [amilies,
the total backorder cost over all items is considered as the weights. Iirst term
ol the index allocates the family setup to each item in the family. According
to this index, an initial schedule set is formed. We use the index to form the
initial set till f% of the period length is occupied and for the remaining time a
probabilistic analysis similar to the one in Level 2 is used. The only dilference
hetween the probabilistic analysis used in Level 2 and Level 3 is thal, in Level
2 gain can be negalive or positive, while in Level 3 it is strictly positive due to

updating the schedule set prior to index calculation.

f is a number between 0 and 100, and it detecrmines the amount of knapsack
problems thal will be solved. Even though the index is dynamic, it is myopic
in nature. So to decrease the problems caused by the myopicity of the index,
knapsack formulations are used. There is a trade-ofl between using the index
and knapsack problems. The index is faster but the knapsack problems
climinale the myopicity. When f is small, we solve more knapsacks so the

computation time increases but the solution is less myopic. When f is big,
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a bigger portbion of the period is filled by using the index so the computation

time decreases.

3.3 Summary

In this study an analytical modecl is proposed to determine the fixed withdrawal
cycle length, number of kanbans and kanban sizes, and kanban schedules
simultaneously in a multi-item, multi-stage, multi-horizon periodic review

Kanban system under an imperfect production setting.

The proposed algorithm is designed to increase the flexibility of the system.

With the proposed algorithm:

e Diflferent number of kanbans can be allocated al cach inventory poiut to

decrease the possibility of blocking and backlog.
¢ The idea of transfer batch and process balch are introduced.

e Lead times are estimated l[or each stage in terms of periods so the
accuracy of the estimation increases and the problems due to lead time

esbimaltion are minimized.

o ICanban sizes are determined according to demand distributions so that

the amount ol remnants can be decreased.

With the index thal we propose, we consider the possible trade-ofl between the
scbup times and backorders. Iiven though the stages are scheduled separately,
they are not independent due to the look ahead in the proposed algorithim.
Therelore, the proposed algorithm eliminates the possibility of total blockage

of the system.

In the next chapter, the efliciency ol the proposed algorithin will be tested

through an experimental desigu.
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Figure 3.3: Ilowchart of the Procedure SCHEDULING




Chapter 4
Experimental Design

In this chapter the efficiency of the proposed algorithim is tested. We compare
the performance measure values found by the proposed algorithm with the
values found by methods in the existing literature. All the algorithms are coded
in G langnage and compiled with Guu C compiler. The IP formulations in the
proposed algorithin are solved by using callable library routines of CPLEX

MIP solver on a Sparc station 10 under SunOS 5.4.

In the next section, the experimental setting is explained and the methods
that we compare the proposed algorithm with are described. In Section 5.2, the

results are presented and discussed. The final section summarizes this chapter.

4.1 Experimental Setting

To test the efliciency of the proposed algorithm an experimental design with
the factors given in Table 4.1 is performed. The experimental design is a
27 [ull-factorial design as there are seven factors with two levels each. Five

replications are taken for cach combination. Therefore, 640 different randomly

generabed runs are obtained.

Ffive performance measures are used. The inventory holding cost and

47
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EXPERIMENTAL DESIGN

I Ifactors l Delinition Low I High
A Number of Familics 4 7
B Demand Mean, 25 40
g Demand Variability, o 6.3 8.8
D Number of Parts in cach [amily | UN ~ [4,8] | UN ~ [8,12]
15 Imbalance balanced | unbalanced
J? S/P ratio 0.9 L.75
G B/1 ratio 2 4

Table 4.1: Experimental Factors

48

backorder cost are the sum of the inventory holding and backorder costs over

all stages, respectively. Till rate is the probability of an order being satisfied

through the inventories and it is calculated only for the final stage. Setup

time is the sum of the setup times al cach stage. Setup time is a surrogate

performance measure, i.c.

as long as the system reacts timely, it is not

important if the setup times are high or low. I'inally, the run time is the
| ¥,

computalion time in seconds.

Briel explanations for the experimental {actors are as follows:

o The nuwmber of families and the number of parts in each family alfect the

product mix and congestion of the shop floor. As the number of families

increase, the setup requirement increases and the scheduling decision

bhecomes more important.

o The demand mean and demand variability specifly the mean and the

standard deviation of the demand distribution. The probability mass

function (pmf) of the demand distribution for low variability case is

defined as:
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0.1
0.2
0.4
0.2
0.1
0

fl')(d) =

where,

?

D=UN~[pn—10,p0— 7]
D=UN~[p—06,p—13]
D=UN~[p—2,p-1]
D=UN~[jt+2,p+5]
D=UN~[jt+06,u-9]

otherwise

st 1s the mean of the demand distribution

UN stands for the uniform distribution

This density states that 10% of the time demand will be distributed

uniformly between [y — 10, — 7], and {or another 20 % of the time it

will be distributed uniformly between {1 — 6, 0 — 3] and so on.

The pmlf of the demand distribution for high variabilily case is defined

as:

0.1
0.2
0.4
0.2
0.1
0

fn(d) =

I

?

?

D=UN~[p—15u—11]
D=UN~[p—10,p —6]
D=UN ~ [jt— 5,1 +4]
D=UN~[ju+5,-+9]
D =UN ~ [pp+ 10,5 + 14]

otherwise

e I'he (ifth factor relates with the balance of the system. In the balanced

case, the processing Limes of items have the same uniform distribution

at each stage. In the unbalanced case, the processing times at the

fourth stage (stage D in the routing) has a uniform distribution with

a higher mean. Thereflore, the lourth stage becomes a bottleneck stage
) g

and consequently the smooth material flow is disturbed.

e The sixth factor is used to determine the sequence-dependent setup times

at cach stage. The setup time has a uniform distribution. The lower

bound, SL,,, and the upper bound, SH,,, of the uniform distribution
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FFaiily ] Operation Sequence ]
ABCDE
AD
ACDI
ABD
ADE
AD
ACD

~N| G A | —

Table 4.2: I'amily Roulings

are calculated by using the S/P ratio and the processing times at each
stage. Tirst, the average processing time of each family at each stage is
calculated as follows:

ZsiZC[i] Ir)ij?”- 3 [{

i=1

average processing Lime of family ¢ al stage m = el
stzelr

where,

I{ is an estimaled kanban size

K is sclected according to Factor D. When Faclor D is low, this estimate
is 25 and when it is high, it is 50. This different values are used to keep
the ratio of the setup time to total time constant. Then, SL,, and SH,,

values are calculated as follows:
SLy = S/P -average processing time of [amily ¢ al stage m - 0.50
S, = S/P - average processing time of family 7 at stage m - 1.50

e The seventh factor is B/I ratio. The backorder cost of an item is equal

to the inventory holding cost times the B/I ratio:

bijm = B/I : hij'm,

The parameters are generated as follows:

o There are five stages, denoted as A, B, C, D and E.
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13,6

[Migure 4.1: Layout

The longest possible withdrawal cycle length is 480 minutes, i.e. a shift

is equal to 480 minutes.

The routings [or families are fixed and given in Table 4.2 and TFigure
4.1. When Factor A is at the low level, the first four families are used.
The letters and the numbers in Table 4.2 and Iigure 4.1 stand for the

stages and jobs, respectively.
The salety factor, s, is 0.05.

The lorecasting weight is 0.5 and three past periods are used for

estimation.
The lead time coeflicient is same for all stages and equal to 1.01.

The inventory holding costs are generated randomly from the interval

UN ~ [5,10].

The processing times for balanced case are selected randomly from the
interval UN ~ [0.1,0.3]. For unbalanced case, the processing times at
stage 4 are sclecled randomly from the interval UN ~ [0.3,0.5] when the

number of parts in each family are low, and from the interval UN ~
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[0.2,0.4] when it is high. Two different distributions are selected to keep

the setup to processing time ratio in the system constant.

e As all the demand distributions are assumed to be identical, the kanban
sizes for all items are the same. There are six alternatives for kanban

sizes, i.e. & =5 in STEP 1.3 of the proposed algorithm:

- r 7 MAXINV] .
/1'1.[]' = {a-p cal = [___—-71’\/(;: {1,2,4,8, 16,32}}

g g .

e l'or the withdrawal cycle length, six alternatives are generated such as
{8,41,2,1,0.5,0.25} hours or {480,240,120,60,30,15} minutes. There-
[ore, Lo determine the values of the decision variables, the algorithms
evaluate 36 allernatives and select the one with minimum inventory

holding and backorder cost.

The experimental design is also applied lo the commonly used sequencing
rules in the literature. Four sequencing rules are considered, which are SPT,
SPI-F, FCFS, and 'CI'S-T. 1t is shown by Berkley and Kiran (1991) that
under periodic review Kanban systems, FCI'S and I'CI'S/SPT perform better
than SPT or SPT/LATE. Lee (1987) and Lee and Seah (1988), on the other
hand, show that SP'T" and SPT/LATE perform better than I'CEFS. Therefore,
we sclect FCI'S and SPT/LATE as in the earlier studies their performance
are justified.  Wemmerlov and Vakharia (1991) show that the family-based
rules perform better than their corresponding item-based rules when the
performance measure is flow time. Therefore, even though the family-based
riles have not been used in JIT literature belore, we select the corresponding
family-bascd rules of FCFS and SP'I'/LATE to test the validness o this finding
under kanbaun setting. I'or each rule, the sclection is made among the items on

the schedule board that have a corresponding full kanban in in-bound storage.

Even though I'CI'S ignores shop status and job characteristics, it is included
as it is the most commonly used method in the literature. According to FCI'S,
the item that has the maximum slack, i.e. the item that arrives the scheduling
board first, is processed first. The items in the same [amily that have the same

slack are grouped and processed together. SPT is used as the tie-breaking rule.
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That is, among the groups that have the same slack, the oue with the shortest

processing time is processed first.

FCIMS-17 schedules all lamilies, and all items within each family according
to T'CE'S. Tor cach family, a slack value is calculated by summing up the
slack values of the items in the family. Among the familics, the one with the
maximum slack is chosen first. If ties exist, SP'I-I" is used as the tie-breaking
rule, i.e. the family with the minimum average processing time is processed

first.

SPT/LATIE is a modilied version of the SP'I' which is used Lo identify the
late items. It uses SPT rule to choose among the ilems. When the maximum
slack of an item reaches to a level, I'CI'S replaces SPT and the items that are
lale are processed first. This SPT/LATE is a modified version of the rule used
by Berkley and Kiran (1991). In the rest of the thesis, SPT/LATE is referred
as SPT.

SPT-F schedules all families, and all items within each family according
to SPT. Tor each family, an average processing time is calculated by taking
the average of the processing times of the items in the [amily. The (amily
with the minimuin average processing time is processed first. FCI'S-T is the

tie-breaking rule.

4.2 Experimental Results

The overall results of the algorithms are summarized through Table 4.3 to
Table 4.9. The tables show the minimum, average, and the maximum values for
the performance measures for all of the algorithms. Tor the ease of explanation,
first a representative graph for the cost terms is given in Migure 4.2. The x-axis
corresponds to withdrawal cycle length alternatives. Alternative 1 corresponds
to 480 minutes and alternative 6 corresponds to 15 minutes, i.e. alternatives
arc in decreasing order of withdrawal cycle lengths. For all the withdrawal

cycle length alternatives, the kanban sizes are the same and equal to one.
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IMigure 4.2: The detailed analysis of cost components

I'rom IPigure 4.2, we sce that as the withdrawal cycle lengths get shorter, the

inventory holding costs decrease and the backorder costs increase.

In Table 4.3, the minimum inventory levels of the algorithms are
summarized.  The minimum inventory levels are calculated by summing up
the inventory holding costs when inventories are [ull over all stages over the
planning horizon. Tor the KKanban system to work properly a minimun level
of inventory should be kept in the system. Once this level is determined, the
inventories should be kept full, and the deviations rellect the nervousness of
the system that should be interpreted as lost production. Minimum inventory

level is not a performance measure and it should not be interpreted alone.
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| Min. Inv. Level I I"CI'S I [FCES-1° | SPr , ST | Proposed Algorithin I

Miuimuumn 141552 94368 141552 94368 141552
Average 1361891 636928 1347406 | 517241 1537542
Maximum 10621760 | 5981832 | 10621760 | 4834472 12537344

Table 4.3: Comparison of the minimum inventory levels of algorithims

As Tong as the system performs good, the lower {he minimum inventory level,
the better the system perlormance. When we compare the algorithims we see
that the minimum inveutory level is maximuin for the proposed algorithm.
The minimum value is achieved by SP'I-I. The family-hased approaches hold
less inventory than the item-based methods. This result can be interpreted
as lollows: as can be scen from Figure 4.2, for the same kanban sizes as the
withdrawal eycle lengths gel shorter, the inventory holding costs decrease. The
backorder costs increase as selup to processing tie ralio increases. l'or the
family-based methods, the setup to processing time ratio is smaller, therefore
[amily-based methods can force the withdrawal cycle lengths to shorter values.
Bul for the item-based methods this ratio is higher, so longer withdrawal cycle
lengths are chosen, and the minimum inventory level increases. This result is
also shown in Table 4.5 where the number of instances of best withdrawal cycle
lengths for the algorithms are given. When we analyze the Table 4.5, we see
that the withdrawal cycle length sclected is not robust to scheduling rule used.
This result shows the impact of operaling paramelers on design parameters
in decision making. In the existing literature, instantancous material handling
and I'CI'S is used, but when we cousider the table, we sec that this combination
is not eflfective. In fact, item-based rules perform well when the withdrawal
cycle lengths are long enough so that the setup times can be justified and
the items can be highlighted. Family-based rules, on the other hand, prefer
shorter withdrawal cycle lengths. The proposed algorithm selects a different

cycle length with respect to the system parameters.

In Table 4.4, the inventory holding costs are given. When we interpret
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‘ Total cost ‘ I°CIS l IFCI'S-1¢ I

SPr

| SPT-I' | Proposed Algorithm |

Minimum | 121822.9 | 74493.8 | 121822.9 | 74383.0 102888.4
Average 1111238 | 491503.4 | 1103024 | 407045.2 1226052
Maxunum | 9051021 | 4794965 | 9051021 | 3785738 10254816

Table 4.4: Comparison of the inventory holding costs of algorithms

Withdrawal Cycle Proposed
Length (minutes) | FCI'S | FCIS-T" | SPT | SPT-I | Algorithm
480 14 0 14 0 - 54
240 156 Il 146 5 62
120 260 | - 98 266 55 164
60 70 133 174 73 219
30 40 277 40 245 137
15 0 121 0 261 4

Table 4.5: Comparison of the number of instances of withdrawal cycle lengths

of algorithms

these values in conjunction with the minimum mventory levels, we see that
even though the family-based methods hold a lower level of inventory, they
cannol, react timely as on the average 77.1% and 78.7% ol inventories are full
for I'CI'S-I* and SPT-F, respectively. The best performance is achieved by
TPCI'S, as on the average 81.6% of inventories are full. TFor SPT this ratio is
77.2% and for the proposed algorithm it is 79.7%. These figures are obtained
by dividing the average inventory holding cost Lo average minimum inventory

level of cach algorithm.

This finding is consistent with the findings ol Berkley and Kiran (1991)
and Wemmerlov and Vakharia (1991). In a simulation study, Berkley and
Kiran conclude that ‘...the use of SPT to be disruptive to the coordination
of the kanban-production control system. ... TFurther, SPT has the greatest

average finished-goods withdrawal kanban wailing times.”. Wemmerlov and
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| Backorder cost | 1°CI°S | IPCIS-I° l ST l SPT-I° I Proposed Algorithm |

Mintmum 0 0 0 0 0
Average 4059244 | 273012.2 | 394840.4 | 280428.2 85198.32
Maximum 8909065 | 4503146 | 8578615 | 4864888 7630009

Table 4.6: Comparison of the backorder costs of algorithims

| Fill rate | I'CFS | FCT'S-I° | SPT | SPT-F | Proposed Algorithm |

Minunvum | 0.597 0.751 0.618 0.711 0.520
Avcrage 0.9743 | 0.9687 |0.9736 | 0.9704 0.9906
Maximum 1 1 1 1 1

Table 4.7 Comparison ol the fill rates of algorithms

Vakharia show that the family-based scheduling rules can generale significant
improvements with respect to flow time and lateness-oriented performance

measures over ilem-based rules.

Table 4.6 shows the backorder costs for the algorithms. The proposed
algorithm has the minimum average backorder cost. In terms of backorder
costs, the family-hased methods work belter then the item-based methods.

The second best average performance is achieved by FCI'S-T7.

In Table 4.7, the comparison ol the [ill rates of algorithms is given. Again,
the best average performance is achieved by the proposed algorithm. Among
the other algorithms, item-based methods perform better, and among them

IPCIFS performs better than SPT.

Table 4.8 compares the total setup times of algorithms. On the average, the
proposed algorithm uses the minimum setup time. For the rest, as expected,
family-based methods have lower average setup times. ISven though setup
time is a surrogate measure, Wemmerlév and Vakharia (1991) have shown

that the ability to avoid setups is related with the performance of scheduling
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| Sctup time | FCFS [ IPCFS-F| SPT | SPT-I' | Proposed Algorithm |

Minimum 690.7 176.3 690.7 682.3 0
Average 2232.47 | 2158.68 | 2252.68 | 1970.37 1837.90
Maximum | 3854.80 | 3451.61 | 3854.80 | 3401.99 4065.20

Table 4.8: Comparison of the total setup times ol algorithms

[ Run time J PGS | FCPS-F | SPT | SPT-F [J’roposcd Algorithm |

Minimum | 7.48 4.84 6.6 4.19 19.05
Average 19.80 23.18 20.20 | 16.20 154.98
Maximum | 40.6/1 66.58 44.41 | 38.46 1850.34

Table 4.9: Comparison of the run times of algorithms

procedures in general. The proposed algorithm decreases the total setup time,
and therefore increases the total available production time and the petrformance

of the system in terims ol other measures improve.

And finally, in Table 4.9 the comparison ol the run times of algorithins is
presented. The average run time of the proposed algorithm is the highest as
expected but still well within the acceptable limits for such a decision making

problem.

As a summary, the average performance of the proposed algorithim in terms
ol backorder cost, {ill rate and setup timesis better than the methods commonly
used in the literature, but the average run time is considerably high. When we
compare the existing methods we see that the average performance ol FCFS
is not bad as it is expected by Lee (1987) and Lee and Seah (1988). In both
of these studies, the authors use global lateness information to sequence jobs
on a flow line with a fixed quantity, nonconstant withdrawal cycle Kanban
system and find that SPT/LATE performs significantly better the FCEFS. In
fact, our findings are consistent with the findings of Berkley and Kiran (1991)

and Berkley (1993) who perform simulation studies on fixed withdrawal cycle,
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nonconstant, quantity Kanban system.

To sce the eflects of the experimental factors on the system performance,
for each factor we prepare the tables that show the performance of the system
for low and high values of each factor. The results are summarized in the rest

ol this section.

e Demand Mean and Demand Variability

When demand mean increases, the minimum inventory level increases.
Ihis result 1s obvious, as the minimuin inventory level is calculated
directly by using the demand mean. The backorder costs increase and

the (ll rates decrecase as the system load increases.

According to the existing literature when the demand variability in
the system increase, the system performance should decline. When we
investigate the tables in Appendix A we sce that, [or low demand mean
this result 1s also achieved in our experimental design. But, surprisingly,
for high demand mean some contradicting results are found. When we
consider the high demand mean, low demand variability combination we
sec that for 16 out of 160 runs, all the algorithms behave erratic and give
solutions worse than that found in the same combinations of high demand
mean, high demand variability. For the rest of the runs, the results are
as expected. All these 16 runs correspond to the same replication. As
for the high variability case the lower bound for the demand distribution
is smaller, there is chance thal the high variability case might create
Jower demand values. In the corresponding replication, the demands are
generated lower than the ones for the high variability case which seems
as il the performance of this combination is better. In fact, if the runs are
repeated with more replications, i.c. the eflect of biased random numbers
can be eliminated, this effect should diminish, and findings consistent

with the existing literature should be found.
When we consider the total setup times, at the first sight it seem as if

contradictory results are found. But, tolal setup times should not be

interpreted alone. Tolal setup times can be low due to system blockage
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which is in lact a highly undesirable situation. So, when we interpret all
the tables together we can conclude thal in some replications for high
demand mean, low demand variability combination, system blockages

might have occurred which causes unpredictable results in terms of
g

per [ormance measures.

e The number of families and the number of parts in each family

When the number of familics and/or number of parts in cach family
change(s), the system performance changes. By using the tables in
Appendix I3, we examine the eflect of the number of families and/or
number of parts in each family on the system performance. The results
are given below.

As the number of families and/or number of parts in each family
increase(s), the average inventory holding cost and backorder cost
increase. This result is obvious as cost terms are linecar. But when we
compare Lhe percent increases, we see that the percent increase in cost
terms are higher than the percent increase in the number ol items in
the system. ‘Therefore, the increase in cost terms is also related with a
decline in system performance. When the number of families increase,
the product variety and the total setup times increase. When the number
ol parts in cach family increase, the kanban variety increases. In a
simulation study, ICrajewski et al. (1987) show that Kanban systems
perform well only under certain operating conditions. Under this set
of conditions other approaches like MRP also perform well. The authors
conclude that the operating conditions are key to improvements in system
performance. Kanban system performs best when the setup fimes are
small and the products are standardized. When the setup times and
product /kanban variety increase, the operating conditions are disturbed

so does the performance of the Kanban system.

The (1l rate decreases as a result ol increase in any one of the above

factors. This resultl is also related with the disturbance of the kanban

condilions.

When the number of families and the number of parts in each family
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increase, the setup times decrease. As the system congestion increases,
some of the parts or Tamilies may be blocked. Therclore, due o blockages
sclup times can decrease. In fact when both {actors are high, the average

setup time 1s minimun.

The above results are applicable to all of the algorithuns. Therclore, we
can conclude that when the system is congested, the performance of the
[Kanban system declines. In fact, this result is consistent with ITuang
cf al. (1983). Huang et al. conclude that for the proper [unctioning of

IKanban system, excess capacity is necessary.

Congestion can create bottleneck stages which will affect the performance
of Kaunban systems. The detailed analysis for bottleneck stages are given
under the subheading of imbalance.

Il we compare the average performances of the algorithims, we see that
in terms of (1l rates and backorder costs the average performance ol the
proposed algorithm is better than the average performances of the other
algorithms al any load level. Among the other algorithms, for highly
loaded systems, the family-based approaches perform better, while in
loose cases ilem-based methods perforin better. This result is due to the

eflect of setup times on system performance.

e Imbalance

The tables for the performance analysis of algorithms for imbalance in
the system can be seen in Appendix C.

When we consider the imbalance in the system il is seen that the balanced
systems work better than the imbalanced ones under the kanban setiing.
The minimum inventory levels increase for all algorithms when there is
imbalance in the system. I'or the proposed algorithm, the backorder cost
and fill rate stay constant in unbalanced case. I'or the other algorithms, in
spite of an increase in minimwm inventory level, the system performance

decline. We can conclude that:

— Although we allocate diflerent numbers of kanbans to each stage to

increase {lexibility, the performance of the Kanban system declines
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with an imbalance in the system.
— In an unbalanced setting, the proposed algorithm outlperforims the

other methods.

— T'he item-based approaches react to inbalance in the system better

than the family-based approaches.

The first result is consistent with the findings of Huang et al. (1983)
and Gupta and Gupta (1989). Gupta and Gupla show that in ovder to
achieve the highest efliciency, all the stages of the Kanban system should
be balanced. ITuang et al. show that il bottlenecks occur regularly, the
system performance declines. ‘They conclude that additional kanbans at
cach stage are no help at all when there is a bottleneck in the system.
Contrary to this finding, in the sccond result we show that by using a
proper scheduling module the imbalance problem can be solved by adding

kanbans as the performance of the proposed algorithm docs not decline.

e S/P ratio
When we analyze the systems with low and high S/ ratios we see thai
when S/P ratio increases, the minimum inventory levels and backorder
costs increase, and (il rates decrease. That is to say, system perforimance
declines when setup times become considerable. The tables for S/P ratio
are summarized in Appendix D. This finding is consistent with the study
of Mittal and Wang (1992). In a simulation study the authors show
that after a threshold value for the setup times, the number of kanbans

required for smeoth flow tends towards infinite.

e B/I ratio
When the B/I ratio increases, the minimum inventory levels and
backorder costs increase [or all algorithms. The lower the withdrawal
cycle length, the better it is in terms of backorder costs. The increase in
backorder costs will force the system to louger withdrawal cycle lengths
and the minimum inventory levels will increase. The total backorder
cosls increase as the backorder costs of the items increase. Bul, when we

consider the percent changes, the percent increase in backorder costs 1s
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] ] Min. Inv. Level l Total Cost l Backorder Cost |

Faclors I? P I P Ir p

A 2654.033 1 0.000 | 1014.804 | 0.000 | 21.281 | 0.000
13 1780.115 1 0.000 | 675.024 | 0.000 | 21.034 | 0.000
C 91.517 10.000 | 37.912 {0.000 | 15.918 | 0.000
D 2634.061 | 0.000 | 1012.479 | 0.000 | 21.089 | 0.000
[ 52.430 | 0.000 | 15.243 | 0.000 | 0.000 | 0.999
r 172.280 | 0.000 | 102.721 | 0.000 | 10.536 | 0.001
G 0.002 0.963 (0.940 0.333 | 2.383 | 0.123

Table 4.10: I* values and Significance Levels (p) for ANOVA results of th

proposed algorithin-I

equal to or smaller than the percent increase in B/I ratio. That means,
on the average, in terms ol backorders the system performance remains
the same or increase.

lFor the proposed algorithin the minimwu inventory level is almost the
same in two cases. So the average performances ave not alfected too much.
But for the other algorithms, this change is considerable, therclore the

system performances in terms of L1l rates and backorders increase.

The tables for the performance analysis ol algorithms for B/I ratio can

be seen in Appendix E.

4.3 ANOVA Results

We applied a two-way analysis of variance (ANOVA) test. on the minimum
inventory level and the performance measures of total cost, backorder cost, fill
rate, setup time, and run time. The significance levels (p) and I values for
these performance measures for the seven factors are given in Tables 4.10 and

4.11.

Jlor the minimum inventory level, all the factors except the B/I ratio are

significant with p < 0.000. As the minimum inventory levels are determined
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| | Pillrate | Selup time | Runtime |

[Factors r P [ P F P

A 31.092 | 0.000 | 690.891 | 0.000 | 250.47G | 0.000
B 28.258 | 0.000 | 795.929 | 0.000 | 17.772 | 0.000
s 14.775 1 0.000 | 205.917 | 0.000 | 12.722 | 0.000
D) 28.298 | 0.000 | 280.974 | 0.000 | 101.126 | 0.000
15 0.000 | 0.999 | 8.055 |0.005 | 0.008 |0.927
[ 7.815 | 0.005 | 98.600 | 0.000 | 1.207 |0.272
G 0.016 [ 0.898 | 0.174 |0.677 | 0.02 |0.888

Table 4.11: I' values and Significance Levels (p) for ANOVA results of the
proposed algorith-II

by using the demand and makespan values, the factors that allect these values
also aflect the minimuin inventory level. I'actors B and C directly alfect the
demand, and the others affect the makespan. I'actors A and D allfect the load
on the system, hence the makespan. Iactor IV introduces imbalance to the
system by increasing the processing times and factor I' affects the setup times
which in turn increase the flow time. Even though the selection of the minimun
inventory levels are done based on cost criteria, the B/[ ratio does not allect
the minimum inventory level. The proposed algorithim uses the backorder costs
only in the index. When we consider the index, we see that when B/I ratio
increases, the index for all the items will decrease by the same ratio and the
relative rankings of the index will not change. Therefore the selection criteria

for the proposed algorithm does not, change.

Ior the total costs, all the factors except the last is significant with p <
0.000. In fact, this analysis shows that in the proposed algorithm the ratio of
the total backorder cost to tolal inventory holding cost is small. Backorder cost
and [ill rate are closely related with the reactiveness of the system. When the
load in the system changes, the reactiveness of the system is also influenced.
So, the factors that aflect the load on the system also affect the backorder cost
and fill rate. That is why the first four factors are significant with p < 0.000

for hoth ol the measures, and the sixth factor is significant with p < 0.001
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I | Min. Inv. Level | Total Cost I Backorder Cost |

IFactors I’ P I’ p I’ p

A 1248.393 | 0.000 | 2530.556 | 0.000 | 602.053 | 0.000
I3 785.457 | 0.000 | 1893.015 { 0.000 | 525.738 | 0.000
; 0.254 1 0.615 | 167.103 {0.000 | 116.010 | 0.000
D [371.516 | 0.000 | 2638.183 | 0.000 { 595.738 | 0.000
I 8.387 10.004 | 16.776 | 0.000 { 3.940 | 0.048
I° 27.251 | 0.000 { 64.882 | 0.000 | 17.839 | 0.000
G 43.115 1 0.000 | 101.468 | 0.000 | 27.628 | 0.000

Table 4.12: I* values and Significance Levels (p) for ANOVA results of FCES-1

and p < 0.005 for backorder cost and fill rate, respectively. [Even though the
imbalance in the system alfects the system load, it does not affect the backorder
cost and [ill rate as the imbalance in the system is introduced in a middle stage

and is compensated by introducing more in-process inventories at that stage.

I'or the setup times, the factors A, B, C, D, and 1" are significant with
p < 0.000 and factor It is significant with p < 0.005. As expected, the S/P
ratio allects the setup times. The processing time to setup time ratio becomes
mmportant when the system load changes. The remaining five factors directly

allect the system load, therefore they are significant.

The ANOVA results [or the run times show that the [actors that affect the
size of the problem are the first four lactors with p < 0.000. IYactors A and
D allect the number of items in the system, and factors B and C affect the
load of the system. In both cases scheduling decisions become critical, and the

computation times are affected.

In the above analysis the BB/I ratio does not alfect any of the performance
measures. One possibility is that the B/I ratio for both of the levels could be a
low value so thatl its cflect on the costs are negligible. To test it, we also applied
the ANOVA to the most commonly used method in the literature, FCE'S. The

run times are not included as the computation times of the FCI'S are so small.
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L 1 il rate l Setup time 7

Factors I p I’ P

A 923.183 | 0.000 | 450.068 | 0.000
13 H67.756 | 0.000 | 672.231 | 0.000
O 200.509 | 0.000 | 76.407 | 0.000
D 871.873 | 0.000 | 598.918 | 0.000
I 3.354 1 0.068 | 0.006 | 0.900
I° 121.972 1 0.000 | 27.588 { 0.000
3 20.621 | 0.000 | 11.643 }0.001

Table 4.13: I¥ values and Significance Levels (p) for ANOVA results of FCIS-11

When we consider the results, we see thal the B/I ratio is significant for all
ol the performance measures. Therefore, the results for the proposed algorithm
are not due to the low B/I ratio levels. The proposed algorithm can react to
changes more casily thaun the existing methods. We can conclude that, the

proposed algorithm is more robust under the impetlect production settings.

4.4 Conclusion

In this chapter, the experimental design is presented. First, the experimental
sebting is explained. Then, the results are summarized and discussed, and the

ANOVA tables for the proposed algorithm and I'CEFS ave given and interpreted.

The results can he summarized as {ollows:

e The impact of operating issues on the design parameters is shown. We
observed that the withdrawal cycle lengths are not robust to scheduling

decisions.

e As the product variety increases, the product standardization decreases
and the performance of the Kanban system declines. When the product

variety increases, the repetitive nature of the system is disturbed. One
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of the main assumptions of JI'T is vepetitive manufacturing. Therefore,
the factors that adversely aflect the repetitive nature of the system also

affect the system performance.

e [i is analytically observed that perfectly balanced lines outperforms the
imbalanced ones even when the number of kanbans at each stage are
different. But, contrary to the existing literature, we observed thal by
using a good scheduling rule, the performance of systeim can be improved

cven under the ibalanced setling.

o The lactors thal allect the system congestion (such as demand mean,
nuwmber of families, number of parts in each family, and elc.) also affect

the system performance.

e When setup times become considerable the system performance declines.
[or high setup cases algorithms that can decrease the total setup time
perform better than the others, i.e family-based methods outperforms

item-based methods.



Chapter 5

Numerical Example

In this chapter, we will discuss the detailed execution of the algorithms over a
simple example. In the example, only the execution of the scheduling modules
will be given. It is assuned that the withdrawal cycle length, kanban sizes and

the number of kanbans are known.

The data for the example are given in Tables 5.1- 5.3. For this example the
withdrawal cycle Jength is Thq:/2 = 480/2 = 240 minutes and therc is only one
stage. So, the stage index for the notation given in Chapter 3 is eliminated.
In Table 5.3, the sequence-dependent setup times are given. The first row in
the table corresponds to the case where the stage is not initially setup to any

ol Lthe fTamilies.

Before executing the algorithms, the definitions and formulae will be given.

Moreover, some of common terms will be calculated.

The demand for each item should be converted to number of kanbans. It is
calculated as: r -
o — [GET
l)l _ "(]17 FC’U ‘l
iy

(I,i_,'

where,

b ) 11 Qe 1oy y 9
df; is the period demand of item (2, 7),

68
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Family 1 2 3
Part L2 1 ]1]2
Kanban size, a;; (units) 10 | 10 || 10 || 10 | 10
Minimum inventory level (units/period) || 20 | 20 || 20 || 20 | 20
Backorder cost, b ($/unit/period) 2 (10213
Processing thmes, pi; (minutes/unit) L5 | | 4 L |2

Table 5.1: Data for numerical example
Di; is the period demand ol item (4, 7) in terms of number of kanbans

ai; is the kanban size of item (7, 7), and

I'GY; is the remnants of item (z, 5)

The notation (¢,7) is used to indicate the item j of family i. G} is

calculated as follows:
no { .. t =1
]( Cl” —_— [,)” N (l'l] - (([” 1’ (]” )

Therefore, the number of kanbans for cach item in the first period:

30— 0 4
Diy=[=5—1=3, PG =3-10-30 =0
27 —0 o
Db=f—ﬁi1=3,ﬁabz3wo—27:3
23— 0. _
]);l = l_ JO 0] = 3 ) 'l"(‘"'Zl = 3 . I.O — 23 = 7
| 25— 0
Dh:[)m 1=3,FG, =3-10-25=5
30 -0
Dy, = fT] =3,FC,=3-10-30=0

and for the second period:

7-0
10

13 -3
10

D} =1 1=1,FG}, =1-10-7=3

DY =1 1=1,FG,=1-10-10=0
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Period Family 1 | Family 2 { Family 3

Demand, di 11 | 2 L ]2
1 30 27 23 25| 30

2 7113 32 27 20

3 5] 8 20 171 11

Table 5.2: The period demands for the items

ESERER
0[5 ]5]5
)70 |40 |15
25105
31020 0

Table 5.3: The sequence-dependent setup times (in minutes)

32 -7
D2 = T] 3,FGE =3-10-25=5
1);‘;[: PG =3-10-22=38
D%, = {-ﬁ] 2, PG, =2-10-20=0
and for the third period:
lf’
D}, = ]_2, FCR =2-10-12=8
D3, = [*—]—1 G =1-10-8=2
20 -9
Dy, = ‘G, =2-10-15
3 I‘7 213 .
Dy =[———— ]—J IG5 =1-10-9=1
]._l 0

D3 =[—— 1; 1=2,FG3, =2-10-11=9

Let I' be the inventory set at the beginning of the period £, St be the

inventory set at the end ol the period ¢ and B* be the backorder set at period
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. All these sels are expressed in ters of number of kaubans. Initially:
0 .9.9.
1Y = {2,2,2,2;2,2)

as the minimum inventory levels are 20 and the kanban sizes are 10 (iminimum

inventory level = kanban size X number of kanbans), and
B° = {0,0;0;0;0,0)

where (;) is used Lo separate the families and (,) is used to separate Lhe items

within families.

Let Tf; be the inventory level of item (z, ) at the beginning of the period ¢,
St be the inventory level of item (z,7) al the end of the period ¢, and ]31-‘]- he

the backorder ol item (7, 7) al period 1. These will be calculated as follows:
b _ (1 t (-1
1” = 777:(“1(0, 'Sij _ D” - B” )
v t Tt
‘Sij == [17 ‘{‘ ISCII,L]
( vl (=1 qt—1
B” = 7”,(1,.'11(0, I)” “l' [3” - ASiJ' )
where,

SCH{ is the number of kanbans of item (7, 7) scheduled in period ¢

Backorder cost is calculated as follows:

3 size[i]

hackorder cost, = Z Z l}i"j “ i bij

=1 j=1

Aud, the schedule set is calculated as:
.5',5'1-‘_7' =UNSC H,-':j”l + ])fj
where,
UN,S'(_'."]IZ’J- is the number of unscheduled kanbans of item (z, 7) in period ¢

Initially:
UNSCH® = {0,0;0;0,0}
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"The executions of the algorithins are given below:

EXECUTION OF SPT:

For SPI', the sequence will be determined as follows:

STEP 1: Calculate the updated processing time for each ilem:
Pi; = sequence-dependent setup time of [amily ¢ + p;; - .l)fj - @i

STEP 2:  Among the unscheduled items, sclect the item with minimum

updated processing time. If ties exisl, use IFCTS as the tie-breaking rule.
The execution of the algorithm is as lollows:
Period 1:

[Mirst, we should update the inventory levels. backorders and schedule set
? l . b ] b

and calculale the backorder cost of the period:
lfy = maz(0,2 -3 -0) =0, B, = max(0,3+0 — 2)=1

1y = maz(0,2 -3 —0 0, B, =max(0,340— 1

) = 0, ) =

Ly =max(0,2-3-0) =0, B}, = max(0,3 4+ 0 — 2) =1
Iy, = max(0,2 -3 —0) =0 , B3y = max(0,340—2) =]
I3, = maz(0,2 =3 —0) =0 , Bgy = max(0,340—-2) =1

S5 =UNSCH), + D}, =0+3=3

S8, =UNSCH, + D}, =043=3

S8y =UNSCIY + D}, =0+3=3

5S4 =UNSCHY + D} =0+3=3

884 =UNSCIH, + D), =0+3=3
backorder cost = 1-10-1+1-10-24+1-10-10+1-10-241-10-3 = 180

The schedule set will be:

55! ={3,3;3;3,3)
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As initially the stage is not set to any of the [amilies, the updated processing

times of the items will be:
Pyy=5415-3-10=50

Pia=5+1-3-10=35
Py =5+4+4-3-10=125
Pyy=54+1-3-10=35
Py =5042-3-10=065

Py and I3y are equal, therelore we should use I'CI'S to break the ties. As the
slacks are also equal for these items, one of them will be selected randomly.
Select the item with higher family index. Then item (3,1) will be scheduled.
The tolal processing time will be 35 minutes, and the updated processing times
will become:

Pyy=10+15-3-10=55

Pry=10+1-3-10=40

Py =2044-3-10 = 140
Py =2-3-10=060

Therelore, item (1,2) will be scheduled second. The total production time will

be 75 minutes and the updated processing times will be:
Py=15-3-10=45

Py =4044-3-10 = 160
Pyy=1042-3-10=175

‘I'he minimum updated processing time is for item (1, 1), so select this item for
the third place. The total production time will be 120 minutes. If we continue
in the same way, the fourth place will be occupied by item (3,2), and the
total production time will be 195 minutes. As only 45 minutes left, we cannot
schedule the item (2, 1) as the updated processing time for even one kanban is

60 minutes. Therelore, all three kanbans will remain unscheduled.
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50, ab the end of the first period, the inventory will be:
St = {3,3;0;3,3)

such thai:
"qlll - I|I| 'I" ‘S’(l'lllll = 0 _,.. :; — ‘;

Sly=1+SCH,=0+3=3
Sy =1y 4+ SCIL =040=0
Sy =13+ SCILL, =0+4+3=3
Sgy = lgy + SCUL, =043 =3
and the set of unscheduled items will he:
UNSCH' = {0,0;3;0,0}
The stage is currently sctup to family 3.

Period 2:

Iitst, let us update the inventory levels, backorders, and schedule set, and

calculate the backorder cost of the period:

I =maz(0,3—-1-1)=1, BY = maz(0,1 +1—3) =0

Iy =max(0,3-1 1) =1, B = max(0,1+1—-3) =

I3, =max(0,0-3 1) =0, B = maz(0,3 41 —0) =
13, = max(0,3 -3 ~1) =0 , B3 = max(0,341-3) =
Iy =maz(0,3—-2-1)=0, B2 = maz(0,24+1-3) =

SSH =UNSCH, +D? =041 =1
5SSt =UNSCH},+ D?, =0+ 1=
585, =UNSCI) + D} =3+4+3=6
553 =UNSCH} + D% =0+3=3
S5, =UNSCHL + D%, =0+2=2
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backorder cost =0-10-140-10-244-10-10 +1-10-24+0-10-3 =420
The schedule set will he:
55% = {1,1;3 4 3;3;2}

where the bold number correspouds to unscheduled kanbans from the previous

period.

The vest of the steps will nol be shown explicitly. In the second period ilems
(1,2), (1,1), (3,1), (3,2), and two kanbans of item (2,1) will be scheduled in

the given order.
50, at the end of the second period, the inventories for the items will be:
5% ={2,2;2;3,2)

such that:

‘S'jzl = ]121 + 15'011]21 =1 - [ =2
‘5’122 = ][22 + SC’]I'E2 =14+1=2
S =2 +SCHY =0+2=2
‘5'31 =1 ;?_[ +S5CH I%l =04+3=3
‘ng = [:?2 + 5C _1‘]:?2 =04+2=2
The unscheduled items will be:
The stage is currently sctup to family 2.
The backorder cost for two periods will be 600.
Period 3:

If we update the inventory levels, hackorders and slacks, and calculate the

backorder cost of third period:

Iy =max(0,2~2-0)=0, B} = maz(0,2+0-2) =0
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I3 = max(0,2 =1 -0

Il

u_nmz 0,1-+-0—=2
Bl_mal 0,24+4—2

Iy = max(0,2 —2 —4

) (0, )
) ( )
I3 =max(0,3 -1 —1) =1, Bj; =maz(0,1 +1 -3) =
I3, = max(0,2 - 2 — 0) ( )
backorder cost -10-10 = 400

I[

B3, =max(0,2+0—-2)=0

Iu the rest of the chapter, we will not show the calculations of the schedule set.

The schedule set will be:
557 = {2,1;4 +2;1;2)
where the bold number corresponds to unscheduled kanbans from the previous

period. The total backorder cost over the three periods for SP'T' is 1000.

The schedules for the third periods will not calculated due to space

Jimitations. The calculations are very similat to the previous two periods.
EXECUTION OF ICFS:

For IPCL'S, the sequence will be determined as follows:
STEP 1: Updale the slack values for cach item.

STEP 2: Among the unscheduled items select the item with maximum slack.

Il'ties exist, use SP1" as the tie-breaking rule.
Period 1:

As the slacks of all the items are the same {or the first period, FCFS will
not be able to dilferentiate among the items and the tie-breaking rule, SPT,
will be used. Therefore, for the first period the same schedule as SP'T" will be

achieved.
Period 2:

As the schedule set, and the updated inventory levels and backorders are
the same for SP'I" and T'CITS, the caleulations will not be shown again. Only

the slack calculations will be performed:
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Let Li; be the maximum slack of item (¢,7). As there are no backorders
for tems (1,1), (1,2), and (3,2), the maximum slacks for these items will be
zero. Tor item (3,1), the maximum slack will be one as only the orders for
the current period are backlogged. All the previous backorders are satisfied al
the beginning of the period. Tor item (2, 1), the maxinuun slack is two as the
hackorder from the previous period could uot be satisfied al the beginning of
the second period. So:

Liv=1Lia=Lp=0
]12] =32
L:u =1

Therefore, item (2, 1) will be selected first and a kanban will be scheduled. The
total processing time will be 60 minutes as the stage is setup to lamily 3 at the

beginning of the period. If we updale the slacks:
Liv="Lip=1L3=0

.[/21 = L_’_}l = .l

As the slacks of items (2, 1) and (3, 1) are the same, the tie-breaking rule SP'T
will be used. As the stage is currently setup to family 2, the updated processing

{imes of the items will be:

Py =4-3-10=120

Iirst, item (3, 1) and then item (2, 1) will he scheduled and the total processing
time will he 215 minutes. As the slacks are the same for all the unscheduled
items, SPT will be used. Asonly 25 minutes left, the updated processing times

will be-calculated for one kanban for each item:
Py=5+15-1-10=20
Pa=5+1-1-10=15
Pyy=4-1-10=140

Pyy=5+1-1-10=15
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Pyp=5-4+2-1-10=25

The processing times for item (1,2) and (3,1) are the same. One of them will
be selected randomly. Select one with higher family index. So, item (3, 1) will
be selected. The tolal processing time will be 230 minutes. If we calculate the

updated processing times again:
Py=10415-1-10=25
Poy=20441-1-10=060
Py=1-1-10=10

Then, one more kanban of item (3, 1) will be scheduled and at the end of the

second period, the inventories will be:
5% = {1,1;4;3,0}

One kanban of items (1,1) and (1,2), two kanbans of items (2, 1) and (3,2)

will remain unscheduled.
UNSCH? = {1,1;2;0;2)
The backorder cost for two periods will be 600.
Period 3:
II' we update the inventory levels and backorders for the third period:
I} =max(0,1-2-0)=0, B}, =max(0,24+0—1) = |
Iy =max(0,1 =1 -0) =0, B}, = max(0,1 +0—1) =0
1y =max(0,4 -2 —4) =0, ), = max(0,24+4 —4) =2
I3y =maz(0,3—1~1) =1, B3 = maz(0,1 +1-3) =0
(0,5

l..?rz [ 7')1(’..'1.'(0,0 - 2 — O) = 0 [})2 = maax ,.., I 0 - () — 2
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backorder cost =1-10-14+0-10-242-10-10+0-10-242-10-3 =270

The schedule set will he:
SSP= {1421+ 1;242;1;242)

where the bold numbers correspond to unscheduled kanbans from the previous

period.

The total backorder cost over the three periods for FCICS is 870).

EXECUTION OF SPT-I:

For SPI-F, the sequence will be delermined as follows:

STEP 1: Calculate the average processing time of each family:

. . . ~size[r -
sequence-dependent, setup time of lamily ¢ 4 szl[] pij - DY - aij

3 =

stzell]
STEP 2: Among the unscheduled families, select the family with minimum
average processing time. In case ties exisl, use FOI'S-I" as the tic-breaking

rule.
Period 1:

For SPT-I', the average processing times for the families are as [ollows:

5+1.5-3-1041-3-10

P = 5 40
5 - /1’]
]Bzii—#—ﬂzl%

541-3-104+2-3-
]%:>}131;|2310:Mﬁ

Therelore, the first Tamily will he scheduled first. T'hen, the average processing

times will become: | 1 |
p,=0+1-3-10 e

|
I54+1-3-1042-3-10
2

1-)3 = == 525
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So, the third family will be scheduled second, and the total processing time
will be 185, as the remaining time is 55 minudes, the second family cannot he

scheduled. Therefore, all three kanbans will remain unscheduled.
S0, at the end of the first period, the inventory will be:
St ={3,3;0;3,3}
The set of unscheduled itemns will be:
UNSCH' ={0,0;3;0,0)

The backorder cost Tor the first period is 180. The stage is currently setup to

family 3.
Period 2:

For period 2, we should update the inventory levels and backorders, and

calculate the hackorder cost of the period:
12 =max(0,3—1—-1)=1, B}, =maz(0,l +1—-3)=0

17, = max(0,3 -1 —1 , Bl =max(0,1+1-3)=0

Il

0, Ba =max(0,3+1-0

12, = max(0, -1

)
) =

II

)
)

]”:711(17(()'3—'3—1) /3,—771(11()'31 | =7
)

12, = max(0,3 -2 — 1 ,/332 =maz(0,24+1-3)=0

backorder cost =0-10-14+0-10-24+4-10-10+1-10-24-0-10-3 =420
The schedule set will he:

5% ={1,1;3 +3;3;2}
where the bold number corresponds to unscheduled kanbans from the previous
period.

The rest of the steps will not be shown explicitly. In the second period
family I will be scheduled first, family 3 will be scheduled sccond, and family

2 will be scheduled third. Only two kanbans of item (2,1) can be scheduled.
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50, at the end of the second period; the inventory will be:
S m {2,2,2;8,2)
The set of unscheduled ibems will be:
UNSCH? = {0,0;4;0,0}

Thbe backorder cost for two periods will be 600.
Period 3:

If we update the inventory levels, backorders and slacks, and calculate the
backorder cost of third period:
Ii=max(0,2-2-0) =0, B}, =maz(0,24+0-2) =0

0

I}y = max(0,2 -1 -0 , 1By, = max (0,1 40— 2

.lf;l =max(0,2 -2 -1 ), By, = max(0,2+4—2

) ( ) =

) (0, ) =
I3, = max(0,3 -1 —1) b’gl =max(0,1+1-3)=0

) = (0 )

(
I3, = mazx(0,2 -2 -0 , By, = max(0,24+0-2)=0
backorder cost =4 - 10 - 10 = 400
The schedule set will be:

55% ={2,1;4+2;1;2)

where the bold number corresponds to unscheduled kanbans lrom the previous

period.

The total backorder cost over the three periods for SPI-I7 is 1000.

EXECUTION OF FCFS-I:

For I'CI'S-F, the sequence will be determined as follows:

STEP 1: Calculate the total backorders of each family:

size[i] Lij

total backorder of family 7 = Y > s- Qijfs] - ay;

=1 s=1
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where,
Qi;[s] is the munber of kanbans for item (7,7) that is backlogged for s
periods, s = 0,---, L;;

[n the IKanban systems, the in-process inventories should always be full.
Isven il there is no demand, there may be an order for an item which has lower
in-process inventory than the maximum inventory level. For these items, there
is no backorder, so their slacks are expressed as zero and Q;;[0] is the amount
needed to fill up the in-process inventories.

STEP 2: Among the unscheduled families, select the family with maximum
total backorder. Schedule all the items in the family. In case ties exist, use

SPT-I" as the tie-breaking rule.
Period 1:
For the first period, the L;; and Qy;[s] values are as follows:
Liv=Lny = Loy = Ly = Lyy = L since Dj; =3 > 1° =2 Vi,j

Q] = Qu2[1] = Qu[l] = Qai[l] = Q1] = 1
Q]],[O] = Q12[U] = QZI[O] = Q.’n[o] = ng[O] =2

Therelore, the tolal backorders (or the families are:
total backorder of family 1 =1-1-1041-1-10 =20

total backorder of family 2 =1-1-10 = 10
total backorder of family 3 =1-1-1041-1-10=20

As the total backorders for family 1 and 3 are equal, the tie-breaking rule, SPT-

IF, will be used. The average processing times of the [amilies are as follows:

p o BH15:3 ;o+ 310 _ o

S >- -. . .
P3:o+.l. 3 Jg+2 3 10:47.5
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So, family 1 will be scheduled first and [amily 3 will be scheduled second. The
total processing time will be 185 minutes. Then, the L;; and Q;;[s] values

should he updated:

Liyy=Liy=L3 =03 =0
O0[0] = Q1af0] = Qs [0] = Q0] = 0
Lo =1
Qull] =1
Q0] = 2

The total backorder of the family 2 will be 10 and family 2 will be scheduled
next. But, in the temaining time, even one kanban of the itemn (2, 1) cannot

be scheduled. Therefore, three kanbans of item (2, 1) will remain unscheduled.
So, al the end of the first period, the inventory will be:
St ={3,3;0;3,3}
The set of unscheduled items will be:
UNSCH'" = {0,0;3;0,0}
The stage is currently sefup to family 3.
Period 2:

We should update the inventory levels, backorders and slacks, and calculate

the backorder cost of the period:

I} =max(0,3~1-1)=1, B}, = maz(0,1 +1-3) =0

I}, =maz(0,3—-1-1) =1, B}, = maz(0,1 +1—-3) =0
12, =max(0,0-3—1)=0, B3 =max(0,3+1-0)=4
12 =max(0,3-3-1)=0, B} =maz(0,3+1-3) =1
13, =maz(0,3~2~1) =0, B}, =maz(0,2+1-3)=0

backorder cost =0-10-14+0-10-24+4-10-104+1-10-2+40-10-3 =420
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The schedule set, will be:
S8% = {1,1;3 -+ 3;3;2)

where the bold nwber corresponds to unscheduled kanbans from the previous

period.
[or the second period, the L;; and @;;[s] values are as follows:
Liyy=1Lipg=13=0
Ly =2
Ly =1
Qul0] = Q2[0] = 1
Q21[0] = Qi [0] = Qu2[0] = 2
Q[l] =3
Qall] =1
Quf2] =1
Therefore, the total backorders for the [amilics are:

total backorder of family 1 =0

total backorder of family 2=1-3-1042-1-10 =50

total backorder of family 3 =1-1-10= 10

So, family 2 will be scheduled first. There are 6 kanbans to schedule, but
only 5 can be scheduled as the total processing time will be 220 minutes as the
stage is currently setup to family 3. As no time remains, all the other items

will stay unscheduled.

So, at the end of the sccoud period, the inventory will be:

5% ={1,1;5;0,0}
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and the backorder cost for two periods will be 600. Three kanbans of item
(3,1), two kanbans ol item (3,2), and one kanban of items (1,1), (1,2), and

(2, 1) will remain unscheduled. So:
UNSCH? = {1,1;1;3,2}

The stage is currently setup to family 2.
Period 3:

I'he updated inventory levels, backorders and slacks for the third period

are as follows:
I}, = max(0,1 -2 — O) =0, B}y =max(0,24+0—-1)=1

I}, =maz(0,1 =1 -0)=0, B}, = maz(0,1 +0~-1) =0

0, By =max(0,14+1-0

) (

I}, =maz(0,5-2-4) =0, By, = max(0,2+4 - 5) =

I3, =max(0,0 -1 — 1) = ( ) =
) = (

13, = maz (0,0 —~ 2 ~ 0 , By, = max(0,2+0—0) =

backorder cost =1-10-14+0-10-24+1-10-1042-10-24+2-10-3 =210

The schedule set will be:
S ={1+2,1+1;1+23+1;2+2}

where the bold number corresponds to unscheduled kanbaus {rom the previous

period. The total backorder cost over the three periods for FCFS-I" is 810.

EXECUTION OF THE PROPOSED ALGORITHM:

The steps ol the proposed algorithim are explained in detail in Chapter 3.
The execulion of these steps will be shown below. Unless otherwise stated,

A = 100 for this example problem.
Period 1:
I'or the first period the schedule set will be:

SS' = {3,3,3;3,3}
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and the slacks of the 1tems will be:

]/” = .]/[2 = .//21 = ]J;;[ - 1.132 = |

QH,[J] = Qn[]] = Qzl[ll = Qf}l[]] = Q.n[l] =1
@ui[0] = Q12[0] = Q2[0] = Q3:[0] = Q2[0] = 2

In the first level, we will (ind the makespan for the complete schedule set 551,

The sequence according to NN will be family 2, family 3, and family 1:
makespan = 5+4-3-104+5-4+1-3-10-4+2-3- 10410+ 1.5-3- 104+ 1-3-10 = 305

where the bold numbers correspond Lo setup times and the products correspond

to the total production time for the kanbans demanded.

As the makespan of 55" is longer than 7" which is 240 wnits, it is not
possible to produce all the items in this set. We should proceed to Level 2 of

the proposed algorithm.

In the sccond level, we will find a subset of the schedule set, PS!. To find
the production set, first the updaled demand for the next period for each item
should be calcudated. As we have only one period, the updated demand will be
equal to the period demand. So updated demands of the items will be 3. As
the inventories are empty, the production amounts will be equal to the updated

demand. Therelore,
PSt={3,3;3;3,3)
and 1t will not be possible to schedule all of the items. Then we should proceed

lo Level 3.

In the third level, an index for cach item is calculated and a new schedule

set 1.5 will be formed. The index will be calculated as follows:

sequence-dependent setup time of family ¢
total backorder cost of the family 2
processing time of the item (7, )
(1 4 Lij) - backorder cost of item (7, 7)

Ay
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where
sizeli] Ly,
total hackorder cost of the Tamily @ = Z X(x A+ 1) - Quls] - b
1=1 s=0
Let f; be a binary variable that indicates if any of the items {rom family ¢ has

already been scheduled or not, i.e.,

/ { [, il al least one item from family 7 is scheduled
i =

0 , otherwise
Initially, f; =0 V.
So,
total backorder cost of the family 1 = 120
total backorder cost of the family 2 = 400

total backorder cost of the family 3 = 200

and, the indexes will be:

5 15
Yy = —— 4 — = 0.7¢
= gty =01
5 1
Ny = e == 0.2
Qg = 120 - 1 0.29
5 4
=2 4 =021
a2 = pog T gg = 02
5 ]
Qg1 = 200 +- _1 0.28
+2—0%
Y327 500

Item (2,1) will be scheduled first and f; = 1. The total processing time will
be 45 minutes. The total backorder cost of the family 2 will change and the

other costs will remain unchanged.

total backorder cost of the family 2 = 200

We schedule one kanban at a time. The reason for this is to assign dynamic
backorder costs to items. There can be kanbans with dillerent slack values

for the same item, so these kanbans will have different backorder costs. For
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example, the backorder cost of item (2,1) is 20 in the first index calculation.
When we recalculate the index, as we have already scheduled the kanban of
item (2, 1) that is one period late, we do nol have any backorders for this item.
Il we go on schedding item (2, 1), this will be to avoid the fulure backorders
that may occur due to emply n-process inventories. So the ilem (2,1) will

have less priority in the next calculations of the index. The indexes will be:

3y 1.5
oy = 20 + 5 =0.79
Qg = %0 + % = (.29
a1 =0+ E = 0.40
Q= 280 + i =0.28
3y = 280 + % =0.36

Item (3, 1) will be selected and f3 = 1. The total processing time will be 60
minutes. The total backorder cost for family 3 will be 160. As [, = [3 = 1,
no setup time will be incurred for the items in family 2 and 3. Therefore, the

updated indexes will be:

oy = I% + % = (.83

Qg = 1—12% + /J—[ =0.33
az =04 14—0 =04
ag =0+ % = 0.5

2
Ny = O - e 033
6

Items (1, 2) and (3,2) have the same index. One of them will be selected. Select
the item with minimum setup time. Therefore, item (3,2) will be selected. The
total processing time will be 80 minutes and the total backorder cost for family

3 will be 100. The indexes will be:

10 L5
@i = oo+

=120 =089
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ayp = % - % =0.33
4
vy = 0 - i 0.1
1 .
gy = 0+ 5 = 0.5

2
(Y39 = 0 - § = (.66

Item (1,2) will be selected and [y = 1. So the total backorder cost of family
I will be 80, and the total processing time will be 100 minutes. The updated

indexes will be:

[.5
Qg =0 7 = 0.75
—0+1=05
Qg = U - 9 = )
4
— =04
n =0+ 35 =0
L

Cl’31:0+‘—:0.5

32 = 0 + = (.66

2
2
3
Item (2, 1) will be selected again and as the indexes will not change, this will
continue till all the kanbans ol item (2, 1) ave completed. So the total processing
time will become 180 minutes and the total backorder cost of the second family

will be 0. The indexes will he:

Qi = 0 + 'J—E = 0.75
2
Qg = 0 -+ £ =0.5
2
31 = 0 -+ l = 0.5
' 2

2
gy =— 0 - “} = (.66
The indexes [or item (1, 2) and (3, 1) ate the same. As their setup requirements
are also the same, one of them will be selected randomly, say item (1,2). As

the indexes will not change, all the kanbans of item (1,2) will be scheduled.
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The total processing time will be 200 and the total backorder cost of family 1

will be 40. The indexes will be:

2
o3y = 0+ 3 = 0.66
Item (3,1) will be selected and as the indexes will not change all the kanbans
of item (3,1) will be scheduled. The total processing Lime will he 220 minutes

and the total backorder cost ol family 3 will be 60. The indexes will be:

l.
o) = O 'I" 7 = 075

(& ¢

2 .
Yyp = 0 - q = 0.66

So, item (3,2) will be selected. One kanban ol item (3,2) can be scheduled
? ? )
as the total time will be 240 minutes. As no time remains, we should stop

calculating indexes. The index set will be:
15" =1{0,3;3;3,2}

The sequence will be famnly 2, family 3 and family 1. 'This sequence is the same
as the sequence found by NN. Thereflore, the makespan will be 240 minutes.

The inventories at the end of first period will be:
5" =10,3;3;3,2)
The set of unscheduled items will be:
UNSCH' = {3,0;0;0,1)}
The stage is currently setup to family 1.
The backorder cost for the first period is 180.

Period 2:
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‘or the second period, first we should update the inventory levels and

hackorders:
13 =max(0,0—-1—1)=0, B}, =maz(0,1 + 1 —0) =2

1Y =max(0,3 -1 —1)=1, B =max(0,1 +1-13

( ) =
I3, =max(0,3-3—1) =0, B2, = max(0,3 + 1 - 3)
5 =max(0,3 -3 —1)=0, B =max(0,34 1 = 3)

12, = maz(0,2—2—1) =0, B, = max(0,24 1 —2) =
backorder cost =2-10-1+0-10-2--1-10-10+1-10-2-++1-10-3 =170
The schedule set will be:

SS?={3+1,1;3;3;1 42}

where the bold number corresponds to unscheduled kanbans from the previous

period.

The slacks will be:

Li;=0
Loy =Ly =1Lgp=1
Ly =2
Qul2] =
Qull] = Qull] = @si[l] = Qaz[l] = 1
Q11[0] = @21[0] = Q3,[0] = Q32[0] = 2
@12[0] = 1

IFind the makespan for the complele schedule set 5592, The sequence

according to NN will be family 1, famnily 3, and family 2:
makespan = 1.5-4-10+1-1-104+154+1-3-10+2-3-10--20+4-3-10 =315

where the bold numbers correspond to setup times and the products correspond

to the total production time for the kanbans demanded.
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As the makespan of $.5? is longer than T, it is not possible to produce all

the items in Lhis sel. We should proceed to Level 2 of the proposed algorithm.

The updated demands will be:
diy;, =105-34+05-1] =2

dly=1[05-3405-1] =2
A =1[05-3405-3] =
s =1[0.5-3405-3] =3
Ay =1[0.5-3+405-2] =

As the inventories are empty for items other than (1,2), the production
amounts will be equal to the updated demands for these items. For item
(1,2), the production amount will be 1, i.e. the difference between updated

demand and in-process inventory. So:
PS* ={2,1;3;3,3)
The makespan of this set is:
makespan = 1.5-2-104+1-1-104+15+1-3-10+2-3-104+20+4-3-10 = 285

So, it will not be possible to produce all of the items in the set. The index will

be calculated for each item:
total backorder cost of the family 1 = 90

total backorder cost of the family 2 = 400
total backorder cost of the family 3 = 200

and, as the stage is currently set to family 1, f; = 1 and the indexes will be:

1 K
oy ~()4—1,;":0.50
3
1
a12=0+——=0.50
2
4 4
04 00

2= 700 T 20
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15 1

= Y - = 0-( 2

s = 5aq F 3 =03
5

oy = g

=000 TG 0

Item (2,1) will be scheduled first and f; = L. The total processing time will
be 80 minutes. The total backorder cost of the family 2 will he 200, and the

imdexes will be:
1.5

Q11 = O-I— -',;— = 0.50
1

(1]2—0**‘22050

4
gy =0+ -—— =040

10
5 1
iy = —— 4+ — = (.92
3y 2004—/1 0.28
5 2
3y = +——‘036
6

So, item (3,1) will be selected, f3 = 1. The total processing time will be 95

minutes. The total backorder cost of the family 3 will be 160, and the indexes

will be:

1.5

Q11 = O+ ”73— =0.50
1 4

oy =0+ 5 = 0.50
4

Qg1 »—O*I—E"‘O/IO
]' 4

Q31 = 0 -+ 5 = 0.50
2

V39 = O+ 6 =0.33

Item (3,2) will be scheduled third. The total processing time will be 115

minutes. And, the total hackorder cost of family 3 will be 100. The indexes

will be:

1 =4

an =0+ =2 = 0.50
3
1

012—0—{‘:2":0.50
4

Qo1 = 0 + —_— = 040

1

O
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1

oz = 04 5 = 0.50

2
(¥3p = 0 | == 0.66

(2, 1) will be selected next. The total processing time will be 155 minutes and
the total backorder cost of family 2 will be 100. As the indexes will not change,
item (2, 1) will he sclected again. The total processing time will be 195 minutes
and the total backorder cost of [amily 2 will be zero. The indexes will be:

1.5

Qyp = 0 - T = 050
oy =0 L 0.50
12 — 2 — o

1
31 — 0 - o = 0.50
2
2 \
g = () -f i = O()G

As the indexes and the sclup requirements of the items (1, 1), (1,2) and (3,1)
are the same, one of them will be selected randomly. Select item (3,1). The
total processing time will be 205 minutes and the total backorder cost of family
3 will be 80. As the indexes will not change, item (3, 1) will be selected again.
The total processing time will be 215 minutes and the total backorder cost of

family 3 will be 60. The indexes will be:

15
ay =0+ —33 = 0.50
iy = 0 - = 0.50
2 = 5 = 5

2
o3y =0+ 3= 0.66

The indexes for item (1,1) and (1,2) are the same. So we will select one of
them randomly, select item (1,2). The total processing time will be 225, and
the total backorder cost for family 1 will be 70. As in PS? there is only one
kanban of item (1,2), we cannot schedule item (1,2) any more. The indexes

will be: L
apy =0+ =2 = 0.50
3
2
- = (.66
3

Q39 = 0 -+
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S50, item (1, 1) will be selecled. The total processing time will be 240 minutes.
As no time remains, we should stop calculating the indexes. The index set will

be:

15% ={1,1;3;3,1}
The makespan of this sel by using NN will be:
makespan = [.5-1-1041-1-10+15+4+1-3-1042-1-104+20+4-3-10 = 230

To fill the remaining 10 minutes, knapsack problems will be solved. Iirst the

updated processing times should be calculated.

Il there is at least one item of family 7 in I5%

S (R o .
Pi; = Pij * Qi

olherwise:
pi; = sequence-dependent setup time of family 7 - p;; - ay;

As al least one item is scheduled [rom cach family, we will use the first, equation

to calculate the updated processing times:
Py, =15-10=15
Pl,=1-10=10
Py =4-10=40
py =1-10=10
ply =210 = 20

As the remaining time is 10, only item (1,2) and (3, 1) are feasible. We should
check the remaining set only for these items. Let RM;; be the amount of item

(1,7) in the set PS* — 1.5*. Then:
RMy,=1-1=0

M3 =3-3=0
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As the remaining set is emply for both of these items, there is no need to
solve a knapsack problem. We cannol include any item [rom the set PSt As
we have enough remaining timme, we now consider the set S5 The updated

processing times will not change. Then, the set of remaining items will be:
M, =1-1=0

M3 =3-3=0

S0, no items can be included to the index set. The final index set will be:
15% ={1,1;3;3,1)

The inventories will be:
5% ={1,2;3;3,1}

And, the sel of unscheduled items will be:
UNSCII? = {3,0;0;0,2}

The total backorder cost [or two periods will be 350.

We also schedule the second period with # = 50 in order to demonstrate
how the f# parameter might affect the final schedule as well as its total cost.

We will use the index to form the index set, 7.5%, till the total processing time
is less than or equal to &;%'9 = 120. So, the previous index calculations will
be valid till total processing time reaches 120. Therelore, we will begin to use

knapsack after the third calculation of index. At that time the index set was:
15%=1{0,0;1;1,1}

And, the total processing time was 115. The makespan of this set by using NN

was:

makespan =15+1-1-104+2-1-104+20-+4-1-10= 105

For the remaining time, we will solve knapsack problems. The updated

processing times will be:

Py =5415-10 =20
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Pla=5+1-10=15
Py =4-10 =40
pyy =1-10=10
Py =2-10=20

Then, the probabilistic weights should be calculated. For this example, lets

assume thal probability mass function of the demand distribution is given as:

0.3 , D=1
0.3 , Dj;=3

0 , otherwise

Ip(d) =

Then, the probabilistic weight will be
Wiy = P(I):J_H Z [‘S’Z'j - [1’7) . bij sy
Then,
wyy=1-10=10
wiy = 0.7-20 = 14
oy = 07 - 100 =70
Wy, = 0.7-30 = 2]

The sel of remaining items will be:
121"[11 =2 - 0=2

RMy =3—-1=2
.RA./[M:3—1:2

RMz; =3—-1=2

So, the knapsack formulation will be:
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MAX 10X, + 14X + 70X, + 14X 5 + 21 X5
sl
20X + 15X9 + 10X + 10X5 + 20X5, <135
X <2
X2 <1
Xy <2
X3 <2

X3 <2
The solution will be X1y = 0, Xy = X3; = 2 and X2 = X3 = 1. As item
(1,2), which requires a new setup, is selected, we should include only this
item into the index set. Now, cach family will have al least one item in the
schedule set. Therelore, we should update the processing times and solve a

new knapsack problem. So, the index set will be:
5% ={0,1;1;1,1)
The updated processing times will be:
pii=15-10=15
Pla,=1-10=10
Py =4-10=40
py =1-10=10
P53, =2-10=20
The makespan found by NN will be:
makespan = 10+ 15+1-3-10+2-2-104+20+44-3-10 =115
The probabilistic weights will be:

Wiy = 1-10=10
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w2 =03-20=6
wgy = 0.7-100 =70
wy =0.7-20 = 14
w3 = 0.7 30 =21
And, the set of remaining items will be:
BMy;=2-0=2
BM;=1-1=0
RBMy =3—-1=2
M3 =3—-1=2
Mz =3—-1=2
So, the knapsack formulation will be:
MAX 10X11 + 70X5, 4+ 14X + 21X,
st
15X 440X + 10X5; + 20X3, < 125
X <2
X <2
X31 <2
X32 <2

The solution will be Xy =0, X1 = X3 = 2 and X33 = 1. So, the index
set will become:
15% ={0,1;3;3,2}
The remaining time is 5 minutes and this value is smaller than the minimum

processing time. Thereflore, we will not solve knapsack problems for the set

195'2 - ]15’2.
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So, when A = 50, the index set will be:
15% ={0,1;3;3,2}

The inventories will be:

5% = {0,2;3;3,2)
And, the set of unscheduled items will be:
UNSCH? = {4,0;0;0,1}
The total backorder cost for two periods will be 350.
Period 3:

Il we update the inventory levels, backorders and slacks, and calculate the

hackorder cost of third period:
Il # = 100 for second period:
I} =max(0,l —2—-2) =0, B}, =maz(0,2+2 1) =3

2—-1-0 , B2y = max(0,1 +0 -2

I, = max

I, =maz(0,3-2—-1) =0, B} =maz(0,2+1-3

0,
(
(
(

H

I3, = max(0,3 -1 -2

( ) =
( )

B3 = maz(0,14+2-3)=0
( )

)

I3, =maz(0,1 —2-2) =0, B3, = maz(0,2 +2 — 1

backorder cost =3-10-143-10-3 =120
The schedule set will be:
5S%={3+2,1;2;1,2 42}

where the bold number corresponds to unscheduled kanbans from the previous

period. The total backorder cost over three periods is 470.

If # = 50 [or second period, the updated the inventory levels, backorders,

and backorder cost of third period will be:

I3, = maz(0,0-2~2) =0, B}, =maz(0,2+2-0) =4
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I}y =max(0,2—1-0)=1, B}, =maex(0,1-+0-2) =0

I, =max(0,3—-2—1) =0, 13, =max(0,2+1~3) =0

( (0,
( (0,

I 1 =maz(0,3-1-2)=0, Bffl =maz(0,1+2-3)=0
( (0

I3, = maz(0,2-2-2)=0, By, = maz(0,2+2—-2) =2

backorder cost =4-10-1-+4+2-10-3 =100

The schedule set will be:
SSP={4+2,1;2;1,1 42}

where the bold number corresponds to unscheduled kanbans from the previous

period. The total backorder cost over three periods is 450.

5.1 Summary

In this chapter, the detailed executions of the algorithms over a simple example
problem are presented. In the example, only the execution of the scheduling
modules are given. It is assumed that the withdrawal cycle lengths, kanban
sizes and the nuraber of kanbans are known. As no decisions are made, the
inventory holding costs are treated as sunk costs (as the withdrawal cycle
lengtlis and kanban sizes are the same for all the algorithims, the maximum
inventory levels should also be the same). The total backorder costs over
two periods are 870, 1000, 810, and 1000 for IFCT'S, SPT, I'CI'S-I*, SPT-
I, respectively. For the proposed algorithin, when f = 100, the backorder
cost is 470, and when B = 50 in sccond period, the backorder cost is 450.
As can be seen from the results, the proposed algorithm finds the minimum
total backorder costs. This simple example highlights the eflectiveness of the
proposed algorithm and the proposed index. As expected, when 3 decreases,

the total backorder costs also decrease.



Chapter 6

Conclusion

In this chapter, a brief summary of the findings of this study is presented
and the possible extensions for [uture research are stated. In this study, we
analytlically studied the Kanban systems in a multi-item, multi-stage, multi-
period modified flowline production setting. We proposed an algorithim that
provides a feedback mechanisin to evaluate the impact of operating parameters
to determine the design parameters of a ISanban system such as withdrawal
cycle length, kanban size and nwmnber of kanbans. Some commonly used
algorithms from the kanban literature were also investigated under different
experimental settings. I'urthermore, we used two family-based scheduling rules
that we adapted [rom GT scheduling literature and examined their performance

under kanban setting. The results are summarized in the [ollowing section.

6.1 Results and Contribution

'To our knowledge, this study is the first analytical study that uscs operating
characteristics of a I{anban system to determine the design parameters. Most
of the existing models determine the number of kanbans independent of the
kanban sizes and scheduling decisions. We determined the number of kanbans

and kanban sizes simultaneously by using the scheduling decisions.

102
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Very few researchers have studicd the eflects of material-handling frequency
on the system performance. In [act, the withdrawal cycle length have a
significant effect on average in-process inventories and production rates. We
showed that as the withdrawal cycle lengths decrease, the in-process inventories
decrease significantly, but the backorders increase. In fact, when the kanban

sizes are constant, the total cost curve is convex over withdrawal cycle lengths.

Even though there are analytical and simulation models on the effect of
kanban sizes on the system perlormance, the findings are not so clear and
are limited to the in-process inventories. We considered several performance
measutes and kanban sizes to show the eflect of kanban size on the system

performance.

The findings of the study can be sumumarized as lollows:

e When the variely of the products increase, the performance of the
system declines. In fact, this result is quite obvious as oune of the
main assumptions of Kanban system is repetitive manufacturing. When
the product variety increases, the standardization in product design

decreases, and the repetitive nature of the system disappears.

e As long as transportation is not constrained, the smaller the kanban sizes,
the better the system performance. Decreasing the kanban sizes not only
decreases the remnants but also brings the advantages of production and

transportation lot size. The customer service increases.

o The shorter the withdrawal cycle lengths, the smaller the in-process
inventories. On the contrary, the shorter the withdrawal cycle length, the
larger the backorders. Therelore, when the kanban sizes are the same,
the cost curve is convex and the decision is due to the relation between

backorder and inventory holding costs.

o When the system is balanced, the system performance is better. When
we introduced imbalance to the system, the minimum inventory levels

increased and in spite of the high inventory level, the system performance
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got worse. Allocating different number of kanbans at each stage and
using a proper scheduling rule can help to cope with the imbalance in

Lhe system.

e The lower the setup times, the better the system performance. As the

selup times increase, the JI'T characteristic of the system disappcars.

Therefore, Kanban system performs best when the setup times are low, the

congestion is low, the product variety is low and there are no imbalances.

II'we compare the item-based algorithms with the family-based algorithms,

we sce Lhal:

e On the average, the item-based scheduling rules have longer withdrawal
cycle lengths than the other algorithms. As the average setup times
arc high for ilem-based rules, the system cannot respond when the
withdrawal cycle length falls below a level. Therelore, if the setup times

are considerable [amily-based rules are better than the item-based rules.

o When the system load is loose, the item-based rules perform better than
the lamily-based rules in terms of backorder cost and fill rates. As the

system load increases, the vice versa is true.
e The lamily-based rules are more robust to setup time increases.

o The average fill rates of the item-based algorithms are better than their

family-based versions.

If we compare the item-based rules with the proposed algorithin, we can
say thal the proposed algorithm performs better than the item-based rules in
terms of withdrawal cycle length values, backorder cost, setup times and fill
rates. IBven when the system load is loose, the performance of the proposed
algorithm is better than the performances of the item-based approaches. When
we compare the proposed algorithm with the family-based rules, in terms of

backorder costs, setup times and fill rates, the proposed algorithm performs
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better. The maximum inventory level is lower for the family-based rules
but there is a high variability in the inventory levels hence the fill rates are
low. Therelore, family-based rules hold less in-process inventory but create

nervousness in the system.

In fact, the performances of FCI'S-I" and SPT-F are quite similar hecause
of the periodic review system. And, as the processing times of the items
are quite alike, they both perform quite well. To be able to compare the
family-hased approaches and the proposed method further studies should bhe

performed under more variable settings.

6.2 I'uture Research Directions

There are several future rescarch directions for this study:

e In this study, the processing times come from the same distribution for
all items and all stages. In fact, some ol the rules, especially SPT and
SPT-I?, can perform poorly under variable processing times. The study

can be enlarged to include variable processing times.

¢ As the proposed algorithm is for system design, the periods are strict,
i.e. i a kanban cannot be processed in the remaining lime, preemption
between periods is not allowed, and the remaining time stays idle. In
case the algorithm is used for operational purposes, this assumption can
be relaxed. Instead of keeping the remaining time idle, a kanban can be
preempted between periods. The algorithm can be updated to include

this preemption between pertods.

o In the proposed algorithm, NN heuristic is used to order the items. In
fact, the performance of the NN heuristic declines when the selup matrix

become variable. Therefore, NN can be replaced with a better rule.

e A very simple forecasting method is used in the proposed algorithin. An

advanced technique can be used to increase the predicting power of the
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algorithn.

o [n the lead time estimation module, we sclected a due-date estimation
rule from the literature, and updated it for the periodic review models.

In fact, a better due-date rule can be developed for the periodic systems.

e And finally, the most promising research direction is to add transporta-
tion lead times to the existing imodel. In that way, a trade-ofl will appear

among different kanban sizes and withdrawal cycle lengths.
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Min. Inventory Demand Variability
Level Low(Min., Avg., Max.) | Iligh(Min., Avg., Max.)
Demand | Low | (141552, 665593, 2250672) | (141552, 1828192, 12537344)
Mean | High | (188736, 2831691, 12537344) | (160920, 2075651, 11963664)

Table A.1: The minimum inventory levels [or the proposed algorithm

Min. Inventory Demand Variability
Level Low(Min., Avg., Max.) | High(Min., Avg., Max.)
Demand | Low | (141552, 835274, 4199200) | (141552, 1537430, 10621760)
Mean | IHigh | (283104, 2068358, 10621760) | (283104, 1833281, 9326688)

Table A.2: The minimuwm inventory levels for FCI'S
Yy

Min. Inventory Demand Variability
Level Low(Min., Avg., Max.) | High(Min., Avg., Max.)
Demand | Low | (94368, 394736, 1280328) | (94368, 717658, 5981832)
Mean | High | (141552, 989227, 5981832) | (141552, 861334, 4834472)

Table A.3: The minimum inventory levels for FCI'S-I*

Min. Inventory Demand Variability
Level Low(Min., Avg., Max.) | High(Min., Avg., Max.)
Demand | Low | (141552, 808909, 4199200) | (141552, 1526905, 10621760)
Mean | High | (283104, 2037168, 10621760) | (283104, 1832896, 9326688)

Table A.4: The minimum inventory levels [or SPT
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Min. Inventory Demand Variability
Level Low(Min., Avg., Max.) | THigh(Min., Avg., Max.)
Demand | Low | (94368, 310030, 1108224) | (94368, 586312, 4831472)
Mean | Iigh | (141552, 746289, 4834472) | (141552, 761594, 3019600)

Table A.5: The minimum inventory levels for SPT-T

Inv. Holding Demand Variability
Cost, Low(Min., Avg., Max.) |  Iligh(Min., Avg., Max.)
Demand | Low | (102888.4, 549214.5, 1836351) | (102888.4, 499497.1, 1874222)
Mean | Iligh | (155615.8, 2128279, 9619708) | (135737.8, 1727219, 10254816)

Table A.G: The inventory holding costs [or the proposed algorithm

Inv. Holding Demand Variability
Jost Low(Min., Avg., Max.) |  High(Min., Avg., Max.)
Demand | Low | (121822.9, 669482.9, 3379578) | (128664.6, 605527.3, 1937132)
Mean | High | (205775.9, 1658785, 9051021) | (205775.9, 1511157, 8069022)

Table A.7: The inventory bolding costs for I'CI'S

Inv. Holding Demand Variability
Cost Low(Min., Avg., Max.) | High(Min., Avg., Max.)
Demand | Low | (74493.8, 302684, 1006001) (74493.8, 243450.5, 1069536)
Mean | High | (113272.7, 754449.5, 4794965) | (111866.1, 665429.5, 3789106)

Table A.8: The inventory holding costs for FCI'S-I?
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Inv. Holding

Cost,

Demand Variability

Low(Min., Avg., Max.)

| Migh(Min., Avg., Max.)

Demand | Low

(121822.9, 648999.5, 3379578) | (128664.6, 606023.8, 1937132)

Mean | Iligh

(205775.9, 1639564, 9051021)

(205775.9, 1517508, 8152027)

Table A.9: The inventory holding costs for SPT

Inv. Ilolding
Cosl,

Demand Variability

Low(Min., Avg., Max.)

High(Min., Avg., Max.)

Demand | Low

(74383.6, 240575.2, 864347)

(71383.6, 201259.3, 645752.4)

Mean | Hig

h | (113420.5, 580206, 3785738)

(117648.4, 606140.5, 2438244)

Table A.10: The inventory holding costs for SPT-IF

Backorder Demand Variability
Jost Low(Min., Avg., Max.) | High(Min., Avg., Max.)
Demand | Low (0, 167.5, 1843.2) (0, 863.6, 49708.8)
Mean | High | (0, 317566.4, 7630009) | (0, 22195.6, 1160519)

Table A.11: The backorder costs of the proposed algorithm

Backorder Demand Variability
Cost Low(Min., Avg., Max.) | lligh(Min., Avg., Max.)
Demand | Low (0, 56117, 1019855) (0, 10287.8, 424980.8)
Mean | High | (0, 967487.5, 8909065) | (0, 589805.2, 6267150)

Table A.12: The backorder costs of FFCI'S




APPENDIX A. ANALYSIS OF DEMAND MIEAN AND VARIABILITY 117

Backorder Demand Variability
Cost, Low(Min., Avg., Max.) | lligh(Min., Avg., Max.)
Demand | Low | (1153.2, 84770.2, 564458.8) | (0, 52808, 335049.3)
Mean | High (0, 612267, 4503146) (0, 342203.5, 3471774)

Table A.13: The backorder costs of FCI'S-I*

Backorder Demand Variability
Cost Low(Min., Avg., Max.) | High(Min., Avg., Max.)
Demand | Low | (0, 64258.4, 1382847) (0, 8660.1, 349270.4)
Mean | High | (0, 945516.3, 8578615) | (0, 560926.7, 6139369)

Table A.14: The backorder costs of SPT

Backorder Demand Variability
Cost Low(Min., Avg., Max.) | High(Min., Avg., Max.)
Demand | Low (0, 71518.5, 453303.3) (0, 37336, 292406.8)
Mean | High | (1655.4, 727540.7, 4864888) | (0, 285317.4, 2100244)

Table A.15: The backorder costs of SPT-I"
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il Demand Variability
Rate Low(Min., Avg., Max.) | Iligh(Min., Avg., Max.)
Demand | Low (L1, 1) (0.931, 0.9991, 1)
Mean |ITigh | (0.53, 0.0683, 1) (0.803, 0.9950, 1)

Table A.16: The fill rates for the proposed algorithm

IFill , Demand Variability
Rate Low(Min., Avg., Max.) | Iligh(Min., Avg., Max.)
Demand | Low (0.849, 0.9932, 1) (0.916, 0.9986, 1)
Mean | Iigh (0.597, 0.9443, 1) (0.696, 0.9610, 1)

Table A.17: The fill rates for I'CFS

il Demand Variability
Rate Low(Min., Avg., Max.) | High(Min., Avg., Max.)
Demand | Low (0.9, 0.9784, 0.999) (0.936, 0.9872, 1)
Mean | High (0.751, 0.9460, 1) (0.806, 0.9630, 1)

Table A.18: The fll rates for FCFS-IF

Il Demand Variability
Rate Low(Min., Avg., Max.) | High(Min., Avg., Max.)
Demand | Low (0.849, 0.9916, 1) (0.955, 0.9988, 1)
Mean | High (0.618, 0.9423, 1) (0.687, 0.9612, 1)

Table A.19: The fill rates for SPT
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171l Demand Variability
Rate Low(Min., Avg., Max.) | Iligh(Min., Avg., Max.)
Demand | Low (0.937, 0.9916, 1) (0.943, 0.9904, 1)
Mean | IHigh || (0.7L1, 0.9413, 0.999) (0.842, 0.9685, 1)
Table A.20: The fill rates for SPT-F
Setup Demand Variability
Time Low(Min., Avg., Max.) [ lligh(Min., Avg., Max.)
Demand | Low || (1426.8, 2096.6, 3082.5) | (1470.2, 2397.8, 4065.2)
Mean |Thigh | (0, 1162.7, 2600.8) | (693.2, 1694.4, 3465.4)

Table A.21: The total setup times for the proposed algorithm

Sctup Demand Variability
Time Low(Min., Avg., Max.) | Iligh(Min., Avg., Max.)
Demand | Low | (1069.3, 2597, 3531.1) | (2118, 2865.5, 3854.8)
Mean | High || (690.7, 1645.6, 3186.6) | (1129.6, 1821.7, 3186.6)

Table A.22: The total setup times for FCI'S

Setup Demand Variability
Time Low(Min., Avg., Max.) | High(Min., Avg., Max.)
Demand | Low || (1662.8, 2443.9, 3273.5) | (1662.8, 2663.7, 3451.6)
Mean | High || (476.3, 1662.4, 2808.2) | (723.7, 1864.7, 3128.6)

Table A.23: The total sctup times for FCI'S-I°
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Setup Demand Variability
Time Low(Min., Avg., Max.) | lligh(Min., Avg., Max.)
Demand | Low | (1069.3, 2623.8, 3531.1) | (2118, 2865.5, 3854.8)
Mean | High || (690.7, 1684.3, 3186.6) | (1129.6, 1837, 3186.6)

Table A.24: The total selup times for SPT

Setup Demand Variability
Time Low(Min., Avg., Max.) | High(Min., Avg., Max.)
Demand | Low | (1238.3, 2121.4, 2989.8) | (1456.7, 2335.3, 3402)
Mean ITigh || (682.3, 1645.2, 2358.8) | (850.7, 1779.4, 2989.8)

Table A.25: The total setup times for SPT-I'
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Min. Inv.

I.evel

number of parts

Low(Min., Avg., Max.)

I

High(Min., Avg., Max.)

number of | Low

(141552, 200588, 347696)

(264864, 1983194, 12537344)

families | High

(228696, 645675, 2295048)

(719800, 1666666, 12537344)

Table B.1: The minimum inventory levels for the proposed algorithm

Min. Inv.

Level

number of parts

Low(Min., Avg., Max.)

|

High(Min., Avg., Max.)

number of | Low

(141552, 287951, 643680)

(400600, 1719871, 10621760)

[amilies | Iligh

(381160, 842486, 2295048)

(1031808, 3394379, 10621760)

Table 13.2: The minimum inventory levels for I'CIFS

Min. Inv.

Level

number of parts

Low(Min., Avg., Max.)

High(Min., Avg., Max.)

number of | Low

(94368, 146495, 325872)

(240360, 800405, 5981832)

families | High

(152464, 348743, 1228568)

(386928, 1645014, 5981832)

Table B.3: The minimum inventory levels for FCFS-IF

Min. Inv.
Level

number of parts

Low(Min., Avg., Max.)

High(Min., Avg., Max.)

number of | Low

(141552, 287951, 643680)

(400600, 1700558, 10621760)

families | High

(381160, 812340, 2295048)

(1031808, 3378293, 10621760)

Table B.4: The minimum inventory levels for SPT
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Level

Min. Inv.

number of parts

Low(Min., Avg., Max.) |

Iigh(Min., Avg., Max.)

number of

Low

(94368, 128876, 217248)

(160240, 646696, 4834472)

families

High

(152464, 277346, 676848)

(386928, 1361460, 4834472)

Table I3.5: The minimwn inventory levels for SPT-I°

Inv. Ilolding

number of parts

Cost Low(Min., Avg., Max.) |  High(Min., Avg., Max.)
number of | Low | (102888.4, 168737, 283796.8) | (221069, 525354.9, 922535.1)
familics | ITigh || (L03218.7, 526780.9, 1830112) | (727558.5, 3683337, 10254816)

Table B.6: The inventory holding costs for the proposed algorithm

Inv. Iolding number of parts
Cost Low(Min., Avg., Max.) | High(Min., Avg., Max.)
nwnber of | Low || (121822.9, 224704.8, 462528) | (338684.1, 735675.5, 1727987)
families | High |l (321268.1, 668164.4, 1890969) | (850212.8, 2816407, 9051021)

Table B.7: The inventory holding costs for FCI'S

Inv. Iolding number of parts
Cost Low(Min., Avg., Max.) |  High(Min., Avg., Max.)
number of | Low || (74493.8, 117357.7, 255987.8) | (174194.2, 319573.1, 922214.6)
families | High || (109199, 268125.8, 980069.2) | (283238.9, 1260957, 4794965)

Table 13.8: The inventory holding costs for I'CI'S-I"
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Inv. Holding number of parts

Cost Low(Min., Avg., Max.) | Tigh(Min., Avg., Max.)

number of | Low || (121822.2, 224738.7, 462528) | (338684.1, 726622.8, 1727987)

families | High || (321268.1, 647011.8, 1890969) | (824072.8, 2813721, 9051021)

Table 13.9: The inventory holding costs for ST

Inv. lolding number of parts

Cost, Low(Min., Avg., Max.) | [ligh(Min., Avg., Max.)

number of | Low || (74383.6, 106172.3, 171404.9) | (118349.9, 238612.1, 489939.7)

families | High |{ (113435.3, 216013.4, 533852) | (281219.4, 1067383, 3785738)

Table B.10: The inventory holding costs [or SPT-I"

Backorder number of parts
Cost Low(Min., Avg., Max.) | High(Min., Avg., Max)
aumber of | Low (0,0, 0) (0, 24.8, 601.6)
families | High (0, 808.6, 49708.8) (0, 339959.7, 7630009)

Table B.11: The backorder costs [or the proposed algorithm

Backorder number of parts
Cost Low(Min., Avg., Max.) | High(Min., Avg., Max.)
number of | Low (0, 2188.7, 169618.6) (0, 18154.2, 394759.5)
families | igh || (0, 18359.2, 572901.6) | (0, 1584995, 8909065)

Table B.12: The backorder costs for FCI'S
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Backorder number of parts
Cost, Low(Min., Avg., Max.) |  High(Min., Avg., Max.)
number of | Low (0, 17789.3, 88382.2) (0, 77421.7, 392233.4)
families | Iigh (0, 96210, 517927) (23236.4, 900626.7, 4503146)

Table B3.13: The backorder costs lor FCI'S-T?

Backorder number of parts
Cost Low(Min., Avg., Max.) | Iligh(Min., Avg., Max.)
number of | Low || (0, 1851.9, 1423717.6) (0, 25158.5, 725491.7)
families | Iligh || (0, 28519.6, 440664) (0, 1523832, 8578615)

Table B.14: The backorder costs for SP'T

Backorder number of parts
Cost Low(Min., Avg., Max.) | High(Min., Avg., Max.)
number of | Low (0, 10632.3, 57258.9) (0, 66527.8, 362851.3)
families | High || (0, 69071.4, 364618.5) | (230, 975481.1, 4864888)

Table B.15: The backorder costs for SPT-F
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1l number of parts
Rate Low(Min., Avg., Max.) | High(Min., Avg., Max.)
number of | Low (I, 1, 1) (1,1, 1)
families | Ihgh (0.931, 0.9991, 1) (0.53, 0.9634, 1)

Table B.16: The {ill rates for the proposed algorithm

Il number of parts
Rate Low(Min., Avg., Max.) | Iligh(Min., Avg., Max.)
nuinber of | Low (0.958, 0.9994, 1) (0.931, 0.9980, 1)
[amilies | High (0.906, 0.9979, 1) (0.597, 0.9018, 1)
Table B.17: The fill rates for I'CI'S
I"ill nuinber of parts
Rate Low(Min., Avg., Max.) | High(Min., Avg., Max.)
number of | Low (0.975, 0.9930, 1) (0.955, 0.9840, 1)
families | High (0.933, 0.9814, 1) (0.751, 0.9162, 0.987)
Table B.18: The fill rates for FCFS-F
1711 number of parts
Rate Low(Min., Avg., Max.) | High(Min., Avg., Max.)
number of | Low (0.953, 0.9993, 1) (0.895, 0.9964, 1)
families | High (0.898, 0.9948, 1) (0.618, 0.9034, 1)

Table B.19: The fill rates for SPT
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Il number of parts
Rate Low(Miu., Avg., Max.) | Iligh(Min., Avg., Max.)
number of | Low (0.978, 0.9942, 1) (0.955, 0.9856, 1)
families | High (0.959, 0.9845, 1) (0.711, 0.9168, 1)
Table BB.20: The fill rates for SPT-]°
Setup number of parts
Time Low(Min., Avg., Max.) | High(Min., Avg., Max.)
number of | Low || (1556.8, 2378.1, 4065.2) | (1128.5, 2060.4, 3351)
familics | High (0, 1784, 3327.8) (0, 1129, 2550.6)

Table B.21: The total setup times for the proposed algorithm

Setup number of parts
Time Low(Min., Avg., Max.) | Iligh(Min., Avg., Max.)
number of | Low || (1563, 2635.4, 3854.8) | (1288.4, 2299.3, 3470.4)
families | High || (1119.4, 2132.2, 3004.6) | (690.7, 1862.9, 3021.6)
Table 3.22: The total setup times for I'CI'S
Setup number of parts
Time Low(Min., Avg., Max.) | lligh(Min., Avg., Max.)

number of

Low

(1845.9, 2622.8, 3377)

(1402.4, 2267.1, 3161.6)

families

igh

(11734, 2280.4, 3451.6)

(176.3, 1464.4, 2794.3)

Table 13.23: The total setup times for FOI'C-I*
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Selup nuimber of parts
Time Low(Min., Avg., Max.) | igh(Min., Avg., Max.)
number of | Low || (1563, 2635.4, 3854.8) | (1288.4, 2313.9, 3470.4)
fanities | High || (1203.8, 2172, 3004.6) | (690.7, 1889.2, 3021.6)

Table 13.24: The total sctup times for SPT

Setup number of parts
Time Low(Min., Avg., Max.) | ligh(Min., Avg., Max.)
number of | Low | (1998, 2391.8, 2989.8) | (1356.8, 1971.2, 3010.8)
families [ Iligh || (1205.9, 2036, 3402) | (682.3, 1182.4, 2490.3)

Table B.25: The total setup times for SPT-I°
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| Imbalance

|

Low (Min., Avg., Max.) |

High (Min., Avg., Max.)

]

Min. inv. level

(141552, 1537542, 12537344)

(111552, 1694768, 12537344)

Inv. hold. cost

(102888.4, 1107860, 7960096)

(1028834, 1314244, 10254816)

Backorder cost

(0, 85220.6, 7630009)

(0, 85176, 7630009)

I rale

(0.53, 0.9906, 1)

(053, 0.9906, 1)

Setup time

(0, 1879, 4061)

(0, 1796, 4065.2)

Table C.1: Performance analysis of proposed algorithm for imbalanced systems

’ Imbalance

Low (Min,, Avg.,, Max.) |

|

High (Min., Avg., Max.) |

Min. inv. level

(141552, 1361891, 10621760)

(141552, 1430420, 10621760)

Inv. hold. cost

(121822.9, 1034627, 7186731)

(121822.9, 1187849, 9051021)

Backorder cost

(0, 387132.8, 89090G5)

(0, 424715.9, 8909065)

[ill rate

(0.632, 0.9754, 1)

(0.597, 0.9732, 1)

Setup time

(690.7, 2225.8, 3854.8)

(1041.7, 2239, 3854.8)

Table C.2: Performance analysis of I'CI'S for imbalanced systems

Iinhalance

Low (Min., Avg., Max.) ]

I

Iligh (Min., Avg., Max.) |

Min. inv. level

(04368, 636928, 5981832)

(94368, 651025, 5981832)

Inv. hold. cost

(71493.8, 471403.2, 3789106)

(744938, 511603.5, 4794965)

Backorder cost

(0, 246440.7, 4503146)

(0, 299583.6, 1503146)

1911l rate

(0.751, 0.9700, 1)

(0.751, 0.9674, 1)

Setup time

(176.3, 2163.6, 3451.6)

(547.7, 21537, 3451.6)

Table C.3: Performance analysis of 'CF'S-I" for imbalanced systems
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l Imbalance

| Low (Min., Avg., Max.)

|

Iligh (Min., Avg., Max.)

|

Miu. inv. level

(141552, 1347406, 10621760)

(141552, 1400134, 10621760)

Inv. hold. cost

(121822.9, 1041118, 7308926)

(121822.9, 1161929, 9051021)

Backorder cost

(0, 363124.4, 8578615)

(0, 426556.4, 8578615)

Il rate

(0.632, 0.9755, 1)

(0.618, 0.9715, 1)

Setup time

(690.7, 2210, 3854.8)

(1041.7, 2265.4, 3854.8)

Table C.A4: Performance analysis of SPT for imbalanced systems

| Imbalance

| Low (Min., Avg., Max.)

|

High (Min., Avg., Max.)

|

Min. inv. level

(94368, 517241, 1834472)

(94368, 532212, 4714624)

Inv. hold. cost

(74383.6, 387811.8, 3724296)

(74383.65, 426278.7, 3785738)

Backorder cost.

(0, 260864.5, 4169937)

(0, 299991.9, 1864888)

Ifill rate

(0.711, 0.9715, 1)

(0-711, 0.9692, 1)

Setup time

(682.3, 1971.6, 3402)

(707, 1969.1, 3402)

Table C.5: Performance analysis of SPT-F for imbalanced systems
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| S/P ratio

I

Low (Min,, Avg., Max.) |

[ligh (Min., Avg., Max.)

M 7 N
Min. inv. level

(141552, 1537542, 12537344)

(141552, 1822546, 12537344)

Inv. hold. cosl

(102388.1, 979223.9, 8518413)

(125695.2, 1472881, 10251810)

Backorder cost,

(0, 25263.8, 1524557)

(0, 145132.8, 7630009)

Il rate

(0.803, 0.9953, 1)

(0.53, 0.9859, 1)

Setup time

(0, 1693.8, 3185.5)

(0, 1981.9, 1065.2)

Table DD.1: Perlormance analysis of the proposed algorithm for S/I” ratio

I S/P ratio

Low (Min., Avg., Max.) |

High (Min., Avg., Max.) |

Min. inv. level

(111552, 1361891, 10621760)

(235920, 1609707, 10621760)

Inv. hold. cost

(121822.9, 912624.5, 5561502)

(171180, 1309851, 9051021)

Backorder cost,

(0, 285885.3, 6266715)

(0, 525963.4, 3909065)

[0 rate

(0.597, 0.9831, 1)

(0.632, 0.9652, 1)

Setup time

(1041.7, 2239, 3854.8)

(690.7, 21022, 3531.1)

Table 1).2: Performance analysis of I'CIE'S [or S/ ratio

| S/ ratio

|

Low (Min., Avg., Max.) |

Iligh (Min., Avg., Max.) |

Min. inv. level

(04368, 636928, 5981832)

(98144, 726551, 5981832)

Inv. hold. cost

(74493.8, 422791.1, 3296552)

(75184.8, 560215.6, 4794965)

Backorder cost,

(0, 199758.6, 3977269)

(0, 316265.7, 4503146)

I"itll rate

(0.808, 0.9764, 1)

(0.751, 0.9610, 1)

Setup time

(547.7, 2153.7, 3451.6)

(476.3, 2099.4, 3451.6)

Table D.3: Performance analysis of FCI'S-I* [or S/P ratio
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| 5/P ratio

|

Low (Min., Avg., Max.) |

High (Min., Avg., Max.)

|

Min. inv. level

(141552, 1347406, 10621760)

(235920, 1601508, 10621760)

Inv. hold. cost

(121822.9, 896519.5, 5626648)

(171480, 1309528, 9051021)

Backorder cost

(0, 283335.1, 6074489)

(0, 506345.7, 8578615)

['ill rate

(0.618, 0.9822, 1)

(0:632, 0.9647, 1)

Selup lime

(1041.7, 22651, 3854.8)

(690.7, 2120.8, 3531.1)

Table D.4: Performance analysis of SPT for S/P ratio

| S/P ratio

|

Low (Min., Avg., Max.) |

lTigh (Min., Avg., Max.)

|

Min. mv. level

(91368, 517241, 41834472)

(91368, 564809, 1834472)

Inv. hold. cost

(78619.2, 372376.4, 2914384)

(74383.6, 441714.1, 3785738)

Backorder cost

(0, 238798.1, 3899153)

(0, 322058.2, 4864888)

1% rate

(0.761, 0.9774, 1)

(0.711, 0.9632, 1)

Setup time

(707, 1069.1, 3402)

(756.3, 1918.1, 3010.8)

Table D.5: Performance analysis of SP'I-I* for S/P ratio
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l B/1 ratio

|

Low (Min., Avg., Max.)

l High (Min., Avg., Max.) ,

Min. inv. level

(141552, 1537542, 12537344)

(141552, 1538562, 12537344)

Inv. hold. cost

(102888.4, 1225217, 10254316)

(102888.4, 1226888, 10254816)

Backorder cost

(0, 56693.37, 3815005)

(0, 113703.3, 7630009)

I'ill rate

(0.53, 0.9908, 1)

(0.53, 0.9904, 1)

Sctup time

(0, 1813.9, 1065.2)

(0, 1831.8, 1065.2) B

Table I5.1: Perlormance analysis ol proposed algorithm for B/I ratio

[ BB/1 ratio

|

Low (Min., Avg., Max.) |

High (Min., Avg., Max.) |

Min. inv. level

(141552, 1361891, 10621760)

(111552, 1458537, 10621760)

Inv. hold. cost

(121822.9, 1029867, 5105244)

(121822.9, 1192609, 9051021)

Backorder cost

(0, 341761.8, 5324165)

(0, 470087, 8909065)

IFill rate

(0.597, 0.9694, 1)

(0.635, 0.9791, 1)

Setup time

(1041.7, 2267.1, 3854.8)

(690.7, 21978, 3854.8)

Table I5.2: Performance analysis of 'CI'S for /T ratio

| B/I ratio

|

Low (Min., Avg., Max.) ]

Migh (Min., Avg., Max.) |

Min. inv. level

(94368, 636928, 5981832)

(94368, 705374, 5981832)

Inv. hold. cost

(74493.8, 434692.8, 2384454)

(74493.8, 548313.9, 4794965)

Backorder cosl

(0, 230980.6, 2883205)

(0, 315043.7, 4503146)

It rate

(0.751, 0.9645, 1)

(0.778, 0.9728, 1)

Setup time

(547.7, 2116.8, 3377)

(476.3, 2200.5, 3451.6)

Table 15.3: Performance analysis of FCI'S-I" for I3/I ratio
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| B/1 ratio

||

Low (Min., Avg., Max.) |

ligh (Min., Avg., Max.)

|

Min. inv. level

(141552, 1347406, 10621760)

(141552, 1455771, 10621760)

Inv. hold. cost

(121822.9, 1010669, 5145280)

(121822.9, 1195378, 9051021)

Backorder cost

(0, 344193.8, 5189504)

(0, 415487, 8578615)

Il rate

(0-618, 0.9676, 1)

(0.612, 0.9794, 1)

Sctup time

(1041.7, 2290.3, 3854.8)

(690.7, 2215, 3854.3)

Table I5.4: Performance analysis of SPT" [or B/1 ratio

l B/1 ratio

Low (Min., Avg., Max.) |

High (Min., Avg., Max.)

)

Min. inv. level

(94368, 517241, 4834472)

(94368, 570600, 1834472)

Inv. hold. cost

(713836, 363437.3, 2438241)

(71383.6, 450653.1, 3785738)

Backorder cost,

(0, 56693.37, 3815005)

(0, 113703.3, 7630009)

1M1 rate

(0.711, 0.9674, 1)

(0.776, 0.9732, 1)

Setup time

(836.7, 1936.4, 3231.7)

(682.3, 2004.3, 3102)

Table 15.5: Performance analysis of SPT-1" for B/I ratio
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