d «
‘' KoeT-

1396

1

m*  xyTri mWE i NDp

Wi\t

i 1L L

J.~ i T, J-£UJ 1-rbin A
T & #7b TKIC® 1"
V. N «wleW -—w  ».-- we'Wnit: i

TR S SRR T it

cnfm V2 niarsiw

“Haws*smld A m Fovdiil

inT



TURKISH TEXT GENERATION

WITH
SYSTEMIC-FUNCTIONAL GRAMMAR

A THESIS
SUBMITTED TO THE DEPARTMENT OF COMPUTER
ENGINEERING AND INFORMATION SCIENCE
AND THE INSTITUTE OF ENGINEERING AND SCIENCE
OF BILKENT UNIVERSITY
IN PARTIAL FULFILLMENT OF THE REQUIREMENTS

FOR THE DEGREE OF
MASTER OF SCIENCE

........Iucg.qy.....Katlmaz .........
fafa//‘;;acén /Lyz ;}«'{z.': 73¢0060
By

Turgay Korkmaz

June, 1996



P
%

‘hbt
199L

g
BLA4559



[ certify that [ have read this thesis and that in my opinion it is
lully adequate, in scope and in quality, as a thesis for the degree

ol Master of Science.

Asst. Prof. Dr. Ilyas Cicekli(Principal Advisor)

[ certify that I have read this thesis and that in my opinion it is

tully adequate, in scope and in quality, as a thesis for the degree

of Master of Science.

Assoc. Prof. D\(sHahl Altay Gu\ enir

[ certify that I have read this thesis and that in my opinion it is
fully adequate, in scope and in quality, as a thesis for the degree

of Master of Science.

I\)?f)MV\ DU)’SJV%
“Asst. Prof. Dr. Ozgur Ulusoy

Approved for the Institute of Engineering and Science:

N s air

Prof. Dr. Mehmet ‘B/ara.y,

Director of Institute of Engineering and Science

1



ABSTRACT

TURKISH TEXT GENERATION
WITH
SYSTEMIC-FUNCTIONAL GRAMMAR

Turgay Korkmaz
M.S. in Computer Engineering and Information Science

Advisor: Asst. Prof. Dr. ilyas Cigekli
June, 1996

Natural Language Generation (NLG) is roughly decomposed into two stages:
text planning, and text generation. In the text planning stage, the semantic
description of the text is produced from the conceptual inputs. Then, the
text generation system transforms this semantic description into an actual
text. This thesis focuses on the design and implementation of a Turkish text
generation system rather than text planning. To develop a text generator,
we need a linguistic theory that describes the resources of the desired natural
language, and also a software tool that represents and performs these linguistic
resources in a computational environment. In this thesis, in order to carry out
the mentioned requirements, we have used a functional linguistic theory called
Systemic-Functional Grammar (SFG), and the FUF text generation system
as a software tool. The ultimate text generation system takes the semantic
description of the text sentence by sentence, and then produces a morphological
description for each lexical constituent of the sentence. The morphological
descriptions are worded by a Turkish morphological generator. Because of our
concentration on the text generation, we have not considered the details of the
text planning. Hence, we assume that the semantic description of the text is

produced and lexicalized by an application (currently given by hand).

Keywords: Natural Language Processing, Natural Language Generation,
Computational Linguistic, Systemic-Functional Grammar, Functional Unifica-
tion Grammar.
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OZET

SISTEMIK-FONKSIYONEL GRAMER YAKLASIMI iLE
TURKCE METIN URETIMI

Turgay Korkmaz
Bilgisayar ve Enformatik Muhendisligi, Yiksek Lisans
Danisman: Yrd. Dog¢. Dr. ilyas Cicekli
Haziran, 1996

Dogal Dil Uretimi (DDU) kabaca iki kisima ayrilir: metin planlama ve metin
uretme. Metin planlama kisiminda, kavramsal girdilerden metinin anlamsal
tanimi Uretilir. Sonra, metin uretme sistemi bu anlamsal tanimlar gergek bir
metine dénigtirir. Bu tez metin planlamadan ziyade Tlirkce metin liretecek
bir sisteminin tasarim ve gergeklestirimi uzerinde durmaktadir. Bir metin
lretici geligtirmek i¢in, dogal dilin kaynaklarini tanimlayacak bir dilbilim teori-
sine, ve bu kaynalar bilgisayar ortaminda gosterecek ve igleyecek bir yazilim
aracina-ihtiyacimiz vardir. Bu tezde, Sistemik-Fonksiyonel Gramer (SFG)
olarak bilinen fonksiyonel dilbilim teorisini, ve yazihim araci olarak da FUF
metin firetme sistemini kullandik. Gergeklestirilen metin turetim sistemi me-
tinin anlamsal tanmimini cimle ciimle aliyor, ve cimledeki her bir sozctiksel
ogenin sekil bilgisini dretiyor ki bunlar Tlrkge sozciiklerin gekil bilgilerinden
kelimeler Greten bir program tarafindan kelimelestirilmektedir. Metin tiretimi
tizerinde yogunlagmamizdan 6tirii, metin planlama kismini ayrintili olarak in-
celemedik. Bu ytzden, metinin anlamsal taniminin bir nygulama tarafindan
tretildigini ve sozclklendirildigini kabul ediyoruz (su an elle veriliyor).

Anahtar sézcikler: Dogal Dil Isleme, Dogal Dil Uretimi, Bilgisayarli Dilbil-
imi, Sistemik-Fonksiyonel Gramer, Fonksiyonel Birlestirme Grameri.
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Chapter 1

Introduction

Natural Language (NL) is a communication system that enables people to ex-
press their feelings, thoughts or demands as a sequence of words in a particular
social and cultural environment, or vice versa. In other words, NL encodes a
mental picture of reality into a sequence of words called a grammatical unit
such as clause, noun group etc., or decodes the sequence of words into a men-

tal picture (as shown in Figure 1.1). The encoding and decoding activities are

¥ »

(«o :,o :

i & as ce of words ¥ . ;

mental pictur i sequence o ds mental pictary !
of reality ( grammatical unit) of reality i

I
|
social & cultural environment E

Figure 1.1: Natural Language (NL) is a system

called Generation and Understanding, respectively. Natural Language Process-

ing (NLP) is a research area that aims to simulate those human activities on

computer because of several reasons that may be generalized as follows [30, 32]:
e To provide human-computer communication with a particular NL.

¢ To translate information from one NL to another via computer.
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This thesis particularly deals with Natural Language Generation (NLG).
From the computational perspective, NLG can be described as a process ol
constructing a text from information which is stored at a higher order of ab-
straction rather than wordings [4, 30, 32]. Certainly the bottom end of NLG
is the worded text, but at the top end, the boundaries of abstraction are not
casy to define exactly. To address the different kinds of problems, the NLG
process is roughly decomposed into two stages: text planning, and teat gen-
eration (realization). The text planner produces the semantic description of
the generated text from the conceptual inputs. And then the text generator
takes the semantic description as input, and transforms it into the worded text

according to the linguistic resources of the desired natural language.

So far, several NLG systems have been constructed as parts of PhD theses
such as Goldman’s BABEL [12], Davey’s PROTEUS [5], McDonald’s MUM-
BLE [31], Mckeown’s TEXT [33], Appelt’s KAMP [1], Patten’s SLANG [37],
Hovy’s PAULINE [16], Elhadad’s SURGE [7].! Each of them tries to address
the common problems in NLG from different perspectives. Therefore, a num-
ber of approaches to NLG have been introduced in those works. A NLG system/

and its approach can be characterized by:

e the organization of the text planning and generation stages,

e the linguistic theory that the system is based on,

the computational formalisms that the system uses,

the social context and the field of text generation.

According to the relation between the text planner and the generator (re-
alizer), NLG systems are divided into three classes: pipelined, interleaved, and
integrated (see [18]). In a pipelined system, the text planner produces the
required information as input for the generator, and then the generator pro-
duces the worded text without any communication from the generator back to
the planner. In contrast to the pipelined system, an interleaved system pro-
vides communication from the generator back to the planner. In an integrated

system, planning and generation stages are considered in a single formalism.

A linguistic theory allows us to describe the resources of NL, and to con-

struct a model that explains Aow NL transforms the semantic description into

' More information about the current NLG systems and their approaches can be found
in [4,7, 18, 30, 32, 37].
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a grammatical structure and its lexical items. Most of the current theories are
ounly interested in syntax, morphology, or phonology, but not semantics or con-
text [30]. However, there is a strong relation between semantic and syntactic
descriptions of NL. To represent those relations, we need a linguistic theory
that analyzes the NL from both semantic and syntactic perspectives. In this
context, the functional theories such as tagmemic theory, systemic theory and

stratificational theory will be more appropriate than the structure based the-
ories [30].

The computational formalisms provide different methods and notations for
representing and performing the linguistic resources on computer without de-
pending on the linguistic theory. This can be achieved by the distinction
between the linguistic theory and the implementation formalism. Recently the
unification and feature structures have been used as computational formalisms
in the generation. One of them is Functional Unification Formalism (FUF) [7]
derived from Functional Unification Grammar (FUG) [22], and expanded with
typed features. Some linguistic theories may be directly implemented as a
computational formalism. For instance, NIGLE [29, 30] is a well-known pro-

gramming environment to realize the systemic theory.

In a different social context, NLG systems may cause to generate different
text for the same situation. In the systemic theory, it is called functional varia-
tion of use [30, 37]. A particular functional variety is called register. Register.
particilarly considered in the text planning stage, affects the organization of

the grammatical and textual functions, and the choices of lexical items.

In this thesis, we do not considered the details of the text planning because
our rnain purpose is to design and implement a text generator for Turkish.
However, the generator requires the semantic description of the text as an in-
put. For that reason, we need to produce the semantic inputs in some way. This
thesis assumes that an application (a human in the current system) determines
the content and the organization of the text, and then produces the semantic
description of the text sentence by sentence. At one time, our text generator
takes the semantic description of a sentence, and generates its morphological
description that can be worded by the Turkish morphological generator [36].
Consequently, the entire NLG system is organized in the pipelined architecture
in which the text planner, an application, produces the semantic description,

and then the generator independently realizes it.
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In the design, we need to determine what kind of semantic description can
be given as an input, and how it is transformed into an actual text. In order to
address these issues, we use a particular linguistic theory known as Systemic—
Functional Grammar (SFG) that analyzes the semantic and syntactic features
of the NL, and the strong relations between them. In the implementation,
we use the FUI" text generation system and its constraint based formalisms—
functional unification and typed features to represent and perform the linguistic
resources determined in the design.

Another assumption is that the semantic inputs are also lexicalized ac-
cording to the register of the text generation system. Thus, the implemented
generator can be used as a general syntactic realizer that transforms the se-
mantic description, which is produced and lexicalized by an application, into

a real Turkish text.

The remainder of this thesis is organized as follows. In Chapter 2, a brief
introduction is given about Systemic Linguistic and its approach to text genera-
tion. We consider Turkish Grammar from the Systemic-Functional perspective
to describe the linguistic resources in Chapter 3. Next, in Chapter 4, the im-
plementation of Turkish text generator is presented. In Chapter 5, we conclude
this thesis and give some directions for the future work. In the Appendix, we
present sample runs to demonstrate the generation of the major grammatical

units such as clauses, noun groups.



Chapter 2

Systemic—Functional Linguistics

Svstemic Linguistic has been introduced by M.A.K. Halliday in the early 1960.
The origins of systemic linguistics clearly lie in the work of the following major
contributers [30, 37]. Bronislaw Malinowski (1884-1942), who was an anthro-
pologist and ethnographers, influenced Firth with the following two ideas: the
first one is that language is inseparable from its social and cultural context,
and the second one is that language performs certain functions in the society,
so language is functional. Firth (1890-1960) took and adapted Malinowski’s
ideas into a linguistic theory with new contributions. Firstly, he introduced the
concept of system! as a set of linguistic choices in a specific linguistic
context. Then, he considered the differences between “paradigmatic” (system-
based) and the “syntagmatic” (structure-based) descriptions of the NL. With
rhese work, I'irth created a new linguistic environment which is fundamentally
different from the traditional linguistic. The roots of the systemic grammar
are described in [41] as follows:

. were in anthropology and sociology, not in mathematics or
formal logic. The question that motivated its development were not
those of grammaticality or the acquisition of linguistic competence,
but those of language as a social activity: What are the social func-
tions of language? How does language fulfill these social functions?

How does language work?

'The systemic grammar took its name from the system concept.
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The other contribution comes from Hjelmslev (1899-1965). He mainly studied
on the realizational view of the language. From the realizational perspective,
language can be described as a system coded in some level and recoded in an-
other level. Hjelmslev says “semantic, grammar, and phonology are all semi-
otics, or sign systems.” Signs at one level can be recoded-or realized-by signs
at a lower level (shown in Figure 2.1). Thus, the organizations at different

levels are allowed to be independent from one another.

realize readize

Figure 2.1: Realization of signals at different levels of language

Halliday combined all these work summarized above to form a linguistic
theory that is known as “systemic grammar”. In the systemic grammar, the
linguistic resources are organized as a system network that represents the in-
terrelated choice points in a particular linguistic context [30, 37]. The selected
features from the system network enables the related realization rules to ex-
plain the meanings with the relevant structures. After this general overview?
of Systemic-Functional Linguistic, we will try to explain some of the relevant
goals of the systemic grammar, and its important concepts. Then, the text
generation with this approach is demonstrated, and the well-known software

tools are introduced for implementation.

2.1 The Goals of Systemic Grammar

The main goals of the systemic grammar can be described as follows [30, 37]:

o To describe the functions of language at different levels such as semantic
functions-agent, actor, location, and syntactic functions-the “subject” of

a clause, the “head” of a noun group and so on.

o To capture the relationships between semantic and syntactic functions [13,
14]. For instance, the semantic function agent is mapped onto the syn-
tactic function subject in an active clause, and it is realized by a noun

group.

*More information about systemic linguistic is also available in [30, 37, 41].
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¢ Classification of both social meaning and linguistic forms to construct
a systemic functional grammar (system-based description). For exam-
ple, noun groups can be decomposed into three classes: proper, pronoun,
and common; common nouns are decomposed into two classes: abstract,
coucrete and so on. In each class, different meanings or functions are
realized by the relevant grammatical structures. In the systemic gram-
mar, the functional and structural descriptions are complementary: the
functional description says “What it does,” and the structural description
says “How it does it.”

2.2 Important Concepts in SFG

In this section, we summarize the main concepts of the systemic grammar [37].

More information can be found in [37, 41].

2.2.1 Feature

For the classification of the linguistic resources in the systemic grammar, a
feature can be used as the name of a class. For example. some features of
a clause (classes in a clause) are declarative, interrogative. negative. positive
and so on. However, these features are not all independent. For instance, if a
clause has the declarative feature then it cannot also have interrogative one. To
represent that kind of mutually exclusive knowledge, the concept of “system”

will be considered.

2.2.2 System

A svstem is a mutually exclusive set of classes (or features) and thus represents
a choice or “potential” [37]. If a feature is selected in a system, it also means
that this system has only that feature, not another one. For instance, if a
clause is positive then it cannot be n,ega.ti‘ué. A particular choice is applicable
in some sort of context. For example, to select a feature between declarative
and interrogative, the clause must be indicative. In addition, a choice may

depend on a logical combination—called “entry conditions” of the system—of



CHAPTER 2. SYSTEMIC-FUNCTIONAL LINGUISTI(

more than one selected features (context). The relationships between systens

such as entry conditions are represented by drawing “system networks.”

2.2.3 System Network

System networks display graphically the relationships between features in the
grammar [37]. A system represents a choice between two or more features
(shown in Figure 2.2). For example, when the system mood is entered, one of
the features declarative or interrogative is selected.

declarative
mood

‘ interrogative

Figure 2.2: System representation

Figure 2.3 illustrates the representation of entry conditions (by drawing
lines from the entry condition to the system). For example, the system mood
can be entered, only if the feature indicative is selected earlier.

declarative

indicati mood
indicative wh-

interrogative

imperative polar

Figure 2.3: The representation of entry conditions

If a feature is an entry condition to more than one system, it is represented
by using “{” (it is illustrated in Figure 2.4).

£2

0

c 0
R -

Figure 2.4: Entry condition to several systems
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If a particular system has several conjunctive entry conditions (and opera-

tion), it is represented by using “}” (it is illustrated in Figure 2.5).

g
g

N -

Figure 2.5: Conjunctive entry conditions

To represent disjunctive (not necessarily exclusive) entry conditions (or

operation), “]-" is used (shown in Figure 2.6).

gl
g2
fl
2
Ko
k2

Figure 2.6: Disjunctive entry conditions

There exists a different kind of feature—called “gate”—from the other fea-
tures in systems above. These features (gates) simply depend on some combi-

nation of other features, without choice (shown in Figure 2.7).

Figure 2.7: A gate from a system network

2.2.4 Delicacy

In a classification system, the features of objects are specialized (more informa-
tion is available about objects) according to previous levels of the classification.
In the systemic grammar, this specialization is called delicacy. For example,
declarative feature is more delicate than indicative feature in Figure 2.3. Sys-

temn networks increase the delicacy from left to right.
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2.2.5 Functional Analysis

To interpret the meaning of a constituent in a given situation, we use a label
that specifies the function of the constituent. In the realization, we use a label
that specifies the syntactic class of the constituent. These two types of labels
are tlustrated in Figure 2.8.

| |

noun noun verb Actor  Destination Process
| | | 1 | |
Ali okula gitti. Ali okula gitti.
Syntactic Labels Semantic Labels

Figure 2.8: Syntactic and Semantic Labels

[n the systemic grammar, the linguistic items are analyzed in several func-
tional dimensions simultaneously because a linguistic item may have more than
one function at a time. In general, all languages have the following common

meta-functional dimensions [14]:

The IDEATIONAL metafunction (Clause as a Representation) is concerned
with ideation: it provides the speaker with the resources for interpret-
ing and representing ‘reality’ [30]. It represents the logical relationships

between processes, events, actions, objects etc.

The INTERPERSONAL metafunction (Clause as an Ezchange) provides
the speaker with the resources for creating and maintaining social rela-
tions with the listener [30]. It expresses the roles of the speaker in the
discourse [37].

The TEXTUAL metafunction (Clause as a Message) enables the speaker
in presenting ideational and interpersonal information as text in con-

text [30]. It ensures that the text is relevant and coherent.

Figure 2.9 shows three functional analysis of the same clause in English. It is

taken from [30].
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In this job Anne we'ore working  with silver
Theme Rheme textual
Mood
interpersonal
Vocative {Subject |Finite
Locative Actor Process Manner ideational

IFigure 2.9: Metatunctional layering in grammar

These metafunctions are common for all languages with some modifications.
However, various metafunctions may be required for the functional analysis of
different languages. For instance, a different functional analysis is required
to deal with the function of free word order in Turkish. Each metafunction
consists of more than one functions. For example, the ACTOR, LOCATION,
and GOAL functions are used in the analysis of ideational metafunction and
so on. We will re-consider these metafunctions and their individual functions
for Turkish in Chapter 3.

The related terms of functional analysis are summarized in a tabular form

(from [30]) in Figure 2.10.

characterization related typologies major resources 1
CamAntic transitivity
i i i i semantic
ideation -- interpretation reoresentational (process +
= . . epres : ici
g and representation of Ap . parucipants +
2 . . denotive circumstances)
= the world in and around us propositional context
53 .
= cognive
- 8 lActorl Loc I GoullProcI
_ interaction between conative-expressive mood & modality
3 . .
S speaker and listener: (pragmatic)
7 assignment and
b} N o Mood
= model-attitudinal
£ comments : per
= : Verb| Time] Modg
Num
presentation of ideational pragmatic theme and word-order;
& interpersonat information discoursal information;
= as text in context; . Co . conjunction
= control of textual status and functional sentence
5 conjunctive development perspective Theme Rheme
= of text
Topic¢ Focus verb [Backg

Figure 2.10: Metafunctions and Related Terms
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2.2.6 Rank

Although the systemic grammar deals with the functional issues of language, it
must still relate the function to structure. The linguistic items (constituents)
are gronped together in a separate level of structure. The hierarchical relation-
ships between the various units is called RANK-from “largest” to “smaller.”

Figure 2.11 shows the rank system in Turkish grammar.

sentence

group

words

/affi
T (7T e

0 tarih dersine gel di.

Figure 2.11: Rank in Turkish grammar

2.2.7 Realization Rules

“Realization rules” are used to construct the relationships between the fea-
tures and system networks on one hand, and the functional analysis and con-
stituent structure on the other. In this way, the structural representation is
also achieved. The elements of structure are represented in realization rules
by their function (e.g., Agent, Actor). The realization relationships between
linguistic items vary from language to language. For example, Turkish is a
free word order language, so there is no strict order between the constituents
(e.g., Actor and Process may or may not be adjacent). However, the order of
constituents in English is not free (e.g., Actor and Process must be adjacent).

The following operators can be used in the realization process.
/ Conflation : to specify the identity of two functions (e.g. Agent/Subject).

+ Insertion : to insert a new function {e.g. +Subject).
o “

: Preselection : to select a feature before it is actually encountered (e.g
Subject:noun-group). [t takes place from one rank to the next rank

helow.



CHAPTER 2. SYSTEMIC-FUNCTIONAL LINGUISTIC! 13

:: Lexical Preselection : to select a lexical item to realize the related func-

tion (AgentMarker::tarafindan (hy)).

O Expansion : to divide a function into sub-functions (e.g. Mood(Subject)
and Mood(Finite)).

A Order : to realize linguistic items as adjacent in the structure (e.g. Focus
A Process or Subject A # or # A Process). # is used to represent a
leftmost or rightmost constituent.

+-+ Order : to represent partial orderings of the linguistic items in the struc-
ture (e.g. Subject --- Object --- Process).

These operators are used to describe the realization rules in the system network.

Their implementation depends on the computational formalisin.

2.3 Systemic—Functional Text Generation

According to SF approach, the linguistic resources are organized into a number

ot levels for making and expressing meanings as shown in Figure 2.12. These

) ; : ntext
Field |  Tenor |  Mode } conte
semunlics/

lexico- language
grammar

Text Plunning

Text Generatioa

phonology

reafization

Figure 2.12: Language as a tristratal system

levels, called STRATA 1n systemic terminology, represent the different order of
abstraction in NLG. From top end to the bottom end, a higher strata is realized
into a lower one and so on to accomplish the NLG. The context and semantic
levels are considered in text planning stage [27). The text generation stage deals
with the outputs of semantic strata, and the lexico-grammar strata. Here, we

will consider the text generation rather than planning. Hence, we need
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e to determine the semantic inputs, and

e to organize the linguistic resources at lexico-grammar strata that repre-
sents how to transform the semantic description of the text into an actual
text [28].

In the systemic-functional approach, functional analysis of NL gives us the
potential semantic descriptions, and the SFG describes the correspondence
between the meanings and their NL expressions by organizing the linguistic
resources at lexico-grammar strata. Now, we want to exemplify the generation

of a simple sentence given in (1) to demonstrate the SF approach.

(1) Al cam kirda.
All window+3SG+ACC break+PAST+3SG

*Ali broke the window.’

The semantic description of this sentence can be given by using the following

functions:

Process (kirdi): the performed action

Actor (Ali): the first participant that does the deed

Goal (cami1): the second participant that suffers the process
Agent (Ali): the causer of the process

Medium (cami): the affected constituent from the process

This sentence will be realized in active voice. Table 2.1 gives the multidimen-
sional functional representation of this sentence. The required part of SFG is
presented in Figure 2.13.

[n text generation with SFG, the system network is traversed from left to
right by following the basic sequential traversal algorithm as shown in I'ig-
ure 2.14. This algorithm is originally presented in the NIGLE which has sev-
eral distinct activities such as Environment, Choosers, Grammar and Real-
izer [29, 30]. They will be described in Section 2.4. Here, we assume that
Choosers ask some questions to the Environment and the Environment gives

appropriate answers. Thus, the features are selected by the Chooser, and then
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| Ali l cami | kirdr. H Func. Dimensions }
Agent | Medium Process Ideational
Actor Goal Process
Voice,Mood Interpersonal
Topic Focus Verb Textual
Ii'ubject | D.Obj | Predicate | Syntactic |

Table 2.1: Multidimensional Functional Analysis

the Grammar and the Realizer realizes the functions which are attached to

selected features.

[f we execute this algorithm manually on the system network given in Fig-
ure 2.13, the following systems are entered and the appropriate features are
selected: Enter Rank system, select sentence; enter ProcessType, select ma-
terial; enter Agentive, select yes; enter Effective select yes; enter Voice, select
active; directly enter G2 gate. If we assume that the semantic roles are lexical-
ized, and realization rules attached to each selected feature are executed, then
the semantic roles are mapped onto syntactic roles, and ordered as shown in

Table 2.1. As a result, the generation of the sentence given in (1) is completed.

2.4 Software Tools for Implementation

In the implementation, different approaches may be used to represent the
SFG on computer, and to provide communication between semantic strata
and lexico—grammar strata. Here, we will introduce four different software

environments: FUF, GENESYS, WAG, and NIGLE.

FUF is a general purpose text generation system that uses the constraint
based formalisms—functional unification grammar (FUG) techniques and typed
features [7. 8]. We use this generation system in our implementation. So, in
Chapter 4, FUF and its approach to the implementation of a text generator

will be considered in more detail.

GENESYS provides an integrated environment for developing SFGs [26].
GENESYS also uses the FUG formalism like FUF. In addition, a graphical

user interface (GUI) is included to the environment for editing and processing
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— yes {
—  material . AGENT
Agentive ]

[ senience ProcessType
+PROCESS ———— mental — no
+SUBJECT S
PROCESS:verbal-group f
SUBJECT:noun-groy -
SUBIECT .. PROCESS — rehiona e __} &
Rank : Effective

—  noun-group L .

L. ___} ;
. —al
—  verba-group wm{ g }

Voice - | ACTORMEDIUMISUBIECT |
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$3 —} G

AGENT/ACTOR/SUBJECT

__} G4
S2—7 | ;Y08
MEDIUM/SUBJECT

AGENT/ACTOR/BY-0BI
BY-OBJ ... PROCESS

Figure 2.13: A Partial System Network for the Sentence Generation

the linguistic resources.

WAG Sentence Generation System is one of the Workbench for Analysis
and Generation (WAG) that provides several tools to represent and perform

the systemic resources [34, 35].

NIGLE is the first implemented systemic grammar for text gencration [29].
It is a part of larger text generation system called Penman [30]. NIGLE can

be characterized by having the following distinct activities:
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CHOSSERS
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SYSTEM NETWORK REALIZATION

pick one system
from waiting list

enter system

select feature

cntcljx
conditions
satistied?

waiting
list empty?

execute
realization st.

add to waitin;
system list

yes traversal
complated

Figure 2.14: A basic sequential traversal algorithm

Environment: contains the representation of three kinds of knowledge ( Knowl-

edge Base, Text Plan and Text Service).

Choosers: Each system has a chooser. When the grammar enters a system.

its chooser is activated. Then, it asks the Environment a question to

select a feature in the current system.

Grammar: contains the systems of the whole systemic grammar. [t enters

systems and keeps track of the selected features.

Realizer: It shows each realization as soon as it becomes definite.

In the generation, the systemic grammar network is traversed from left to

right by selecting relevant features and executing realization rules according to

the responses of environment to the chooser questions. The basic secuential

traversal algorithm of NIGLE has already been presented in IMigure 2.14.



Chapter 3

Turkish Grammar

3.1 Sentence

Sentence is a sequence of words that forms a statement, command, exclamation,
or question. These forms of sentences completely explain the ideas, orders.
sudden strong feelings, and demanded information, respectively. In writing.
sentence begins with a capital letter and ends with one of the punctuation
marks “. ! 77 according to its form. To generate a sentence, at least, a
Subject and a finite verb called Predicate are required. If the Subject is a
pronoun, it may be omitted because a Predicate in Turkish already contains the
person information of Subject. In that case, Predicate, a finite verb, hecomes
a sentence that owns only one word. This single word sentence may be called

“(Core Sentence” as shown in (2).

(2) a. Gitti.
g0+ PAST+3SG
‘(He) went.’

b. Zordur.
difficult+COP+AOR+3SG
((It) 1s difficult.”

The core sentence can he extended by using extra elements to explain the
additional information in the sentence. The following sentences give more

information about the main process in (3.a) by extending it with new elements:

18
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(3) a. Kirdi.
break+PAST+3SG
‘(He) broke.’

b, Al kirdi.

All break+PAST+35G

‘All broke.’

¢. Ali camu kirda.

L9

Ali window+ACC break+PAST+3SG

‘Ali broke the window.’

d. Ali canu din

kirdi.

Ali window+ACC yesterday break+PAST+35G

‘Ali broke the window yesterday.’

Sentence is not only a sequence of words but also a semantic representation

of reality. In fact, the sentence can be represented in more than one level:

Phonology
Orthography
Svntactic

Semantic

sound
writing
wording

meaning

But we deal with only the last two levels. In these two levels, we use Syntactic

and Semantic functions to represent the sentences. The semantic functions

represent the meaning (semantic role) of the elements in the sentence as shown

in Table 3.1. The syntactic functions represent the grammatical role of these

L Ali { camil l kirdy [
Agent | Medium | Process
Actor Goal Process

Table 3.1: Representation of Sentence with Semantic [‘'unctions

elements as shown in Table 3.2.
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| Ali ] cami [ kirdi [
| Subject | D. Object | Predicate |

Table 3.2: Representation of Sentence with Syntactic Functions

Each language has an individual lexicogrammar—Ilexicon and grammar that
provides a way to unify the semantic functions with the syntactic functions.
For example, the general semantic functions can be unified with the following

svntactic functions.

Semantic Functions Syntactic Functions
Process Predicate
Participants Subject & Objects
Circumstances Adjuncts

In this sense, the relation between grammar and semantic is natural, not ar-
bitrary. This relation, that pushes the grammar into the semantic level, is
especially considered in the Functional Grammar [14]. In addition, the gram-
mar encodes the unified semantic and syntactic functions as a worded text by
using the syntactic structures. This process is called realization. For example,

the unified syntactic and semantic functions can be realized as follows.

Semantic Functions Syntactic Functions Syntactic Structure
Process Predicate verbal group
Participants Subject & Objects noun group (NP)
Circumstances Adjuncts NP, PP, AdvG

Thus, the relation between syntax and grammar is natural too. In that case,
the relation pushes the grammar into the syntactic (structure-based) level.
To describe and perform the linguistic resources at those two levels, systemic-
grammar provides us with a reasonable approach that was introduced in Chap-

ter 2.

In the implementation, we will use the term “clause” rather than sentence.

A clause may be described as a configuration of participants and circumstantial
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functions around a central process. It is also a common name for sentence and
sentence-like structures. In the systemic grammar, the mood system (shown

in Figure 3.1) determines the usage form of the clause. At the top level, mood

’— declarative

finite yes-no
Mood l— interrrogative——[
wh

non-finite

infinitive

participle

adverbial
Figure 3.1: Mood System Network

system presents two alternatives: finite, and non-finite. Finite clauses are used
as the simple sentences considered in Section 3.2.2. Non-finite clauses are used
as noun, adjective, or adverb in other grammatical units. Their computational

generation will be discussed in Chapter 4.

3.2 Classification of Sentences

In the grammar, Turkish sentences are divided into more than one classes
according to their:

e forms

o structures

e predicate types

e word orders

Each of these classes will be discussed in the following sub-sections.

3.2.1 Sentence Forms

Sentence generation is an interactive event involving a Speaker or Wiriter and
a Listener or Reader [14]. Speaker generates a sentence to exchange informa-

tion, or goods-&-services with Listener. The role of Speaker and Listener in
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[SV]

exchange may be seeker and supplier or supplier and seeker, respectively. Two
speech roles (giving & demanding) and the characteristics of the exchanged
commodity determine the sentence form. According to these criteria, the fol-

lowing sentences can be classified as shown in Table 3.3.

(4) a. Cay ister misiniz?
tea want+AOR Ques+2PL
‘Would you like tea?’

b. Ali okula gitti.
All school+DAT go+PAST+3SG

*Ali went to school.’

c. A kinldi!
A break+PASS+PAST+3SG

‘It was broken!’

d. Kapiyi ac.
door+ACC open+IMP

‘Open the door.’

e. Ali okula gitti mi?
Ali school+DAT go+PAST+35G Ques

‘Did Ali go to school?’

commodity exchange || goods-&-services information strong feelings
role in exchange .
giving offer as question statement exclamation
(ay ister misiniz? Ali okula gitti. A kinldi!
demanding command question —
Kapiy1 ag. Ali okula gitti mi? —

Table 3.3: Sentence Forms According to Speech Role and Commodity Ex-
change

To determine the sentence form with the terms of systemic grammar, the
required two systems (Speech-Role, Commodity-Exchange), and the relations

between them are graphically represented in Figure 3.2. All forms of sentences
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may be positive or negative. So, the polarity of a sentence is determined by a

separate system.
Offer_as_Q
— giving {

Speech_Role Statement

— goods-&-services ——{

__Question_

Sentence_Forms Commodity_Exchange

informatiom——— {

Exclamation

— demanding ————— { } Command

‘— strong-feelings {
— positive

Polarity

— negative

Figure 3.2: A System Network for Sentence Forms

3.2.2 Sentence Structures

[n the traditional grammar, Turkish sentences are structurally divided into four
main classes: simple, compound, connected, and coordinate sentences (2, 19, 24].
[t is not possible to say that there is a sharp line between these classes. For
instance, simple and compound sentences have the same functional constituents
but they are assumed in distinct classes because of the different realizations
of some constituents in the sentence. From the functional view point, the
structure of a sentence can be determined by the configuration of its functional
constituents without considering their realizations. In this context, according
to the configuration of constituents, the sentences can be decomposed into two

classes: simple and complex.

Simple Sentence consists of only one main process and several components
that complement or modify the main process. Each component may be realized
by complex syntactic structures but it does not change the simple structure
of sentence. In other words, the number of words in a sentence does not

determine whether the sentence is simple or not. The main property of the



CHAPTER 3. TURKISH GRAMMAR 21

simple seutence is that each component in the sentence has a function that is
determined by the main process such as time, location, actor, reason, manner
ete.! The traditional simple and compound clauses are considered as simple
sentences. The simple sentences can be exemplified as follows (in traditional

grammar. (5.a) and (5.c) are called simple and compound, respectively).

(3) a. Ali okula gitti.
Ali school+DAT go+PAST+3SG

*All went to school.’

b. Okula giden adam
cami kirdi.
school—l—DA”f go+CONV=ADJ man
window+ACC break+PAST+3SG

“The man who went to school broke the window.’

c. Adam okula giderek
cami kirds.
man school+DAT go+CONV=ADV

window+ACC break+PAST+3SG
"The man broke the window by going to school’
C'mﬁple:v Sentence consists of more than one simple sentence that may be

structurally (6.a) or semantically (6.b) connected to each other [19].

(6) a. Hafta sonlari, kitiphaneye gider(dik) ve kitap okurduk.

‘At the weekends, we used to go to library and read the hook.’

b. Cok yorgun olmasina ragmen Ali ige gitti.

"Although he was very tired, Ali went to work.’

We assume that the the traditional connected and coordinated sentences are
compler. However, the complex sentences are not considered in more detail.
Because the simple sentence generation must be achieved before generating a
complex sentence. For that reason, the main focus of this thesis will be on the

simple sentences.

'See Section 3.3 for more information about the functional constituents in the simple
sentence,
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3.2.3 Predicate Type of Sentences

[n Turkish grammar, sentences can be divided into two groups according to
the type of their predicates: verbal, and nominal sentences. If the predicate of
the sentence is derived from a verb, it is called a verbal sentence. It can be
exemplified as follows.

(T) a. Yarin sabah  okula gidecegiz.
Tomorrow morning school+DAT go+FUT+1PL

*We will go to school tomorrow morning.’

b. Cocuklar top oynamayi severler.
child+3PL football play+CONV=NOUN+ACC like+ AOR+3PL
"The children like playing football.’

If the predicate is derived from a nominal? group, it is called a nominal sen-
tence. In the realization of the nominal sentences, the following exceptions
must be considered: A nominal group becomes a finite verb with a substantive
(predicative) verb that is used as an auxiliary verb (copula) to demonstrate
the “to be” meaning of the predicate in the following four grammatical tenses:
Aorist, Past, Narr, and Cond.

(3) a. Kiz ¢ok guzeldr.
girl very beautiful+COP+PAST+35G

‘The girl was very beautiful.’

b. Ahmet bagkander.
Ahmet chairman+COP+AQOR+3SG

‘Ahmet is the chairman.’

The negative sense of the nominal sentence is represented by a separate word

“degil” (not to he) for the mentioned four tenses above.

(9) Ahmet baskan  degildir.
Ahmet chairman NegNoun+COP+AOR+35G

*‘Ahmet is not the chairman.’

9 . . . .
“Nominal is a common name for noun and adjective.
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To explain the other tenses (future, progress, optative, necessitative, imperative)
in the nominal sentences, the auxiliary verb “olmak” (to be) is used. In that

case, the auxiliary verb is realized as the predicate of a verbal sentence.

(10) a. Yarin okulda olacaksin.
tomorrow school+LOC be+FUT+25G

"You will be at school tomorrow.’

a. Ahmet baskan  olmayacak.
Ahmet chairman be+NEG+FUT+3SG

‘Ahmet will not be the chairman.’

One of the most used nominal sentences is the existential sentence “var,
yok” (existent, absent). There is no different issue in the realization of exis-
tential sentences. The process of an existential clause is derived from the noun

var or yok to express that something exists or not.

(11) a. Masada ug  kitap vard.
table+LOC three book exist+COP+PAST+3SG

*There were three books on the table.’

b. Masada hi¢ kitap yoktu.
table+LOC any book absent+COP+PAST+35G

"There wasn’t any book on the table.’

This syntactic classification does not provide any more information on how
to determine the constituents of a sentence. In the functional analysis of Turk-
ish (in Section 3.3), we divide sentences into several groups according to the

meaning of their process to determine the relevant sentence configurations.

3.2.4 Word-Order in the Sentence

Turkish is a free word order language, for instance the syntactic functions can

be ordered as follows:

o Regular Sentence: Subject --- Object - -- Verb (default)
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e Irregular Sentence V--- §-.- OQor O--- V--. 8§

Although the same constituents are freely ordered to construct a sentence,
each order provides the additional information to explain the different tex-
tual function of each constituent. The textual functions can be identified as
follows [10, L5]:

e the sentence-initial position as topic

o the immediately preverbal position as focus

o the postverbal position as background information
[n the realization, each constituent may be conflated with one of these func-

tions, and these functions are strictly ordered as shown in the following tem-

plate:

Topic Neutral --- Focus Process Background

Theme Rheme

Naturallv, the number of constituents in the sentence may be increased, and
they can not be conflated any textual function. For those kinds of constituents,
we will use a default word order in the implementation (see Section 4.2). Ac-
tually, it is not possible to generate a natural sentence in this way. To solve

this problem, we need more linguistic analysis.

[n spite of the free word order characteristic of Turkish. there are some
grammatical constraints on the word order. It Direct Object is not focused in
the sentence (12.a), it must be realized as a definite element. If Direct Object is
an indefinite element (12.b), it must be adjacent with the process. Otherwise,
it will be ungrammatical (12.c).

(12) a. Cama Ali kirdi.
window+ACC Al break+PAST+35CG

‘Ali broke the window.’

h. Ali cam kirda.
Ali window+NOM break+PAST+3SG

‘Ali broke (a) window.’
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c. *Cam Ali kirda.
window+NOM Ali break+PAST+3SG

- = - ———————— default_word_order
Topic » Neutral ... Focus » Predicate ... Background

e dirccl_objx_
} Word-Order_Res_1

definite Direct Obj * Predicate
efinite Focus Process

indefinit
Figure 3.3: A System Network for Word-Order

Figure 3.3 shows a system network that can be used to realize a part of word-

order restrictions in Turkish.

3.3 Functional Analysis

From the functional perspective, all languages try to realize the common se-
mantic functions with their own grammatical structures and lexical items. Ac-
cording to Halliday, all languages have the following three common metafunc-

tions:

e [deational
o Interpersonal

o Textual

These metafunctions had already been described in Section 2.2.5. Here, we will
nse more specific functions given by Halliday for each metafunction to describe
the semantic configuration of a clause.> Then, we will consider the realization

of each semantic function in Turkish.

*Clanse is used as a common name for sentence, or sentence-like structure. [t can be
described as a configuration of participants and circumstantials around a central process.
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3.3.1 Ideational Representation

[deational representation of a clause consists of three functional components:
process, participants, and circumstantials. Process is the main constituent
that represents an event or a state. Participants are persons or things involved
in a process. Circumstantials are the optional constitucuts to describe the

process from different perspective such as time, place, manner etc.

Participants, and Circumstantials are specified with new semantic func-
tions to represent the special meanings, roles o relations in the clause. The
specific participant functions depend on the type of process. The transitivity
and ergativity analysis [14] allow us to classify the processes in the language,
and to describe the configuration of participants. The specific circumstantial
functions do not strictly depend on the type of the process. They are optionally

used to give more information about the process.

In the following sub-sections, we will present the transitivity and ergativity
analysis for Turkish. Then, we will consider the realization of participants and
circumstantials. By the way, the process of a clause is realized by a verbal

group presented in Section 3.4.

Transitivity

Transitivity specifies the different types of processes recognized in the language,
and determines the participants according to these types. In this way, the
logical relationships between the process and participants are provided. The

types of processes and their special participants may be classified as follows.

L. Material processes (processes of doing) express the notion that some en-
tity “coes” something which may be done “to” some other entity [14].
That kind of process contains the following two participants (also shown
in Table 3.4): Actor is an obligatory participant that represents the one
that does the deed. Goal is an optional participant that represents the
one that the process is extended to.- Another term that may be used for

this function is patient.

The material processes are characterized by the following two semantic

features: agentive and effective. Each of these features may he yes or no
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QW)

[ Al IC'd,IIlll kird: W
I Actor, ] Goal rProcess |

Table 3.4: Involved Participants in Material Processes

but both of them can not be no at the same time. Thus, three different

alternatives appear as shown in Figure 3.4. At cach alternative, a distinct

agentive G
+AGENT
+MEDIUM
AGENT/ACTOR
MEDIUM/GOAL
+MEDIUM
MEDIUM/ACTOR

effective

+AGENT
__/— AGENT/ACTOR

Figure 3.4: Semantic features of the material process

configuration of the participants is used for the realization. The partici-
pants agent and medium will be described in the ergativity analysis (next

section).

Mental processes (processes of sensing) express feeling, thinking, and
perceiving activities of humans. There are two participants in a mental
process (also illustrated in Table 3.5): Senser is the conscious being
that feels, thinks or senses. Phenomenon is a thing or a fact that is
“sensed”-felt, thought or seen.

(13) Gocuklar  kitap okumay: severler.
child+3PL book read+CONV=NOUN+ACC like+AOR+3PL
“The children like reading book.’

Mental processes can be divided into three sub-types [14]: Perception

(seeing, hearing etc.), Affection (liking, fearing etc.), Cognition (thinking,
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m(>c11l<la1* [ kitap okumayt | severler. |

L Senser l Phenomenon I Process ]

Table 3.5: Involved Participants in Mental Processes

knowing, understanding etc.). All mental processes potentially involve

both a senser and a phenomenon.

3. Relational processes (processes of being) express the way of “being.” The
central meaning of sentence in this type is that something is. The rela-
tional processes can be classified according to the tvpe of being, and the
explanation mode of being. The type of being may be one of the follow-
ings [14]: .

(1) Intensive “vis a” r a-dir
(2) Circumstantial “zis at a” r a-da-dir
(3) Possessive “r has a” r a-ya sahip-tir

Each type can be explained in two modes [14]:

(a) attributive “qis an attribute of &"

(b) identifying “a is an identity of 2"

As a result, the six types of relational processes can occur. Each type of
relational processes may be exemplified as follows. They are also classified

in Table 3.6 according to the mode and type of being.

(14) a. Bu kitap siyahtir.

this book black+COP+AOR+3SG
“This book is black.’

bh. All okuldadir.
Ali school+LOC+COP+AOR+35G
‘Ali is at the school.’

c. Alitdg  kitaba sahiptir.
Ali three book+DAT own+COP+AOR+3SG
‘Ali has three books.’
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All bagkandir.
Ali chairman+COP+AOR+3SG

*Ali s the chairman.’

b. Eniyi yer okuldur.
best  place school+COP+AOR+3SG
“The best place is the school.’
c. Ali'nin  kitabidir .
Ali+GEN book+P0OSS=3SG+COP+AOR+3SG
‘It 1s Ali’s book.’
mode of being attributive identifying

type of being

Intensive Bu kitap siyahtir. Ali bagkandir.

Bagkan Ali'dir.

Circumstantial Ali okuldadir. En iyi yer okuldur.

Okul en iyi yerdir.

Possessive All Gg kitaba sahiptir. | Ali’nin kitabidir.

Kitap Ali'nindir.

Table 3.6: Relational Processes

The special participants for each type of relational processes are deter-

mined according to the mode of being. In the attributive mode (illus-

trated in Table 3.7), an attribute is ascribed to some entity [14]. Partici-

pants in this mode are as follows: Carrier is an entity to that an attribute

1s ascribed. Attribute is a determiner that is ascribed to Carrier. In the

attribute of
Intensive Bu kitap siyah -tir
Circumstantial Ali okul-da -cdar
Possessive Ali ¢ kitaba | sahiptir
r Participants || Carrier | Attribute | Process [

Table 3.7: Attributive Mode in Relational Processes

identifying mode (illustrated in Table 3.8), one entity is used to identify

another. To represent these two entities, the participants Identifier and
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Masanin tizerinde | ti¢ kitap vardi.

Masanim uzerinde | hig kitap voktu.
Location Entity | Process:(existential yes)
Location Iintity | Process:(existential no)

Table 3.9: Participant in Existential Process

5. Other types of process may be recognized in the language such as ver-
bal, behavioral [14]. In this study, we do not deal with these kinds of

processes.

Ergativity

[f the process is “caused”-ergative, the analysis of the ergativity is required to
find the following functions as participants: Agent (the Causer), Medium
g ! g ‘ )

(the Affected). Sometimes Medium is conflated with Actor, sometimes with

| Ali L cami | kird: l ’
| Agent | Medium | Process | | Medium | Process |
] Actor [ Goal J Process \ |

Cam l kirild: ‘

Actor [ Process |

‘Table 3.10: Participant Configuration with Ergativity Analysis

(ioal as shown in Table 3.10. This multidimensional functional treatment and
the interaction of functions are the key points in the functional approach to

generate a text.

[n addition, the agent and the actor may be different participants to explain
the fact that someone (agent) is causing someone else (actor) to perform the
process. For instance, in (17), ALi (the agent) was causing Veli (the actor) to

paint the table.

(17) Ali masayn Veli'ye boyatti.
Al table+ACC Veli+DAT paint+CAUSHPAST+35G

"Ali had Veli paint the table.”
“Ali had the table painted by Veli.’
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In Turkish, the causation hierarchy may be more complex. More than one
agent-like participants may appear between the agent and the actor to explain
that someoue is causing another. causing another and so on to perform the
process.  Lor example, an additional participant (Agent-2) is illustrated in
(18).

(13) Ali masay! Ahmet araciligr ile
Veli'ye boyattirdi.
Ali table+ACC Ahmet’s help  with
Veli+DAT paint+CAUS+CAUS+PAST+3SG
‘Ali told Ahmet to have Veli paint the table.”

We will not consider more complex causations. because they are not frequently

used in practice.

Common Participants

Some participants can occur in more than one type of processes. Beneficiary
(logical indirect object) is the one to whom or for whom the process is done.
[t may occur in: Material processes and Relational processes. Range (logical
cognate object) is a component that represent the range or scope of the pro-
cess. [t may appear in: Material processes and Mental processes. Those two

participants can be exemplified respectively as follows.

(19) a. Al Veliye bir kitap verdi. (Beneficiary)
Ali Veli+DAT a book give+PAST+35G

*Ali gave Veli a book.’

b. Ali tenis oynuyor. (Range)
All tennis+NOM play+PROG+3SG

"Ali is playing tennis.’

Realization of Participants

Participants are mapped onto syntactic functions such as subject, direct-object

etc.. and generally realized by noun groups, and infinitive clauses. In this
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stucly, the semantic functions given in Table 3.11 are used to represent the

participants in the different types of processes.

[ Process Type | Semantic Functions ]

Material actor, goal, agent, medium
beneficiary, range

Mental senser, phenomenon, agent
beneficiary, range

Relational - Attributive carrier, attribute

Relational - Identifying identified, identifer

Existential entity

Otliers — Verbal, Behavioral | are not considered

Table 3.11: Participant Configuration in Simple Processes

Realization of Circumstantials

In contrast to participants, circumstantials are not mapped onto any syntactic
functions. They are directly realized by noun groups, post-positional groups
ov adverbs in the sentence structure. In this approach, there is no syntac-
tic distinction among several circumstantials. However. Quirk decomposed
circumstantials (that they call adverbial) into different classes (as shown in

Figure 3.5 from [38]) according to their syntactic behavior.

Adverbials
integrated Peripheral
in clause structure in clause structure
Primariy Primariy
non-connective connective
ADJUNCTS DISJUNCTS CONIJUNCTS

Figure 3.5: Adverbials (Syntactic Classification of Circumstantials)

In this study, we have considered only the circumnstantials that are presented
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in [14], and realized by adjuncts [38]. Adjuncts may be one of the following
grammatical structures: Noun Group (NP), Post-Positional group (PP), Ad-
verh Group (Adv(@G). More information about these units can be found in Sec-
tious 3.3, 3.6, and 3.7, respectively. The disjuncts and conjuncts are presented
in [38]. and most of them are implemented in SURGE 2.0 (see [9, 17]).

Circumstantial functions can be decomposed into seven classes (as shown in
Table 3.12) according to their functional features. The number of these classes

may increase by depending on linguistic analysis.

| Class ‘ Semantic Func. | Answer the Ques. | Realizations ]
Spatial direction in what direction? AdvG, PP, NP
distance how far? NP
origin from where? NP
location where? NP
destination to where? NP
path through where? NP, PP
Temporal | duration how long? NP, AdvG, PP
frequency how often? AdvG, PP
time when? NP, AdvG, PP
Manner means/instrument | how?/what with? NP, PP
quality how ...7 NP, AdvG
comparison what like? PP
Cause reason why? PP
purpose what for? PP
behalf who for? PP
Accom- comitative + what/who with/else? PP
-paniment | comitative — but not who/what? NP
additive 4+ and who/what else? PP
additive - and not who/want? PP
Matter what about? PP
Role what as? PP

Table 3.12: Circumstantials Realized by Adjuncts

Each circumstantial function given in Table 3.12 can be described, and

exemplified according to its syntactic realizations as follows.

. Extent-&-Location in space (Spatial [Functions)

e Direction is a function that represents the direction of the process.
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(20) a. Ali asagiya kosuyor. (AdvG)
Ali down run+PROGH+35G
‘Ali s running down.’
b. Ali okula dogru  koguyor. (PP)
Ali school+DAT towards run+PROG+3SCG
‘Ali is running towards the school.’
c. Ali ters yon(d)e koguyor. (NP)
Ali opposite direction+DAT/LOC run+PROG+3SG
‘Ali is running at the opposite direction.’
e Distance is a function that represents the distance between start
and end points of the process.
(21) Al yedi km yiradia. (NP = measure)
Ali seven km walk+PAST+3SG
‘Ali walked seven km-s.’
e Origin is a function that represents a location from where the pro-
cess starts.
(22)  Ali okuldan geldi. (NP+ablative)
Ali school+ABL come+PAST+35G
‘Ali came from school.’
e Location is a function that represents a location where the process
1s occurs .
(23) Al okulda ders ¢alisiyor. (NP+locative)
Ali school+LOC study+PROG+3SG
‘Ali is studying at school.’
¢ Destination is a function that represents a location where the pro-

cess is directed towards.
(24)  Ali okula gitti. (NP+dative)
Ali school+DAT go+PAST+35G
‘Ali went to school.’
o Path is a function that represents the track or way of the process.
(25) Al okula patika yoldan  gitti. (NP+ablative)
Ali school+DAT foot-path+ABL go+PAST+35G

‘Ali went to school via foot-path.’

2. Extent-&-Location in time (Temporal Functions)
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e Duration is a function that represents the time during which the
process continues.
(26) a. U¢ giin (boyunca) ders ¢ahigtim. (NP or PP)
three days during  study+PAST+15G
‘I have studied for three days.’
b. Ali 1980°den  beri hastanede gahgiyor. (PP)
Al 1980+ABL since hospital  work+PROG+3SG
‘Ali has been working at hospital since 1980.’
c. Ali siurekli hikaye kitabr okur. (AdvG)
Ali always story book read+AOR+3SG
‘Ali always reads story books.’
o Frequency is a function that represents the repeated or frequent
happening of the process.
(27) a. Ali stk sik kiitiphaneye gider. (AdvQ)
Ali often library+DAT go+AOR+3SG
‘Ali often goes to library.’
b. Ali bes kere telefon etti. (PP)
Ali five time phone+PAST+3SG
‘All phoned five times.’
e Time is a function that represents the time of the process.
(28) a. Ali okula din gitti. (AdvQG)
Ali school+DAT yesterday go+PAST+35G
‘Ali went to school yesterday.’
b. Ben 1971°de  dogdum . (NP+locative)
I 19714+LOC born+PAST+15G
‘I was born in 1971.° .
c. Saat 5'den once 1ki elma yedim. (PP)
5 o'clock+ABL before two apple eat+PAST+1SG
‘[ ate two apples before 5 o'clock.’
3. Manner indicates the way or style of doing something. They are called

Process Adjuncts in [38]. They may be specified as follows.

e Means represents a method or instrument that is used to do some-

thing.
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(29) All mektubu  ugakla gonderdi. (NP+instrummental)
Al letter+ACC plane+INS send+PAST+1SG
‘Ali sent the letter by air mail.’
¢ Quality explains how the process is performed. It is generally re-
alized by adverb groups.
(30) Ali mektubu  dikkatsizce yazdi. (AdvQ)
All letter+ACC carelessly  write+PAST+1SG
‘Ali wrote the letter carelessly.’
e Comparison explains what the process looks like.
(31)  Su  buz gibi soguktu. (PP)
water ice like cold+COP+PAST+3SG

‘Water was cold like ice.’

4. Cause explains what caused to do something. It can be decomposed into

the following three sub-categories.

e Reason represents why the process is performed.
(32)  Sojuk havadan dolayn
ma¢ ertelendi. (PP)
cold  weather+ABL because of
match postpone+PASS+PAST+35G
‘The match was postponed because of the cold weather.’
‘o Purpose represents for what reason the process is performed.’
(33) Ders ¢ahsmak igin kutiphaneye gittim. (PP)
study+CONV=NOUN+NOM for library+DAT go+PAST+1SG
‘I went to library to study.’
e Behalf represents for whom the process is performed.
(34) Oglu igin bir araba aldi. (PP)
son+35P for a car buv+PAST+35G
‘He bought a car for his son.’
5. Accompanimentis someone/something that represents the meaning "and’,
‘or’. ‘not’ as circumstantial. It is a form of joint participants in the pro-

Cess.

e Comitative “represents the process as a single instance of a process,

although one in which two entities are involved” [14].
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(35) +. Ahmet Ali ile (birlikte) geldi. (PP)
Ahmet Al with come+PAST+3SG
‘Ahmet came with Ali.’
—. Ali okula semsiyesiz gitti. (NP+privative)
Ali school+DAT umbrella+PRIV go+PAST+3SG
*All went to school without an umbrella.’

o Additive “represents the process as two instance; here both enti-
ties clearly share the same participant function, but one of them
presented circumstantially for the purpose of contrast” [14].

(36) 4. Ali gibi Veli'de geldi. (PP)
Ali as well as Veli+LOC come+PAST+3SG
‘Veli came as well as ;-\li"'
—. Ali’nin yerine  Veli geldi. (PP)
Ali+GEN instead of Veli come+PAST+3SG
‘Veli came instead of Ali.’
6. Matter explains the subject or topic about which the process is per-

formed.

(37) Sinav hakkinda ne  dedi? (PP)
examination about  what say+PAST+3SG

‘what did he say about the examination?’

7. Role represents the meaning of 'be’ (attribute or identity) in the form of

a circumstance.

(33)  Oraya bir 6grenct olarak gidecegim. (PP/AdvG)
there a student as go+FUT+35G

‘I will go there as a student.’

3.3.2 Interpersonal Representation
Interpersonal metafunction expresses the relationship between the speaker and
the listener (presented in Section 3.2.1). Interpersonal metafunction can be

specified as follows:

e tense (primary time-time & secondary time-mode)
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e polarity (positive or negative)
e mood (declarative, interrogative etc.)

e description of the process (POT, APP, DUR or HASTE)

In Turkish. these functions are realized in the verbal group. For that rea-
son. more information about them is presented in Section 3.:4. The values of
these functions may be extracted from very abstract information. However,
we assume that text planner produces their grammatical values in our current

implementation.

3.3.3 Textual Representation

Textual metafunction presents the ideational and interpersonal information as
text in context. In the syntactic level, “S O V” may be given as a default or-
der. However, in the semantic level, the ideational and interpersonal functions
are ordered according to their conflation with the following specified textual

functions:

Topic Neutral --- Focus Process Background

Theme Rheme

These functions and some grammatical constraints have already been presented

in Section 3.2.4.

3.4 Verbal Group

A verbal group is constructed on a lexical element called base that can be a

1

rerh ov a nominal group.® In (39.a) and (39.h). those kinds of verbal groups

are respectively exemplified.

(39) a. Gitmeyecegim.

20+ NEG+IFUT+1SG

*Adjectives and nouns are nominal groups in Turkish.
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Base+sullixes

T will not go.”

b. Guzel  degilder.
beautiful NegNoun+AOR+COP+3SG

Base NegNoun+suffixes
"[t is not beautiful.’

The base is the single lexical element that is given for the formation of a
verbal group. The other lexical elements such as degil, mi, ol and the relevant
suffixes. the components of the verbal group, are determined and organized by
the systemic-functional grammar to express appropriate meanings. So, this
section presents the possible structures of the verbal groups and their internal

organization in Turkish [2, 23].

There are more than one grammatical structure of the verbal groups to ex-
press many distinct meanings. Fortunately, they may be generalized according
to the tvpe of base (nominal group, verb) and the mood (finite, non-finite).
The selected features from these two systems (type-of-base and mood) deter-
mine the appropriate structure for the verbal group. The selected features
from the other systems in Figure 3.7 given in Section 3.4.2 organize the inter-
nal structure of the verbal group. As a result, the following general structures

can occur:”’

e if base is a verb and mood is finite
This case is selected to realize the process of a verbal sentence, or question.
The type of the process can be material or mental. The structure of verbal
groups for this case is shown in Table 3.13.° There exists two distinct
components of the verbal group for {ntel'l‘ogative sentences (questions):
base and interrogative tag. The Mode, Person, and Number are added
to base or interrogative tag depending on the selected values of these

functions.

?The structures are considered in the tabular forms. The center row of the table describes
the required functional elements of the verbal group in a grammatical order. The top rows
of the table give examples, and bottom rows present their grammatical values, respectively.
All possible values of each element are presented in Table 4.4 given in Chapter 4.

"VT stands for Voice Frame; Pol for Polarity; DV for Descriptive Verb; DP for Descriptive
Polarity M-P-N for Mode, Person, and Number; Pot for Potential: Pos for Positive; Neg for
Negative.
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sev -ebil -melisin
vaz | -div _ -acal mi -y-di
Base | VI | Pol | DV | DP | Finite Interr-Tag | M-P-N
Verb | ... | Pos | Pot | Pos none
Verb | ... | Pos | none | Pos yes-no
-dir
Subj-Obj-rel | Transition | Voice
none none Active
none Trans 1 Active
Voice Frame
-meli -sin
-acak -
Time | Mode | Person | Number
Necess | none | Second | Sing
Future | Past | Third Sing
Finite

Table 3.13: The Structure of Finite Verbal Group from Verb

(40) a. Arkadaglarim sevebilmelisin.
friend+3PL+2PP+ACC love+POT+NECES+25G
“You ought to be able to love your friends.’

b. Al mektubu yazdiracak mayde?
Ali letter+3SGH+ACC write+CAUS+FUT Ques+PAST+35G

‘Was Ali going to have the letter written?’

e if base is a verhb and mood is non-finite
The structure of finite verbal group of a verbal sentence (given above) can
be used in this case by replacing the finite with a non-finite element. A
non-finite verbal group realizes the process of a clause that may be used
as a noun (infinitive), adjective (participle) or adverb (adverbial). As a

result, the structure for this case is given in Table 3.14.

(1) a. Birisi tarafindan
sevilmek glizeldir.
someone by

love+PASS+CONV=NOUN nice+COP+AOR+35G

“To be loved by someone is nice.’
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Sev -il -mek

Oku -yacak

Kog -arak
Base | Voice I'rame | Polarity | Desc-Verb | DP Non-Finite
Verb Pos none mek (noun)
Verb Pos none ecek (adjective)
Verb Pos none arak (adverb)

Table 3.14: The Structure of Non-Finite Verbal Group from Verb

b. Mektupu okuyacak
adam gelmedi.
letter+3SG+ACC read+CONV=ADJ
man+NOM come+NEG+PAST+3SG

“‘The man who would read the letter did not come.’

c. Ali okula kosarak gitti.
Ali school+DAT run+CONV=ADV go+PAST+3SG

‘Ali went to school by running.’

e if base is a nominal group and mood is finite
This case 1s selected to realize the relational processes that express the
way of “being.” Here, the base is a nominal group that may be an
attribute or identifier in a nominal sentence or question. The type of
“being” may be intensive, circumstantial, or possessive. According to its
type, the base may take some suffixes such as locative and possessive
before the formation of the verbal group. In the generation of a verbal
group, we assume that the base is a lexical element, and the required
suffixes or the distinct elements are determined by the systemic grammar
to express the appropriate meanings. This case involves two types of
grammatical structures. One of them is selected to realize a relational
process by depending on the value of the Time. In the first structure
shown in Table 3.15, a substantive (predicative) verb like an auxiliary
verb is attached to base to demonstrate the “to be” meaning of the
process. In addition, a distinct element called neg-noun is located after
base to express the negative meaning. In the second structure shown
in Table 3.16, an auxiliary verb “olmak” appears as a separate element
after the base. If the value of Time is Aorist, Past, Narr, or Cond then

the first structure is selected, otherwise the second one is selected.
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Ogretimen -dir - —~ -~ -~

Ogretmen - degil | -dir - -

()?,‘1‘(3“11611 - - - i -dir
Base Finite Pol | Finite Interr-Tag | Finite
Noun substantive Pos - none -
Noun - Neg | subst... none -
Noun - Pos - Ves-1o subst...

Table 3.15: The Structure of Finite Verbal Group from Nominal Group (1)

(42) a. O Dbir égretmendir.

He a teacher+COP+AOR+3SG
‘He is a teacher.”

b. O bir dfretmen degildir.
He a teacher not+COP+AOR+3SG
‘He is not a teacher.

c. O bir égretmen midir?
He a teacher Ques+COP+AOR+35SG

‘Is he a teacher?

Ogretmen olmayacalkti
Base Aux:verbal-group, mood:finite
Noun

Table 3.16: The Structures of Finite Verbal Group from Nominal Group (2)

(43) a. All ogretmen olmayacakts.
Ali teacher be+NEG+FUT+PAST+35G

‘All was not going to be a teacher.

e if base is a nominal group and mood is non-finite
[n this case. the same structure in Table 3.16 is used by changing the

value of the mood of auxiliary verb with non-finite.

(44) a. vazar olmak
writer be+CONV=NOUN

‘to be a writer’
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b. vazar olan
writer be+CONV=ADJ

‘(someone) who is a writer’

¢. vazar olarak
writer be+CONV=ADV

‘as a writer’

3.4.1 The Elements in the Verbal Group

Base is the main element of the verbal group. It may be a verb or a nominal

group.

Voice Frame determines the different states of Subject and Direct Object in

the sentence.

e According to Subject-Object-Relation (Subj-Obj-rel)
If the effect of the process is on the person or thing that does it,
subj-obj-rel is called reflezive (subject and object are same). If two
participants do the same thing to each other, subj-obj-rel is called

reciprocal (subject and object are mutual).

e According to Direct Object (Transition)

If the process involves another person or thing (direct object) that
the process affects, this process is called transitive otherwise it is
called intransitive. Here we defined a function that named lex-
transition to represent the transitive or intransitive feature of the
given lexical verb. This value is obtained from the lexicon as an
input for the verbal group.

An intransitive verb can be made transitive by using one of causative
suffixes (-t, -Ir, -tUr, -dIr, -er, -ert) in Turkish. In addi-
tion. a transitive verb can be made transitive again and again in
higher degrees by using the same suffixes. These transformations are
required to explain the causative relations” between the participants
of a clause. The order of causative suffixes and their functions [39)
are presented in Table 3.17.

The systemic-grammar determines the required transtormations at

the clause level and uses them in the realization of the Process. We

“Subject causes something to be done by someone else.
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verb causative functions
transitive | agentive | intensive

"l;-rr,trftnsitiue 'dif’\"t
-1t

-ir -dIr~-t | -dlr~-t
-er~-ert,

"'tran.sitiue

Table 3.17: The Order of the Causative Suffixes and their Functions

have defined a transition function to represent these transforma-
tions in the verbal group.

Theoretically, there is no restriction on the transition degree of a
verb. However, the listener and speaker may lose the the information
in the clause after three transitions. So, the clauses that involve max

three transitions are considered in this study.

e According to Subject (Voice)
Many actions involve two participants—-one that performs the action
and the other one is affected by the action. These kinds of actions
are called transitive above. Any one of these participants can be the
subject in the clause. If we want to focus on the participant that is
the performer of the action, we malke it the subject. and we use the
active form of the verb (45.b). Otherwise, the affected participant

is made the subject of the verb, and its passive form (45.h) is used.
(43) a. Al camu kirds. (active)
Al window+ACC break+PAST+3SG
‘Ali broke the window.’
b. Cam  Ali tarafindan kurilde. (passive)
window Ali by break+PASS+PAST+35G
“The window was broken by Ali.’
Polarity, and Descriptive Polarity
These two polarities explain the positive and negative senses ol the main

and descriptive verb, respectively.

Descriptive Verb is a verb that is added to the stem of the main verb to
explain the descriptive meanings of the process. The main verb and

Descriptive verb may be positive or negative sense but only one of them
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can be negative at the same time. There are four types of descriptive
verbs:
o Potential Verb (-bilmek, -Amam) explains whether something is
possible or not.
(16) a. Mehmet gelebilird.
Mehmet come+POT+PAST+35G
‘Mehmet was able to come.’
b. Yarn okula gelemeyecedim. (not eq. gelmeyecegim)
tomorrow school+DAT come+POS+POTneg+FUT+1SG
‘Tomorrow [ will not be able to come to school.’
¢ Verb of Haste (-A(y), -I(y) + -ver)
(47)  Mektubu  yazwerdim.
letter+ACC write+ HASTE4+PAST+15G
‘I immediately wrote the letter.’

e Durative Aspect (-A(y) + -durmak, -kalmak, -gelmek etc.)
(48) Sen masay1 temizleyedur.
you table+ACC clean+DUR+IMP+2SG
‘Keep on cleaning the table.’
e Approximative Verb (-A + -yaz)

(49) diseyazdim.
fall+ APP+PAST+1SG

‘I was about to fall down.’

Finite is an element that includes the following functions into verbal group.

e Time Primary time
e Mode Secondary time
e Person Third Second First
e Number Singular Plural
o Interr-Tag In the polar questions, the interrogative tag (m//mU)
becomes a distinct part of the finite verbal group.
(50) a. Onlar geliyorlar ma?
they come+PROG+3PL Ques

B . . 1 -2
Are they coming?
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b. Siz geliyor musunuz?

you come+PROG Ques+2PL

‘Are you corrxiﬁg'?’
The positions of the elements: Mode, Person. and Number are
changed according to their values. For example, if Person is third
(50.a), the Mode, Person, and Number are added to main verb.
However, if Time is progressive and Person is second (50.b), person
and number are added to Interr-Tag.

Auxiliary Verb is a verb that is combined with a noun or a noun group to
make a process from that noun. The combination of noun and auxiliary
verb is used as Base in the verbal group. In Turkish, the most used
auxiliary verbs may be ordered as follows. But, we only consider the

auxiliary verb “olmak” (to be) in the implementation.

e Olmak is used to explain a state or relation.
(51) a. Mehmet ogretmen olmaliyd.
Mehmet teacher be+NEC+PAST+3SG
‘Mehmet should have been a teacher.’
o Etmek/Eylemek/Kilmak are used to explain different actions.
(52) Bu evi biz inga ettik.
this house+35P+ACC we builld+PAST+3PL
‘We built this house.’

Negative-Noun (Turkish word degil) is used to represent the negative mean-

ing of the nominal verbal group.

Non-Finite is used to generate a non-finite verbal group that realizes the pro-
cess of a non-finite clause. This element is a particular suffix that provides
the conversation from verb to noun, adjective, or adverb. The non-finite
element is determined by the tvpe of the non-finite clause. There are
three types of non-finite clauses: infinitive, participle. adverbial. The

possible non-finite suffixes can be listed as shown in Table 3.18.

3.4.2 System Network of Verbal Group

In Figure 3.6, if we select the clause feature from the rank system, SFG intro-

duces the process as a function of the clause, and then realizes it as a verbal
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Type Converston to Suffives
[nfinitive | noun -mek. -me, -is
Participle | adjective -dik, -mis, -digi (past)

-en, -()r, -mez (present)
-ecek, -cegi (future)
Adverbial | adverb -ip, -ken, -erek. -ince ...

Table 3.18: Non-finite Suffixes

group by re-entering the network. The selection of a feature from each sys-

. — clause
' Process: :verba]—group

— N noun-group
rank d ial
groups adverbial-group

word ...

verbal-group

Figure 3.6: The Place of Verbal Group in SFG

tem. and the representation of realization rules depend on the implementation

formalism. So. these issues will be considered in Chapter 4.

The required systems, the realization rules, and the appropriate context of
each system in the linguistic description of the verbal group are determined
and organized by using the analysis in the previous section. As a result, the

svstem network given in Figure 3.7 is constructed.

In the network, only the systems and their appropriate contexts are dis-
played to express the basic linguistic description of the verbal groups. Because
of this simplification, more specific rules and relations are not displayed in the

network. However, they are considered and handled in the implementation.
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Figure 3.7: A System Network for Verbal Groups in Turkish

3.5 Noun Group (NP)

Noun Group (noun phrase-NP) is a grammatical unit that contains at least
a noun called HEAD, and its modifiers.® The modifiers express the various
tyvpes of the information about the head noun. but do not change its semantic
features. Indeed. the semantic features of the head noun also belong to the

entire NP [11]. Thus, the NP can be interpreted as an expansion of the head

noun.

3Here, modifier represent all kind of elements that determine, describe, modify, or classify
the head noun.
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The head noun can be a common noun, a proper noun, or a pronoun.
According to this choice, the head noun is modified by different grammatical
functions that may be interpreted as the constituents of the NP. The gen-
eral grammatical functions that expand the head noun can be described as
follows [1-4]:¥

Head (Thing)

Determiner (Deictic & Numerative) indicates whether a subset of the head

noun is specific or not, and expresses the numerical features of the head.

Describer (Epithet) indicates the subjective and objective properties of the

head noun.

Classifier (Classifier) indicates a particular subclass of the head noun.

Qualifiers (Qualifiers) indicate the characteristics of the head noun like the
previous elements of the NP, but “the characterization here is in terms of
some process within which the thing (head noun) is, directly or indirectly,
a participant” [14]. They may be realized by a participle clause, or an

oblique noun group.

These grammatical functions can be divided into more specific sub—functions.
In the following sections, the specific functions and their partial orders will be
considered and exemplified. Most of these functions can not be used if the
head noun is a pronoun or a proper noun. However, all of them can be used
with common nouns. Thus, to consider all functions, we assume that the head
noun is common; and the pronoun and the proper noun phrases only consists

of unmodified pronoun and proper noun, respectively.

9The grammar books use different names for these functions. In this document, we use
the names in the traditional and the functional grammars together. The italic names are
used in the functional grammar by Halliday.
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3.5.1 Determiner

Determiner is decomposed into following elements:!°

Speci fic non—spect fic

Possessor Demonstrative nsDeictic- - - Ordinal Quantitative--- Head PostDet

Deictic Numerative Thing

Deictic elements can be classified into two groups: specific or non-specific.
They are presented in Table 3.19 and 3.20, respectively.

Determinative Interrogative

Demonstrative | bu su o hangi

benim senin onun | kimin
Possessive bizim sizin onlarmn | hangi (adam)in
(Possessor) Ali’nin

Table 3.19: Specific Deictic

[ | | Singular | Plural | Mass |
additional | no
(addDet) | yes bagka, diger bagka
none
total positive | her batin
(nsDet) negative | hicbir
partial no
(nsDet) yes (herhangi) bir | baz biraz

Table 3.20: Non-Specific Deictic

Possessor indicates the owner of the head noun, and is realized by a noun
phrase that is marked with genitive case. In addition, the agreement ol
the possessor and the possessive of the head noun must be same. and it
is enforced by the grammar. Possessor specifies the head noun in two

mutually exclusive types: Determinative (53.a) or Interrogative (33.b).

19T]e elements are represented in partial order: Three dots represent that different func-
tions may be located.
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(53) a. Ali'nin kitaplar
AlI+3SGH+GEN book+3PL4+3SP+NONM
‘Ali’s books’
b. Kimin kitaplar
who+3SG4+GEN hook+3PL+3SP+NOM
‘Whose hooks’

Demonstrative indicates a particular subset of the head noun according to
the distance between the speaker and the specified thing, and is realized
by a demonstrative adjective. If distance is near, far, or too-far, the
demonstrative will be bu, su, or o. In contrast to English, there is
no plural form of demonstrative adjectives in Turkish (54.a and 54.b).
Demonstrative also specifies the head noun in two mutually exclusive
types: Determinative (54.a and 54.b) or Interrogative (34.cj.

(54) a. Su kitap

that book+3SG+NOM
‘That book’

b. Su kitaplar
that hook+3PL+NOM
“Those books’

c. Hangi kitap
which book+3PL+NOM
‘which hook’

ns-Deictic indicates the sense of all, none, or some unspecified subset of head
noun, and it is realized by non-specific determiners (given in Table 3.20).

ns-Deictic can be decomposed into following elements:

addDet nsDet

ns—Deictic

(55) a. Bagka bir kitap
another a bhook+3SG+NOM
‘another book’
b. Diger biitun kitaplar
other all book+3PL+NOM

‘other books’
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Numerative is either quantity or order, either exact or inexact as shown in
Table 3.21.

Ordinal exact birinci, ikinct
inexact onceki, sonraki
Quantitative | exact cardinal bir, iki
num-Seq distributive ikiser, tcer
fraction 5/ 4
inexact | indefinite (quantifier) | az, ¢ok
fuzzy min en az (exact num)
approx yaklagik (exact num )
max en c¢ok (exact num)
range u¢ bes,
Quantitative measure number (value) adet, tane
partitive length (value) (unit)
area (value) (unit)
volume (value) (unit)
container (container) dolusu
weight (value) (unit)
typical (value) parca, dilim

Table 3.21: Numeratives

Ordinal indicates the place of the head noun in order. and is realized by
ordinative adjectives. It expresses either an exact place (56.a) in order

or an inexact place (36.h).

(36) a. Birinct masa
first  table4+3SG+NOM
‘First table’
h. Sonraki masa
next  table+3SG+NOM
“Next table’

Quantitative expresses the numerical and partitive features ol the head noun.

Quantitative is decomposed into following elements:

numSeq partitive

Quantitative
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numSeq indicates the exact (57.a) or inexact (57.b) numerical leatures,
and is realized by numerative expressions (given in Table 3.21).
(57) a. Bes masa

five table+3SG+NOM

‘I"ive tables’

b. En fazle ¢  masa

maximum three table+3SG+NOM

‘Maximum three tables’
partitive indicates the expression of quantity by means of partitive (58)
(given in Table 3.21).
(58) Bes kilo elma

five kilo apple+35SG+NOM

‘Five kilos of apple’

Post—Det can be one of the elements in Table 3.22. The head noun is marked

with genitive case.

| type of post—det | value example

' total positive | 'nin hep+si

| negative | ‘min highir+i

[ multiplier 'nin (value) kat+1

| fraction 'min (numerator)+de (denurmerator)+
| partitive nm 5 kilosu

| min ikisi / gl ...

Table 3.22: Post Determiners

(59) Elmanim bes kilosu
apple+35G+GEN five kilo+35G+3SP+NOM

‘Five kilos of apple’
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3.5.2 Describer

Describer is decomposed into following elements:

Opinton Fact
Attitude- - - Quality - -- Head
S——
Epithet Thing

Attitude expresses the subjective property of the head noun, and is realized
by an adjective. In order, it tends to precede numerative (60).

(60)  Su sewimli iki kiz
that lovely two girl+35G+NOM
‘those lovely two girls’

Quality is also decomposed into following elements that express the objective

properties of the head noun:
age stze color - - -madeO f Head

In general, the objective describers (age, size, color) are located be-

tween determiner and classifier (61).
(61) Benim eski siyah ¢antam
my  old black bag+3SG+1SP+NOM
‘My old black bag’
madeOf indicates what the head noun is made of, and is realized by a

material noun. It precedes the head noun immediately, and it is used

mutually exclusive with classifier.

(62) siyah tahta masa
black wood table+3SG+NOM

‘black wood table’

Describers may accept the following degrees of comparison: Similarity (63.a),

Comparative (63.b), Superlative (63.c).

(63) a. Tas kadar sert ytrek
rock as hard heart+3SG+NOM

‘Heart as hard as rock’
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b. Tasdan daha sert ylrek
rock+ABL more hard heart+3SG+NOM
‘Heart harder than rock’

c. En  gizel kiz
most beautiful girl+3SG+NOM

*The most beautiful girl’

3.5.3 Classifier

Classifier is realized by a nominal group (64) that represents a particular sub-

class.

(64) yazihm  araci
software tool+3SG+3SP+NOM

‘software tool’

[t precedes the head immediately:
Classifier Head

Sometimes the same word (an adjective) may be used either as a describer
or as a classifier, with a difference in meaning: e.g. fast train may mean
“train that goes fast” (fast = describer) or “train classified as express” (fast =
classifier) [14]. There is no sharp line between these two grammatical functions,

but there are significant differences [14]:

e (Classifiers do not accept degrees of comparison or intensity,
o (lassifiers tend to be organized in mutually exclusive and exhaustive sets,

o Describers can be used as the complement of the be clause, but classifiers

cannot [40].

3.5.4 Qualifiers

Qualifiers are realized by prepositional phrases or clauses, and located after

the head noun in English. However, the order of qualifiers in Turkish NPs is
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determined according to the function of the qualifier. If it specifies the head
noun, it is located at the beginning of the NP. If it describes the head noun, it
is located between the determiner and the describer, and so on. In addition,
the qualifiers in Turkish NPs are realized by oblique noun phrases (65), or

non-finite clauses (66).

Qualifiers can be decomposed into more specific functions that specify, de-
scribe or classify the head noun from different perspectives. They can be

described, and relatively ordered as follows:

qualset - - - qualdesc- - - qualloc- - - possession - - - Head
—
Thing

qual-set expresses the superset of the head noun. It is realized by NP which

is plural and in ablative case.

(65)  Ogrencilerden Ali
student+3PL+ABL Al

‘Ali among the students’

qual-desc expresses some properties of the head noun in a process. It is

realized by a participle clause.

(66) Okula giden cocuk
school4+DAT go+CONV=ADJ child+3SG+NOM
“T'he child who goes to school’
qual-loc expresses the spatial or temporal location of the head noun. It may
be realized by NP (67.a-b) or Adv(G (67.c) that takes the +ki relative
suffix. In addition, the NP must be in locative case.
(67) a. Okuldak: cocuk (spatial)
school+ LOC+REL=AD.J child+3SG+NOMI
‘The child (who is) at the school’
h. 19217dek: savag (temporal)
1921+ LOC+REL=ADJ war+3SG+NOM
“The war in 1921°
c. Dinki film (temporal)
yesterday+REL=ADJ film+35G+NOM
‘The film yesterday’
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possession expresses what belongs or what does not belong to the head noun.
To explain the positive or negative possession, it is realized by NP which

is in munitive (+1I) or privative (+sIZ) case, respectively.

(68) a. Kuwrmuz sapkak kiz
ved hat+MUN girl+35SG+NOM

"The girl with red hat’

b. Kwmiz sapkasiz kiz
red hat+PRIV girl+3SG+NOM

‘The girl without red hat’

3.5.5 System Network of Noun Group

Noun groups are used to realize several functions in the clauses. For the lin-
guistic description of a noun group, the required systems, and their appropriate

contexts are presented as a system network in Figure 3.8.

3.6 Post—Positional Group (PP)

Post-positional Group (PP) has a simple structure that consists of an NP or
infinitive, and a postposition particle:

NP PostPos
—

particle

Particles are closed class of words such as gore (according to), dogru (to-
wards), sonra (after) etc. A particle cannot refer to any concept but it
provides to construct the relationships between the NP and the other con-
stituents. Each particle may enforce the NP to be in a particular case. Ac-
cording to this feature, particles are divided in to four classes that the NP is in
nominal case (igin, kadar, gibi), dative case (gére, karsi, dogru), ab-
lative case (sonra, once, basgka), ov the particle is case-marked (6n, arka,
tarafindan) [2]. This teature of the particle can be provided from the lexicon.

Fach of them can be exemplified as follows.
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Figure 3.8: A System Network for Noun Group in Turkish

(69) a. KNardes:

i¢in okula gitti.

brother+3SP for school+DAT go+PAST+3SG

‘He went to school for his brother.™

. Aliye

gore,

Ali+DAT according to world round

diinya yuvarlak degildir.

NegNoun+COP+AOR+3SG

‘According to Ali, the world is not round.’

¢. Sinavdan

examination+ABL after library+3SG+DAT go+PAST+15G

sonra kutiiphaneye

gittim.

1

‘I went to the library after the examination.’
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d. Arabanin ontinde iki  ¢ocuk vardi.
car+GEN front+3SP+LOC two child existent+COP+PAST+3SG

*There are two children in front of the car.’

PPs are used as adjuncts that realize the particular circumstantial functions

in the clause (presented in Section 3.3).

3.7 Adverb Group (AdvG)

Adverb Group (AdvG) is used in the realization of several circumstantial func-
tions that were illustrated in Section 3.3. The main constituent of an adverb
group, Head, is an adverb that gives more information about when, how, where,
or in what circumstances something happens or is done (14, 38]. In an adverb
group, there may be additional modifiers to modify the head adverb. In the im-
plementation, we have used a simple structure that contains only one modifier
for the adverb group.
Modi frer Head
: ——

adverd
The modifier is also an adverb including the comparative daha (more). and the

superlative en (most) forms.

(70) Daha yaras konusmalisin.
more slowly speak+NECES+2SG

"You must speak more slowly.’

According to the modification function, adverbs can be decomposed into several
classes [2]:

e verification (evet, hayir, gergekten)

e quantitive (az, gok)

e quality (duru, ince, uzun)

e place (agagi, yukari, disari)—place adverbs may take case suffix as

shown in (71).



CHAPTER 3. TURKISH GRAMMAR 64

(71) Seni disarida bekliyorum.
you+ACC outside+LOC wait+PROG+1SG

‘I am waiting for you outside.’
e temporal (diin, sonra, énce)
o {requency (daima, bazen, sik sik)
e manner (hizlica, sessizce)
In the implementation, we have not considered the grammatical restrictions

on adverb classes. We assume that the correct adverbs are given to realize the

relevant circumstantial functions.



Chapter 4

Implementation

[n order to develop a text generator with the Systemic—Functional Grammar,
we need to implement the linguistic descriptions (system networks and realiza-
tion rules) in a computational environment. For this purpose, we use the FUF
text generation system, and its functional unification (FUG) and typed feature
formalisms. In FUG framework, a data structure called functional description
(FD) is handled. An FD is a list of pairs that each pair has an attribute
name and value. Since we use the FUG formalism in the implementation [25],
we need to translate the system network into this formalism. A system of
the system network can be translated into disjunction of FDs, where each F'D
corresponds to an alternative in that system [20, 26]. Realization rules and
relations between the systems are also translated into attribute-value pairs.
This process is described by Kasper as an algorithm that translates SFG into
FUG (for more information [20, 26]). In addition, FUF provides a typed fea-
ture formalism to implement the mutual exclusion, and hierarchical relations
in SFG [3, 6, 21].

In this chapter. we present the basic architecture of the text generation
svstem. and its implementation for Turkish. Then, we re-consider the lin-
guistic descriptions and decisions in the generation of the major grammatical
nnits such as clause, verbal group, noun group. These grammatical units have

already been analyzed in the previous chapter.
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4.1 Text Generation System

The IFUF text generation system consists of two main modules: a unifier and
a linearizer [7]. The unifier takes, as input, a levicalized semantic description
of the text to be generated, and an extended form of FUG, and then produces,
as output, a rich syntactic description of the text or some new inputs! (the
semantic and syntactic descriptions for the grammatical units that realize the
specific components of the text) [8]. After the unification process, the linearizer
takes the generated syntactic description as input, and then produces the mor-
phological description of the text. At the end, a morphological generator may
produce the worded text. As a result, the final text generation system can be

organized as shown in Figure 4.1. In the given figure, the ellipses represent the

— Unifier T
H
A '
Lexicalized ! ———Yall
o . ' .
An Application ic SS— v syntactic ! rich
input - i and ' . i
« | semantic H Syntactic
H description ) input
[

R —.

FUG of SFG
pramimar recursive generation )
Lincarizer
Lexicon e
Gramunatical Unit Generator
morphology

text

Figure 4.1: The Architecture of the Text Generator

linguistic resources; the boxes represent the computational operations; and the

oval boxes represent the input/output descriptions.

In this thesis, we have tried to develop a Turkish text generator’ by us-
ing the architecture given in Figure 4.1. In this generator, we have mainly
considered the design and implementation of SFG for Turkish that will be
presented in the next section. In addition, we have changed the morphology
functions (e.g. morph-verb, morph-noun) of the linearizer for generating the
morphological descriptions in Turkish. These morphological descriptions are
the ultimate outputs of our current generator. They can be worded by the

Morphological Analyzer/Generator presented in [36]. By the way, we assume

!These new inputs are produced and recursively performed by the unifier.
2In the Turkish text generator, the exrra Turkish letters in the lexical items are repre-
sented as follows: Cis ¢, [ist, Gis § Oiso,Sisg, Uis u.
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that an application program that is not included in our implementation pro-
cduces the lexicalized semantic description of the text.” Finally, the expected
tasks from this generation system can be summarized as follows [7]:

e Determine the sentence configuration

e Map the semantic tunctions onto syntactic ones

e Provide ordering constraints

¢ Propagate agreement between the constituents

o Prevent over generation

e Select closed-class words

e Provide linguistic defaults etc.

4.2 Turkish Text Generation System with SFG

From the analysis given in the previous chapter, the main parts of Turkish

SEG can be organized as shown in Figure 4.2. After transforming SFG into

Process::verbal-group material

. Proc-Type mental
Transitivity { AXP_E relational
existential

declarative

— simple—% Mood tinite —{—— wh
——-r‘ — imcrrugulivc{
r—— clause — — non-finite yes-no
. active — infinitive
l—  complex Vo“‘c—_E —I—t paruciple
) ) passive adverbial
Circumstantials
— noun-group ~
Rank — verbal-group
——  group —
— postposition-group

“— adverb-group

noun
adj

nominal adv
e word{ particle
verb conj

Figure 4.2: System Network of Turkish Grammar

SIn the current generator, this input is given by hand.
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UG, the resulted grammar can be implemented in FUTF as follows:*

;; gr-module.l
(def-grammar gr ()
(setq *realize-grammarx
’((alt rank
(((cat clause)
(:! clause))
((cat group)
(:! group))
((cat word)
(:4 word)))))))

b

(def-alt clause (:index cat)
(((:& simple-clause))
((:& complex~clause))))
(def-conj simple-clause
(cat simple-clause)
(participants ((...)))
(:! mood)
(:) transitivity)
(:! voice)
(process ((cat verbal-group) ...))
(:! circumstantial)

(pattern (... -textual-&-default-order- ..

(def-alt group (:index cat)

(((:& verbal-group)) :
((:& np)) ;
((:& postposition-group)) :
((:& adverb-group)))) :

20D

Ve
noun-group

PP
advG

*The function alt is used to represent a system in FUF. The def-alt and def-conj
functions provide us to write grammatical systems in a modular way. These modules are
added to the main grammar by using the following operators : ! and :&, respectively [8].
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The whole grammar consists of the following modules:®

gr.l To load F'UL System files and the grammar.
types.1l All type definitions used in the grammar.
gr-modular.l Main module of implemented SFG for Turkish.
clause.l Graminatical systems for clause.

group.l Grammatical systems for group (phrase).
word.l Gramimatical words in Turkish.
transitivity.l Transitivity system for Turkish.

voice.l Voice system for Turkish.

mood .1 Mood System for Turkish.

circumstantial.l  Circumstantials mapped onto adjuncts.
verbal-group.l Grammatical systems for verbal group.

np.1l Grammatical systems for NP.

determiner.l Grammatical systems for determiners.
linearize.l Linearizer produces morphological descriptions.

To activate the text generation system for Turkish: FUF, and the Turkish SFG
are loaded into Lisp.® In the Lisp environment, the semantic description of the
text is given as a parameter to the uni function of FUF. next it produces a
rich linguistic description, and then calls the linearizer to generate a morpho-
logical description for each constituent. Now, we will try to demonstrate the
generation of a simple sentence in the implemented system. First. the semantic
description of the sentence is given as follows:
;; ali gitti.
(uni ’((cat simple-clause)
(time past)
(mood declarative) (voice active)
(process ((type material) (type-of-base verb)
(agentive yes) (effective no)
(lex "git")))
(participants ((agent ((cat proper)
(lex "ali™)))))))

3We have used the same modular approach in SURGE [7, 9].
“gr.l contains the required functions to load FUF and the grammar.
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Next, in the unification step, FUI produces the following rich linguistic de-
scription that represents the mapping of the semantic function agent onto the
syntactic one subject, the default word ordering constraint {Subject Verb), and

the agreement between the subject and the verb:

((CAT SIMPLE-CLAUSE) (TIME PAST) (MOOD DECLARATIVE) (VOICE ACTIVE)
(PROCESS
((TYPE MATERIAL) (TYPE-OF-BASE VERB) (AGENTIVE YES) (EFFECTIVE NO)
(LEX "git") (voice active) (mood finite) (cat verbal-group)
(polarity {polarity}) (desc-verb {desc-verb})
(desc-polarity {desc-polarity}) (time {time}) (mode {model})
(person {synt-roles subject person})

(number {synt-roles subject number})

(verb-body
((cat verb) (lex {process lex}) (voice {process voice})

(mood {process mood}) (polarity {process polarity})
(time {process time}) (mode {process mode})
(person {process person}) (number {process number})))

(lex-transition transitive) (pattern (verb-body))))

(PARTICIPANTS

((AGENT
((CAT PROPER) (LEX "ali") (np-function subject)

(generic-cat group) (countability countable)
(number singular) (person third) (np-type proper)

(head
((cat noun) (definite yes) (lex {synt-roles subject lex})

(person third) (number {synt-roles subject syntax number})
(case {synt-roles subject syntax case})))
(definite yes) (specific no) (referential no)
(syntax ((case nominative) (person third)
(number {synt-roles subject number})))
(pattern (dots {” head} dots)) (case nominative)))
(fset (actor agent range)) (actor {participants agent})))
(generic-cat clause) (process-type {process type})

(synt-roles
((fset (subject object iobject)) (subject {participants agent})))

(pattern
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(st-topic (* {~ topic}) end-topic {~ synt-roles subject} dots st-focus
(* {~ focus}) end-focus st-process {” process} end-process dots
st-background (* {~ background}) end-background dots))

(polarity positive) (desc-polarity positive))

Then. in the linearizing step, FUIF produces the morphological description of

each constituent as follows:

[ [CAT=NOUN] [RO0T=alil [AGR=3SG] [POSS=NONE] [CASE=NCM]]
[[CAT=VERB] [RO0T=git] [SENSE=P0S] [TAM1=PAST] [AGR=3SG]].

These morphological descriptions can be worded by the Morphological Ana-

lyzer/Generator [36] as follows:

gener(ate)> ali gitti.

4.3 Generation of Clauses

The semantic input of a clause consists of the given semantic functions in
Table 1.1.7 In the generation, the following types of linguistic decisions are

required to produce a rich linguistic description of the clause.

e Transitivity system determines the acceptable participant configura-
tion according to the process type. Transitivity and ergativity analysis

(in Section 3.3.1) allow us to construet this system.

o Voice system determines the syntactic function of each participant
which is determined by the transitivity system. There are two possi-
ble values of the voice: active and passive. We assume that the voice is

given in the semantic input of the clause.

e Mood system determines the form of finite clauses such as statement,

question etc., or the type of non-finite clauses such as noun, adjective, and

"Each function has already been described and exemplified in Section 3.3.
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[ Metatunctions | General Func. ] More Specific Functions Realization.
[deational Process VG
Participants agent, medium NP

actor, goal

beneficiary, range

senser, phenomenon

carrier, attribute

identified, identifier

entity (existential yes/no)
Circumstances | direction, distance, origin NP,
location, destination, path PP,
duration, frequency, time AdvG

means, quality, comparison

reason, purpose, behalf

comitative, additive

mater, role
Interpersonal | mood in VG
Textual voice i VG
topic conflated with
focus previous
background functions

Table 4.1: Semantic Description of a Clause

adverb. According to the mood function (finite or non-finite), additional

functions may be added to the semantic description of the clause. They

will be considered in the following sub-sections.

e The order of constituents is one of the most important aspects in the

generation. The determination of the best order of the constituents may

require more linguistic analysis. However, in our implementation, we use

the exact order of the basic textual functions, and the partial default

constituent lists to determine the relevant word order.?

textual functions have already been presented as follows:

Topic -+ Focus Process -+ Background

The order of

*In FUF, the constituent order is given by a special function called pattern.
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If a constituent is conflated with any one of these textual functions, it
is located at the position of this textual function. Otherwise, the con-
stituent is located according to a default order. In fact, it is not possible
to describe an exact ordering list. However, we may describe the most

used partial default ordering lists for the constituents such as
(pattern(subject - - - object - - - process))

(pattern(---time- - - location - - -))

In FUF, these partial ordering lists are unified in a non-deterministic

manner [8]. For instance, the given two lists can be unified as follows:

(pattern(subject - --time---object - - location - - - process))
(pattern(subject - --object - - - time- - - location - - - process))
(pattern(subject---time---location---object--- process))

In this way, the generator may produce the constituents in different orders

by providing the partial default orders.

In the ordering list, participants are ordered according to their syntac-
tic functions. However, circumstartials are directly ordered with their
names. We have used the following partial default orders in the imple-

mentation:
subject -+ -by — object - - - object - - -iobject - - - process

origin - - - destination - - - location - - - direction - - - distance - - - path
time- - duration - - - frequency - - - process
means - - - quality - - - comparison - - - process
TEASON - - - purpose - - -I.behalf- - process
additive - - - comitative - - - process

mater - --role- - - process

So far, we have presented common features for the clauses. However, there
is some distinction between finite and non-finite clauses. In the following two

sub-sections, the other features will be considered.
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4.3.1 Finite Clauses

In the finite clauses, time (primary time) and mode (secondary time) functions
are included into the semantic description of the text. They are interpersonal
functions, and also realized in the verbal-group. In addition, the finite clauses
may be declarative, or interrogative. A declarative clause is generated as a

statement (72) to give an information about something.

(72) Ali okula gitmigti.
Ali school+DAT go+NARR+PAST+35G

‘Ali had gone to school.’

The declarative clause given in (72) can be generated from the following se-

mantic description:

input:
(uni ’ ((cat simple-clause)
(time narr) (mode past)
(mood declarative) (voice active)
(process ((type material) (type-of-base verb)
(agentive yes) (effective no)
(lex "git")))
(participants ((agent ((cat proper)
(lex "ali")))))
(circum ((destination ((cat common)
(Lex "okul")))))))
output:
[ [CAT=NOUN] [RO0T=21i] [AGR=3SG] [POSS=NONE] [CASE=NOM] ]
[ [CAT=NOUN] [RO0T=okul] [AGR=35G] [POSS=NONE] [CASE=DAT]]
[[CAT=VERB][RUOT=git][SENSE=POS][TAM1=NARRJETAM2=PAST][AGR=35G]].

An interrogative clause is generated as a question to get an information about
something. In the interrogative clause, a query-for function appears in the
semantic description, and must be conflated with the constituent that is in-

queried. The type of the query may be yes-no (73.a) or wh (73.b).
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(73) a. Alimi okula gitti?
Ali Ques school+DAT go+PAST+3SG

‘I1s it Ali who went to school?’

b. kim okula gitti?
who school+DAT go+PAST+3SG

‘who went to school?’

These two clauses can be generated from the following semantic descriptions,

respectively:

input for yes-no:
(uni ’((cat simple-clause)
(time past)
(mood yes-no) (voice active)
(query-for {" participants agent})
(process ((type material) (type-of-base verb)
(agentive yes) (effective no)
(lex "git")))
(participants ((agent ((cat proper)
(lex "ali")))))
(circum ((destination ((cat common)
(lex "okul")))))))
output:
[ [CAT=NOUN] [ROOT=ali] [AGR=3SG] [POSS=NONE] [CASE=NOM]]
[[CAT=QUES] [ROOT=mI] [AGR=35G]]
[ [CAT=NOUN] (ROOT=0kul] [AGR=35G] [POSS=NONE] [CASE=DAT] ]
[[CAT=VERB] [ROOT=git] [SENSE=P0S] [TAM1=PAST] [AGR=35G]]?

input for wh:
(uni ’ ((cat simple-clause)
(time past)
(mood wh) (voice active)
(query-for {~ participants agent})
(process ((type material) (type-of-base verb)
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(agentive yes) (effective no)
(lex "git™")))
(circum ((destination ((cat common)
(lex "okul™)))))))
output:

[[CAT=NCUN] [ROOT=kim] [AGR=3SG] [POSS=NONE] [CASE=NOM] ]
[[CAT=NOUN] [ROOT=okul] [AGR=3SG] [POSS=NONE] [CASE=DAT]]
[[CAT=VERB] [ROOT=git] [SENSE=POS] [TAM1=PAST] [AGR=35G]]?

Several examples are also presented in Appendix A.1.

4.3.2 Non-Finite Clauses

Non-finite clauses are constructed on a non-finite verbal group (considered in
Section 4.4). According to the syntactic usage, non-finite clauses are divided
into three types:® infinitive, participle, and adverbial. In a different grammati-
cal unit, these clauses may be used as a noun, adjective, or adverb, respectively.
In the generation, to provide the conversation from verb to noun, adjective, or
adverb. we need to determine a non-finite element for the verbal group that
realizes the process of non-finite clause. In fact, this information may be ex-
tracted from the semantic description by the grammar. However, our linguistic
analysis is not enough to determine the non-finite elements for infinitives and
adverbials in the grammar. So, we assume that the relevant non-finite elements
(presented in Table 4.2) are given in the semantic description of these two type

clauses.

mood non-finite
infinitive | mek, me, is, meklik
adverbial ip, arak, ken ...

Table 1.2: Non-finite Elements for Infinitives and Adverbials

“In the semantic description, the mood function represents the type of non-finite clauses.



CHAPTER 1. IMPLEMENTATION

-1
|

I

(74) Al'nin  okula gitmesi
Al+GEN school+DAT go+CONV=NOUN=ME+3SG+3SP
‘Ali’s going to school’
“That Ali goes to school’

The infinitive clause given in (74) can be generated from the following semantic

description:

input:
(uni ’((cat simple-clause)
(mood infinitive) (non-finite me)
(voice active)
(process ((type material) (type-of-base verb)
(agentive yes) (effective no)
(lex "git")))
(participants ((agent ((cat proper)
(lex "ali")))))
(circum ((destination ((cat common)
(lex "okul")))))))
output:
[[CAT=NOUN] [ROOT=ali] [AGR=3SG] [POSS=NONE] [CASE=GEN] ]
[ [CAT=NOUN] [ROOT=o0kul] [AGR=3SG] [POSS=NONE] [CASE=DAT]]
[[CAT=VERB] [ROOT=git] [SENSE=POS] [CONV=NOUN=ME]
[TYPE=INFINITIVE] [AGR=35G] [P0SS=3SG] [CASE=NCM] ]

(75)  okula giderek
school+DAT go+CONV=ADVERB=ARAK

‘by going to school’

The adverbial clause given in (75) can be generated from the following semantic

description:

input:

(uni ’ ((cat simple-clause)
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(mood adverbial) (non-finite arak)
(voice active)
(process ((type material) (type-of-base verb)
(agentive yes) (effective no)
(lex "git™)))
(circum ((destination ((cat common)
(lex "okul")))))))
output:
[ [CAT=NOUN] [ROOT=o0kul] [AGR=3SG] [POSS=NONE] [CASE=DAT]]
[[CAT=VERB] [ROOT=git] [SENSE=P0S] [CONV=ADVERB=ARAK]] .

In the participle form. the grammar tries to determine the relevant non-finite
element (presented in Table 4.3) according to the following criterion: the par-
ticiple time, and the conflation of the modified or displaced constituent with

subject.!® In fact, there are several exceptions in the determination of the

(mood participle)

participle | scope conflated with | non-finite example
future subject ecek yazacak adam ygent/ctor/Subject
vazilacak mektupyiedivm/suvject

not subject ecegl vazacagim mektup

present subject en vazan adam sgent/Actor/Subject

y&Zﬂan m 5kt'l’dp:\'[edium/Subject

not subject —

past subject mis yazmig adam ypene/ sctor/Subject
yalemLi "n6'“UP!\/[edium/Su’)ject
not subject digi , vazdigim mektup

Table 4.3: Non-finite Elements for Participles

non-finite element in the participle if the scope is not conflated with subject.
That kind of exceptions are considered in the tabular form for each displaced
semantic constituent, and the resulted tables are presented in Appendix B.
However, in the implementation we have not used them. They may be useful

material for the future studies.

WThe modified or displaced element is represented by a function called scope.
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A participle clause is generated to describe one of its own constituents ex-

cept for the process. In (76), the participle clause describes its own agent/actor.

(76) okula giden ....
school+DAT go+CONV=ADJ=EN ...

‘... who goes to school’

The participle clause given in (76) can be generated from the following semantic

description:

input:
(uni ’((cat simple-clause)
(mood participle) (participle present)
(scope {~ participants agent})
(voice active)
(process ((type material) (type-of-base verb)
(agentive yes) (effective no)
(lex "git")))
(participants ((agent ((cat proper)
(lex "ali")))))
(circum ((destination ((cat common)
(lex "okul")))))))
output:
[ [CAT=NOUN] [ROOT=0kul] [AGR=3SG] [POSS=NONE] [CASE=DAT]]
[[CAT=VERB] [ROOT=git] [SENSE=P0S] [CONV=ADJ=EN]] .

[n the non-finite clauses, the textual function background is not used, so it

is always set to none. In the infinitive clauses, the semantic role that is mapped

onto subject!! is realized in the genitive case (77).

" Technically, non-finite clauses have no subject. However, in the implementation we have
not described another syntactic role to represent it.
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(77) Ali'nin  kitab okumasini
ben istedim.
Al+GEN book+ACC read+CONV=NOUN+3SP+ACC
[ want+PAST+1SG

‘I wanted Ali’s reading the book.’
‘I wanted Ali read the book.’

Several non-finite clauses and their usage in the different grammatical units

are presented in Appendix A.2.

4.4 Generation of Verbal Group

A verbal group realizes the following semantic functions of a clause: the pro-
cess (action, event or relational process); the interpersonal functions (mood,
tense, descriptive verb etc.); the textual function (voice). In the generation
of a clause, the generator produces a linguistic description that contains the
mentioned functions and additional syntactic ones for the verbal group. Then,
the generator recursively uses it to generate the verbal group as a worded text.
The required functions and their possible values in the linguistic description of

the verbal group are presented in Table 4.4.

A set of these functions can be produced manually, and given as an input
to the system.'? Then, the system generates the verbal group from the given
linguistic description by traversing the system network of the verbal group. In
the input set, at least, the functions cat, lex, and type-of-base must be given
with their values. The other functions are optional. If a function does not
appear 1n the input set but it is required, the first alternative is selected as
a default value for that function. The generation of the verbal groups can be

exemplified as follows:

12In a real application, the verbal group is automatically generated in the realization of

the clause.
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l Condition I Function Alternative values
cat verbal-group
lex a lexical verb or nominal group
type-of-base verb, nominal
lex-subj-obj-rel none, reflexive, reciprocal

it lex-transition transitive, intransitive
tvpe-of-base | subj-obj-rel none, reciprocal, reflexive
1s transition none, intrans-trans
verb transl, trans2, trans3
voice active, passive

polarity positive, negative

desc-verb potential, haste, durative, approximative
desc-polarity positive, negative

mood finite, non-finite

time aorist, past, narr, progress, future,

if cond, optative, necessitative, imperative
mood mode none, past, narr, cond
is person first, second, third
finite number singular, plural
interrogative none, yes-no

it type-of-verbal noun, adj, adv
moodl non-finite mek, me, is (mﬁnltlv )
is ecek, ecegl (participle future)
non-finite en (participle present)
mis. digi (participle past)

ip, ere, ince, dikce ... adve1b1aU

Table 4.4: The Input Functions for the Formation of Verbal Group

(73 sevebilmelisin.
love+POT+NEC+2SG
‘“You ought to be able to love.’
input:

(uni ’((cat verbal-group)

(type-of-base verb)

(lex “"sev')

(polarity positive)

(desc-verb potential) (desc-polarity positive)

(mood finite)

(mode none)

(number singular)

(time necessitative)
(person second)

(interrogative none)))
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output:
[[CAT=VERB] [ROQOT=sev] [SENSE=POS] [COMP=YABIL] [TAM1=NECES] [AGR=2SG]]

(79) ogretrmen olmayacaktt.
teacher  be+NEG+IFUT+PAST+3SG

‘S/he was not going to be a teacher.

input:

(uni ’ ((cat verbal-group) (lex "0OGretmen')
(type-of-base nominal) (polarity negative)
(desc-verb none) (desc-polarity positive)
(mood finite) (time future)

(mode past) (person third)
(number singular) (interrogative none)))
output:

[ [CAT=NOUN] [ROOT=0Gretmen] [AGR=3SG] [POSS=NONE] [CASE=NGM]]
[ [CAT=VERB] [RO0OT=01] [SENSE=NEG] [TAM1=FUTURE] [TAM2=PAST] [AGR=3SG]]

If Time and Mode are PAST and NARR, respectively in the same verbal group.

the generation will be failed because it is an ungrammatical combination.

input:
(uni ’((cat verbal-group) (lex "kITr")
(type-of-base verb) (mood finite)
(time past) (mode narr)
(person third) (number singular)
(interrogative none)))

<fail>

4.5 Generation of Noun Group (NP)

Noun groups realize several constituents of a clause such as agent, actor, lo-

cation, time etc. The generator produces a linguistic description of the noun
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group from the semantic features and the grammatical relations of the realized
constituent. Then, the generator recursively uses this linguistic description to
generate a worded text. The grammatical analysis of the noun group was pre-
sented in Section 3.5. In this section, we will summarize this analysis and the
syntactic features of the noun group in a tabular form to present the linguistic
description of the noun group. We may consider the linguistic description of
the noun group according to its semantic characteristics, the grammatical con-
stituents, and the morphological features. The semantic characteristics of the
entire noun group are inherited from its main element called head noun. The

lexicalized semantic description of the head noun is presented in Table 4.5.13

| Class | Semantic Func.} Alternative Values |
Head cat common, pronoun, proper
lex a lexical noun
animate yes, no
gender neuter, masculine, feminine
person third. second, first
countability countable, mass
number singular, plural
if cat pronoun-type personal, demonstrative, relative,
pronoun interrogative, indefinite
definite ves. no
specific no, ves
diminutive none, diminish, dear, pity

Table 4.5: The Lexicalized Semantic Description of the Head Noun

The grammatical constituents of the noun group modify the head noun

without changing its semantic features. These constituents and their syntac-
tic realizations are presented in Table 4.6. More information about them is

available 1n Section 3.5.

While the system network is being traversed to realize a semantic con-
stituent with a noun group, the mentioned constituents and the lexicalized

semantic features of the noun group are directly inherited from the input given

3The cat, lex, and pronoun-type functions represent the lexical features of the head noun.
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= T o - = 3 T = . . 1
| (Mlass Cozstituent | Realization and Sub-functions |
Determiner | possessor ' cat np

demoustrative cat adj

(type determinative) (distance near/far)
(type interrogative)

ns-ceictic (cal phrase) add-det ns-det
(additional no/yes)

(total none/+/-) (partial yes/no)

orcizal cat adj (type ordinal)
cuzniitative (cat phrase)
(exact yes/no) (partitive no/yes)
post-det (cat phrase) |
(type total/multiplier/fraction) i
Epithet attitde cat adj !
QualTy consist of age, size, color, made-of
realized by adj. adj, adj, noun
(‘lassifier clezsifer cat np. adj (gradable no) |
Qualifier posiession cat np (it-1s +/-)
i -)0SSESsor cat pp (post-pos ((lex "ait™)) !

Gz _-lesc cat clause (mood participle) -
Ge.-set-spec cat np !
¢1a.-:0C cat np (it-is spatial/temporal) |
[nter-rag Im7=r-rag (interrogative none/ves-no) .

Table 1.6: T.» Grammatical Constituents in the Noun Group

for the realized cormsiizuent. In addition, to provide the grammatical agree-
ment, relations or o= versation, some morphological features and the syntactic
role of the noun groun are determined. and added to the linguistic description
by the grammar. A morphological features can be grouped under a syntactic
function called syn::x. The syntactic functions, and their possible values are

presented in Table .7

After producing “:e linguistic description of the noun group, the system net-

work is re-entered o zenerate a morphological description for each coustituent
of the noun group = »roviding the ordering constraints and the grammatical

rules. We may demonstrate the individual generation of the noun groups as

follows: !

MSeveral examples s:2 also presented in Appendix A.3.
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Morphological Func. |

Alternative Valuesj

np-function

subject, by-object, object, iobject,
adjunct, predicate

Svntax

it
copula
18 yes

person

third, second, first

number

singular, plural

poss-person

none, third, second, first

poss-number

none, singultar, plural

case nominative, accusative, dative,
locative, ablative, genitive, instrumental,

equative, munitive, privative

relative adj, adv
copula none, yes
s-time aorist, past, narr, cond
s-person third, second, first
s-number singular, plural

Table 4.7: The Syntactic Functions of the Noun Group

(80)  Ali'nin  bazm kitaplan
Ali+GEN some book+3PL+35P

‘ some of Ali’s books’

input:

(uni ’((cat common)

(lex "kitap")

(definite no)

(specific yes)

(possessor ((number singular)

(person third)

(cat proper) (lex "ali')))

(countability countable)

(number plural)

(ns-deictic ((partial yes)))))

output:

[[CAT=NOUN] [ROOT=ali] [AGR=3SG] [POSS=NONE] [CASE=GEN]]
([CAT=ADJ] (ROOT=bazI]l]
[[CAT=NOUN] (ROOT=kitap] [AGR=3PL] [P0SS=3SG] [CASE=NOM]] .
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(31) Benim Bilkent’te vazdigim
bilgisayar programi
[+GEN Bilkent+LOC write+CONV=ADJ=DIGI+1SP

computer+3SG+NOM program+3SG+3SP+NOM

‘The computer program that [ wrote at Bilkent’

input:
(uni ’((cat common)
(lex "program")
(definite yes)
(classifier ((cat common)
(lex "bilgisayar")))
(qualifier
((qual-desc
((cat simple-clause)
(mood participle)
(participle past)
(process ((type material)
(lex-transition transitive)
(type-of-base verb)
(agentive yes)
(effective yes)
(lex "yaz")))
(scope {~ participants medium})
(participants ((actor ((cat pronoun)
(person first)
(number singular)
(pronoun-type personal)))
(medium ((cat common)
(lex "program")))))
(circum ((location ((cat proper)

(lex "bilkent")))))))))))
output:

;; [[CAT=NOUN] [ROOT=ben] [AGR=1SG] [POSS=NONE] [CASE=GEN]]
;; [[CAT=NOUN] [ROOT=bilkent] [AGR=3SG] [POSS=NONE] [CASE=L0C]]
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;; [[CAT=VERB] [ROOT=yaz] [SENSE=P0OS] [CONV=ADJ=DIGI] [POSS=1SG]]
;5 [[CAT=NOUN] [ROOT=bilgisayar] [AGR=3SG] [POSS=NONE] [CASE=NOM] ]
;; [[CAT=NOUN] [ROOT=program] [AGR=3SG] [POSS=3SG] [CASE=NOM]] .

Some functions may or may not appear in the linguistic description de-
pending on other functions. Ior example, if cat is proper, then the classifier
will be none; the definite and specific functions will be yes. Although we did

not present those kinds of dependencies in the tables, they are handled in the

implementation.
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Conclusion and Future Work

This thesis has presented the design and implementation of a Turkish text
generation system based on SFG. In the design, we have tried to describe
the linguistic resources of Turkish by using the following two major design
principles of SFG [29]:

e Functional Analysis of NL

o The separation of paradigmatic (system-based) and syntagmatic (structure-

based) organizations of NL.

In the functional analysis, generally we have used Halliday's work (presented
n [14]) because all languages have common functions with a few differences.
However, each language requires different paradigmatic and syntagmatic orga-
nizations to realize the functions of NL. So, we have analyzed Turkish grammar
to provide its paradigmatic and syntagma.ticaorganizations. As aresult, we have
constructed the system network of Turkish grammar, and described the real-
ization rules that provide the relationships between the functional analysis and
the syntactic structures, for each relevant feature in the system network. To
represent and perform those systemic resources on computer, we have used the
I'UT text generation systemn and its constraint based formalisms such as UG,
and typed features [T]. So, we have translated the system network and the

realization rules into the constraint based formalisms [7, 20], and implemented

them in FUF [8].

88
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The current text generation system takes as input the lexicalized semantic,
and some syvstem-based descriptions of the text at the sentence level, and then
procuces the morphological description of the text. The semantic description
of a sentence consists of three metafunctions: ideational such as agent, actor,
goal, process, location, for representing the constituents of the sentence and
their roles, /nterpersonal such as mood, modality, for establishing the relation-
ship between the speaker and the listener, and textual such as topic, focus,
background, for presenting information as text in context. The system-based
descriptions allow to enter the systems in the network, and to select the relevant
feature from each system. The morphological description of the text, the out-
put of the current generation system, is worded by the Turkish morphological

generator [36].

For a complete text generation system, we need to develop a large-scale
grammar based on Systemic-Functional theory. Unfortunately, there are no
other Systemic-Functional studies on Turkish. Without such theoretical stud-
ies, it is not possible to develop a large grammar. Our current grammar allows
us to generate simple sentences, noun phrases, verbal groups, post-positional
groups and adverb groups. To generate more complex units, the functional
analysis and systemic studies on Turkish must be considered at a larger scale.
This may take a long time. For example, SURGE, the implementation of a
large scale systemic functional grammar for English, is the result of five yedrs of
intensive experimentation in the grammar writing {7, 9]. However, we did not
have such a long time in this thesis to develop a large-scale grammar of Turkish
like SURGE. We have tried to show that “Turkish text can be generated by
using systemic-functional approach even if it takes a long time.” Fortunately,
the systemic linguistic theory and the implementation tool (FUF) allow us to
cdesign and implement the grammar in a modular way. The whole grammar can
he decomposed into small modules such as clause, noun-group, verbal-group as
it is in the rank scale. Then, each module of the grammar is independently de-
veloped. In this way, the large scale grammar can be developed in a short time.
[ addition, to complete the overall Natural Language Generation system, the

text planning stage must be considered while improving the grammar.



Appendix A

Sample Runs

In this chapter, we have presented sample runs to demonstrate what kind of
b
grammatical units such as clause, noun-group etc. can be generated with our

current text generator. Each sample is given as follows:

o Surface form of grammatical unit that will be generated.
o [ts lexicalized semantic input.

e [ts generated morphological description.

A.1 Finite Clauses

A.1.1 Declarative Sentences

;; ali uyuyabilmiSti.
(uni ’ ((cat simple-clause)
(time narr) (mode past)
(mood declarative) (voice active)
(desc-verb potential)
(process ((type material) (type-of-base verb)
(agentive yes) (effective yes)

(lex "uyu")

90
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’
’
H

?

»

’

2

>

(lex-transition intransitive)))
(participants ((agent ((cat proper)
(lex "ali")))))))
[[CAT=NQUN] [ROOT=ali] [AGR=3SG] [POSS=NONE] [CASE=NOM]]
[ [CAT=VERB] [RO0T=uyu] [SENSE=P0S] [COMP=YABIL]
(TAM1=NARR] [TAM2=PAST] [AGR=3SG]].

;5 turgay caml klIracaktI.

(uni ’((cat simple-clause)

;3 [[CAT=NOUN] [ROOT=turgay] [AGR=3SG] [POSS=NONE] [CASE=NOM]]

’
’

H

H
’

»

(time future) (mode past)
(mood declarative) (voice active)
(process ((type material) (type-of-base verb)
(agentive yes) (effective yes)
(lex "kIX")))
(participants ((actor ((cat proper)
(lex "turgay™)))
(medium ((cat common)
(definite yes)
(lex "cam")))))
(topic {~ participants actor})

(focus {~ participants medium})))

[[CAT=NOUN] [ROOT=cam] [AGR=3SG] [POSS=NONE] [CASE=ACCy]]
([CAT=VERB] [ROOT=kIr] [SENSE=P0S] [TAM1=FUTURE]
(TAM2=PAST] [AGR=33G]].

;5 caml klracaktI turgay.

(uni ’((cat simple-clause)

(time future) (mode past)
(mood declarative) (voice active)
(process ((type material) (type-of-base verb)
(agentive yes) (effective yes)
(lex "kITr")))
(participants ((actor ((cat proper)
(lex "turgay'")))
(medium ((cat common)

(definite yes)
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(lex "cam")))))
(topic {~ participants medium})
(focus none)
(background {~ participants actor})))
[[CAT=NOUN][RDOT=cam][AGR=BSG][PUSS=NONEJ[CASE=ACCy]]
[[CAT=VERB] [RO0T=kIr] [SENSE=PQS] [TAM1=FUTURE] [TAM2=PAST] [AGR=3SG]]
([cAT=NOUN] [ROOT=turgay] [AGR=3SG] [POSS=NONE] [CASE=NOM]] .

;; cam turgay tarafIndan kIrIlacaktI.
(uni ’((cat simple-clause)
(time future) (mode past)
(mood declarative) (voice passive)
(process ((type material) (type-of-base verb)
(agentive yes) (effective yes)
(Lex "kIz")))
(participants ((actor ((cat proper)
(lex "turgay')))
(medium ((cat common)
(definite yes)
(lex "cam")))))
(topic {~ participants medium})
(focus {~ participants actor})))
;; [[CAT=NOUN] [ROOT=cam] [AGR=3SG] [P0SS=NONE] (CASE=NOM] ]
- [[CAT=NOUN][ROOT=turgay][AGR=BSG][POSS=NONE][CASE=NOM]]
;; taraflIndan
;5 C[(CAT=VERB] [(ROOT=kIr] [VOICE=PASS] [SENSE=P0S] [TAM1=FUTURE]
;5 [TAM2=PAST] [AGR=3SG]].

;3 turgay ali’ye kIrdIrmallydI camI.
(uni ’((cat simple-clause)
(time necessitative) (mode past)
(mood declarative) (voice active)
(process ((type material) (type-of-base verb)
(agentive yes) (effective yes)
(lex "kIr")))
(participants ((actor ((cat proper)
(lex "ali™)))
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(agent ((cat proper)
(lex “"turgay")))
(medium ((cat common)
(definite yes)
(lex "cam")))))
(topic {" participants agent})
(focus {~ participants actor})
(background {~ participants medium})))
;3 [LCAT=NOUN] [ROOT=turgay] [AGR=3SG] [POSS=NONE] [CASE=NOM] ]
;; [[CAT=NOUN] [ROOT=ali] [AGR=3SG] [POSS=NONE] [CASE=DAT]]
;; L[LCAT=VERB] [ROOT=kIr] [VOICE=CAUS] [SENSE=P0S] [TAM1=NECES]
;5 [TAM2=PAST] [AGR=3SG]]
;; LLCAT=NOUN] [RCOT=cam] [AGR=3SG] [POSS=NONE] [CASE=ACC]].

; turgay kitaplarI severdi.
(uni ’ ((cat simple-clause)
(time aorist) (mode past)
(mood declarative) (voice active)
(process ((type mental)
(lex "sev")
(type-of-base verb)))
(participants ((senser ((cat proper)
(lex "turgay")))
(phenomenon ({(cat common)
(number plural)
(lex "kitab")))))))
HH [[CAT=NOUN][ROOT=turgayJ[AGR=BSG][POSS=NONE][CASE=NOM]]
HH [[CAT=NOUN][RDOT=kitab][AGR=3PL][POSS=NONE][CASE=ACCy]]
;; [[CAT=VERB] [ROOT=sev] [SENSE=P0S] [TAM1=AORIST]
;3 [TAM2=PAST] [AGR=3SG]].

)y ET=E—=-5-=-=

;; turgay OGretmen olacaktI.

(uni ’((cat simple-clause)
(time future) (mode past)
(mood declarative) (voice active)
(process ((type intensive)

(rel-mode identifying)))
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(participants ((identified ((cat proper)
(lex "turgay")))
(identifier ((cat common)
(lex "OGretmen')))))))
;; [[CAT=NOUN] [ROOT=turgay] [AGR=3SG] [P0SS=NONE] [CASE=NGQM] ]
[[CAT=NQUN] [ROOT=0Gretmen] [AGR=3SG] [POSS=NONE] [CASE=NOM]]
;5 [[CAT=VERBJ] [RO0T=01] [SENSE=P0S] [TAM1=FUTURE]
;;  [TAM2=PAST] [AGR=3SG]].

[

;=T =—=-=-=

;; bu kitab siyah deGilmiS.
(uni ’((cat simple-clause)
(time narr)
(mood declarative) (voice active)
(polarity negative)
(process ((type intensive)
(rel-mode attributive)))
(participants ((carrier ((cat common)
(lex "kitab")
(demonstrative
((distance near)))))
(attribute ((cat adj)
(lex "siyah")))))))
; [[CAT=ADJ][ROOT=bu]]
;; [[CAT=NOUN] [ROOT=kitab] [AGR=3SG] [POSS=NONE] [CASE=NOM] ]
;; [[CAT=ADJ] [ROOT=siyah]]
;5 [[CAT=NOUN] [ROOT=deGil] [AGR=35G] [POSS=NONE] [CASE=NOM]
;; [CONV=VERB=NONE] [TAM1=NARR] [AGR=3SG]].

;; bu kitab siyahtI.
(uni ’((cat simple-clause)
(time past)
(mood declarative) (voice active)
(polarity positive )
(process ((type intensive)
(rel-mode attributive)))
(participants ((carrier ((cat common)

(lex "kitab")
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(demonstrative ((distance near)))))
(attribute ((cat adj)
(lex "siyah")))))))
;3 [[CAT=ADJ] [ROOT=bu]]
[[CAT=NOUN] [ROOT=kitab] [AGR=3SG] [POSS=NONE] [CASE=NOM]]
[[CAT=ADJ] [ROOT=siyah] [CONV=VERB=NONE] {TAM1=PAST] [AGR=3SG]].

L

LI

;; turgay okuldaydI.
(uni ’((cat simple-clause)
(time past)
(mood declarative) (voice active)
(process ((type spatial)
(rel-mode attributive)))
(participants ((located ((cat proper) ; carrier
(lex “"turgay")))
(location ((cat common)
(lex "okul")))))))
;; [[CAT=NOUN] [ROOT=turgay] [AGR=33G] [P0SS=NONE] [CASE=NOM] ]
[ [CAT=NOUN] [ROOT=0kul] [AGR=3SG] [POSS=NONE] [CASE=L0C]
[CONV=VERB=NONE] [TAM1=PAST] [AGR=3SG]] .

)
)y

y jETE-E-=-S

;3 turgay okulda olacakmiS.
(uni ’((cat simple-clause)
(time future) (mode narr)
(mood declarative) (voice active)
(process ((type spatial)
(rel-mode attributive)))
(participants ((located ((cat proper) ; carrier
(lex "turgay")))
(location ({(cat common)
(lex "okul")))))))
[[CAT=NOUN] [ROOT=turgay] [AGR=33G] [P0OSS=NONE] [CASE=NOM]]
[[CAT=NOUN] [RO0T=okul] [AGR=3SG] [P0SS=NONE] [CASE=L0C]]
[ (CAT=VERB] [RO0T=01] [SENSE=P0S] [TAM1=FUTURE] [TAM2=NARR] [AGR=3SG]] .

0
D
1

f et meS = e —=—x
)

;; ali bu kitaba sahip olacaktI.

(uni ’((cat simple-clause)
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(time future) (mode past)
(mood declarative) (voice active)
(process ((type possessive)
(rel-mode attributive)))
(participants ((possessed ((cat common)
(lex "kitab")
(demonstrative
((distance near)))))
(possessor ((cat proper)
(lex "ali™)))))))
[[CAT=NOUN] [RO0OT=ali] [AGR=3SG] [POSS=NONE] [CASE=NOM]]
[LCAT=ADJ] [ROOT=bul]
[[CAT=NOUN] [ROOT=kitab] [AGR=3SG] [POSS=NONE] [CASE=DAT]]
[ [CAT=NOUN] [ROOT=sahip] [AGR=3SG] [POSS=NONE] [CASE=NOM] ]
[[CAT=VERB][ROOT=01][SENSE=POS][TAM1=FUTURE][TAM2=PAST][AGR=SSG]].

;; UC kitap vardIl.
(uni ’((cat simple-clause)
(time past)
(mood declarative) (voice active)
(process ((type existential)
(existential yes)
(polarity positive)))
(participants ((entity ((cat common)
(lex "kitap")
(quantitative
((exact yes)
(value ((lex "UC™)))
(quan-type cardinal)))))))))
;; [[CAT=ADJ] [ROOT=UC]]
;; [[CAT=NQUN] [ROOT=kitap] [AGR=3SG] [P0SS=NONE] [CASE=NOM]]
[[CAT=NOUN] [ROOT=var] [AGR=3SG] [POSS=NONE] [CASE=NOM]
[CONV=VERB=NONE][TAM1=PAST][AGR=3SG]].

2
L

;3 With Circumstantials
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;; ali okula gitmiSti.
(uni ’((cat simple-clause)

(time narr) (modé past)

(mood declarative) (voice active)

(process ((type material) (type-of-base verb)
(agentive yes) (effective no)
(lex-transition intransitive)

(lex "git")))
(participants ((agent ((cat proper)
(lex "ali™)))))
(circum ((destination ({(cat common)
(lex "okul")))))))
[[CAT=NOUN] [ROOT=ali] [AGR=3SG] [POSS=NONE] [CASE=NOM] ]
:: [[CAT=NOUN] [ROOT=okul] [AGR=3SG] [POSS=NONE] [CASE=DAT]]
;; [[CAT=VERB] [ROOT=git] [SENSE=P0S] [TAM1=NARR] [TAM2=PAST] [AGR=3SG]].

r

;turgay daGa doGru yUrUyecekti
(uni ’((cat simple-clause)
(time future) (mode past)
(mood declarative) (voice active)
(process ((type material) (type-of-base verb)
(agentive yes) (effective no)
(lex "yUrU")))
(participants ((actor ((cat proper)
(lex "turgay')))))
(circum ((direction ((cat pp).
(np ((cat common)
(lex "daG")))))))))
[[CAT=NOUN] [ROOT=turgay] [AGR=3SG] [POSS=NONE] [CASE=NOM]]

[[CAT=NOUN] [RO0T=daG] [AGR=3SG] [POSS=NONE] [CASE=DAT]]

;5 doGru
;; [[CAT=VERB] [ROOT=yUrU] [SENSE=P0S] [TAM1=FUTURE] [TAM2=PAST] [AGR=3SG]] .
; turgay yedi km yUrUyecektI.
(uni ’((cat simple-clause)

(time future) (mode past)

(mood declarative) (voice active)
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(process ((type material) (type-of-base verb)
(agentive yes) (effective no)
(lex "yUrU")))
(participants ((actor ((cat proper)
(lex "turgay')))))
(circum ((distance ((cat phrase)
(exact yes)
(quan-type cardinal)
(value ((lex "yedi')))
(unit ((lex "km")))))))
(focus 1~ circum distance})))
;; [[CAT=NOUN] [ROOT=turgay] [AGR=3SG] [POSS=NONE] [CASE=NOM]]
[[CAT=4DJ] [RO0OT=yedil]
;; L[[CAT=NOUN] [ROOT=km] [AGR=3SG] [POSS=NONE] [CASE=NOM]]
;; [[CAT=VERB] [ROOT=yUrU] [SENSE=P0S] [TAM1=FUTURE] [TAM2=PAST] [AGR=3SG]].

)

;ankara’dan beri aGaC yoktu yolda.
(uni ’((cat simple-clause)
(time past)
(mood declarative) (voice active)
(process ((type existential)
(existential no)))
(participants ((entity ((cat common)
(lex "aGaC")))))
(circum ((origin ((cat pp)
(post-pos ((lex "beri")))
(np ((cat proper)
(lex "ankara")))))
(location ((cat common)
(lex "yol")))))
(topic {" circum origin})
(background {~ circum location})
(focus {~ participants entityl})))
.. [[CAT=NOUN] [ROOT=ankara] [AGR=3SG] [POSS=NONE] [CASE=ABL]]
;5 beri
;; [[CAT=NOUN] [RO0T=aGaC] [AGR=3SG] [P0SS=NONE] [CASE=NOM]]

:; [[CAT=NQUN] [ROOT=yok] [AGR=3SG] [POSS=NONE] [CASE=NOM]
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[CONV=VERB=NONE] [TAM1=PAST] [AGR=35G]]
[[CAT=NOUN] [RO0T=yol] [AGR=3SG] [P0SS=NONE] [CASE=L0C]] .

L]
)2

Mt et it

; ali dUn karde3i iCin gitti okula.
(uni ’((cat simple-clause)
(time past)
(mood declarative) (voice active)
(process ((type material) (type-of-base verb)
(agentive yes) (effective no)
(lex "git™)))
(participants ((actor ((cat proper)
(lex "ali")))))
(focus {~ circum behalf})
(background {~ circum destination})
(circum ((destination ((cat common)
(lex "okul')))
(behalf ((cat pp)
(np ((cat common)
(lex "kardeS")
(possessor ((gap yes)
(cat proper)
(Lex "ali™)))M))))
(time ((cat adv)
(lex "dUn")))))
(focus {"~ circum behalf})
(background {~ circum destination})))
[[CAT=NOUN][ROOT=ali][AGR=3SG][POSS=NONE][CASE=NOM]]

[[CAT=ADVERB] [RO0T=dUn]]
[[CAT=NOUN][ROOT=kardeS][AGR=3SG][POSS=BSG][CASE=NOM]]

iCin
[[CAT=VERB][RUOT=git][SENSE=POS][TAM1=PAST][AGR=3SG]]
[[CAT=NOUN][RDOT=okul][AGR=SSG]EPOSS=NONE][CASE=DATJ].

L
1)
L

- ali’nin baSI sInavdan dolayI/0tUrU aGrlIdI.
(uni ’((cat simple-clause)
(time past)

(mood declarative) (voice active)
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(process ((type material) (type-of-base verb)
(agentive no)  (effective yes)
(lex ”aGrI”)j)
(participants ((medium ((cat common)
(lex '"baS")
(possessor ((cat proper)
(lex "ali")))))))
(circum ((time ((cat adv)
(lex "dUn")))
(reason ((cat pp)
(np ((cat common)
(lex "sInav")))))))))
; ;5 [[CAT=NOUN] [RO0T=ali] [AGR=3SG] [POSS=NONE] [CASE=GEN]]
;; [[CAT=NOUN] [ROOT=baS] [AGR=35G] [P0SS=35G] [CASE=NOM] ]
;; [[CAT=ADVERB] [RO0T=dUn]]
;5 [LCAT=NOUN] [ROOT=sInav] [AGR=3SG] [POSS=NONE] [CASE=ABL]]
;; 0tUrU
;; [[CAT=VERB] [RO0T=aGrI] [SENSE=P0S] [TAM1=PAST] [AGR=3SG]].

;; Causative relations

;5 ali CocuGu uyutabilmiSti.
(uni ’((cat simple-clause)
(time narr) (mode past)
(mood declarative) (voice active)
(desc-verb potential)
(process ((type material) (type-of-base verb)
(agentive yes) (effective yes)
(lex "uyu")
(lex-transition intransitive)))
(participants ((agent ((cat proper)
(lex "ali'")))
(actor ((cat common)
(lex "Cocuk")))))))
;5 [[CAT=NOUN] (ROOT=ali] [AGR=3SG] [POSS=NONE] [CASE=NOM]]
[[CAT=NOUN] [ROOT=Cocuk] [AGR=3SG] [POSS=NONE] [CASE=ACC]]

2

10O
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;5 [[CAT=VERB] [RO0T=uyu] [VOICE=CAUS] [SENSE=

;; [TAM1=NARR] [TAM2=PAST] [AGR=3SG]].

;; dUn  turgay mektubu okulda dikkatlice
;; dUn  turgay okulda mektubu dikkatlice
(uni ’((cat simple-clause)

(time aorist) (mode past)

P0S] [COMP=YABIL]

yazdIramayabilirdi.

yazdIramayabilirdi.

(mood declarative) (voice active)

(desc-verb potential) (desc-polarity negative)

(voice active)

(process ((type material) (type-of-base verb)

(agentive yes) (effective yes)

(lex "yaz™)))
(participants ((actor ((cat proper)
(gap yes)
(lex "7777")

(agent ((cat proper)

))

(lex "turgay")))

(medium ((cat common)

(definite yes)
(lex "mektup')))))

(circum ((location ((cat common)
(lex "okul")))
(time ((cat adv)
(lex "dUn")))
(quality ((cat adv)
(lex "dikkatlice"
(topic {" circum time})
(focus {" circum quality})
(background none)))
:; [[CAT=ADVERB] [RO0T=dUn]]

)))))

;; [[CAT=NOUN] [ROOT=turgay] [AGR=3SG] [POSS=NONE] [CASE=NOM] ]
: [[CAT=NOUN] [RO0T=o0okul] [AGR=3SG] [POSS=NONE] [CASE=L0C]]
;3 [[CAT=NOUN] [ROOT=mektup] [AGR=3SG] [P0SS=NONE] [CASE=ACC]]

;; [[CAT=ADVERB] [ROOT=dikkatlice]]

;; [[CAT=VERB] [ROOT=yaz] [VOICE=CAUS] [SENSE=

;5 [TAM1=AORIST] [TAM2=PAST] [AGR=3SG]].

POS] [SENSE=NEGC]

t01



APPENDIN AL SAMPLIEE RUNS

A.1.2 Interrogative Sentences

;33 mood -- INTERROGATIVE -- yes-no or wh

;53 (query-for ...) indicates what it is in question.

;; ali mi okula gitti?
(uni ’((cat simple-clause)
(time past) (mood yes-no) (voice active)
(query-for {"~ participants agent})
(process ((type material) (type-of-base verb)
(agentive yes) (effective no)
(lex "git")))
(participants ((agent ((cat proper)
(lex "ali")))))
(circum ((destination ((cat common)

(lex "okul")))))))

:: [[CAT=NOUN] [ROOT=ali] [AGR=3SG] [POSS=NONE] [CASE=N0OM]]

;5 [[CAT=QUES] [ROOT=mI] [AGR=3SG]]

;3 [[CAT=NOUN] [ROOT=0kul] [AGR=3SG] [POSS=NONE] [CASE=DATy]]
;; [[CAT=VERB] [ROOT=git] [SENSE=P0S] [TAM1=PAST] [AGR=3SG]].

;) y=E==—==-=-=-=

;; ali okula gidecek miydi?
(uni ’((cat simple-clause)
(time future) (mode past)
(mood yes-no) (voice active)
(query-for {~ process})
(process ((type material) (type-of-base verb)
(agentive yes) (effective no)
(lex “"git")))
(participants ((agent ((cat proper)
(lex "ali")))))
(circum ((destination ((cat common)

(lex "okul")))))))

;5 [[CAT=NOUN] [ROOT=alil [AGR=3SG] [POSS=NONE] [CASE=NOM]]
:; [[CAT=NOUN] [ROOT=okul] [AGR=35G] [POSS=NONE] [CASE=DATy]]
;; [[CAT=VERB] [RO0T=git] [SENSE=P0S] [TAM1=FUTURE] [AGR=35G]]
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H

’

[ [CAT=QUES] [ROOT=mI] [TAM2=PAST] [AGR=3SG]]?

;5 kim okula gitti?

(uni ’((cat simple-clause)

»

2

’

(time past)
(mood wh) (voice active)
(query-for {~ participants agent})
(process ((type material) (type-of-base verb)
(agentive yes) (effective no)
(lex "git")))
(participants (;;! query for agent
(agent ((cat np)))))
(circum ((destination ((cat common)

(1ex "okul")))))))

[ [CAT=NOUN] [ROOT=kim] [AGR=3SG] [POSS=NONE] [CASE=NOM]]
;; [[CAT=NOUN] [ROOT=okul] [AGR=3SG] [POSS=NONE] [CASE=DATy]]
;; [[CAT=VERB] [ROOT=git] [SENSE=P0S] [TAM1=PAST] [AGR=35G]]?

)

;3 camIl dUn mU kIrmallydI ensar?

(uni ’ ((cat simple-élause)

H

’

H

H

(time necessitative) (mode past)
(mood yes-no) (voice active)
(query-for {~ circum time})
(process ((type material) (type-of-base verb)
(agentive yes) (effective yes)
(lex "kITr")))
(participants ((actor ((cat proper)
(lex "ensar")))
(medium ((cat common)
(definite yes)
(lex "cam")))))
(circum ((time ((cat common)
(lex "dUn")))))
(background {~ participants actorl})

(topic {~ participants goal})))

C[CAT=NOUN] [ROOT=cam] [AGR=3SG] [POSS=NONE] [CASE=ACC]]
[ [CAT=NOUN] (ROOT=dUn] [AGR=3SG] [POSS=NONE] [CASE=NOM]]

103
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;5 [[CAT=QUES] [ROOT=mI] [AGR=3SG]]
;; [[CAT=VERB] [ROOT=kIr] [SENSE=P0S] [TAM1=NECES] [TAM2=PAST] [AGR=3SG]]
;; [[CAT=NOUN] [ROOT=ensar] [AGR=3SG] [POSS=NONE] [CASE=NOM]]?

;35 okulun odunu ali tarafIndan mI kIrIlacakmIS?
(uni ’((cat simple-clause)
(time future) (mode narr)
(mood yes-no) (voice passive)
(query-for {~ participants actor})
(process ((type material) (type-of-base verb)
(agentive yes) (effective yes)
(lex "kIr")))
(participants ((actor ((cat proper)
(lex "ali")))
(medium ((cat common)
(definite yes)
(lex "odun")
(possessor ((cat common)
(Lex "okul")))))))
(topic {~ participants medium})))
[[CAT=NOUN] [ROOT=okul] [AGR=3SG] [POSS=NONE] [CASE=GEN]]
;5 [[CAT=NOUN] [ROOT=odun] [AGR=3SG] [P0SS=3SG] [CASE=NOM]]
;; C[CAT=NOUN] [(ROOT=ali] [AGR=3SG] [POSS=NONE] [CASE=NOM]]
;; tarafIndan
;5 [[CAT=QUES] [ROOT=mI] [AGR=3SG]]
;3 [[CAT=VERB] [ROOT=kIr] [VOICE=PASS] [SENSE=P0S] [TAM1=FUTURE]
;5 [TAM2=NARR] [AGR=3SG]]7

;3 okulun odunu kim tarafIndan kIrIlacakmIS.
(uni ’((cat simple-clause)
(time future) (mode narr)
(mood wh) (voice passive)
(query-for {"~ participants actor})
(process ((type material) (type-of-base verb)
(agentive yes) (effective yes)
(lex "kIr")))

(participants (;; ! query for actor
P P query
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(actor ((cat np)))
(medium ((cat common)
(definite yes)
(lex "odun")
(possessor ((cat common)
(lex "okul")))))))
(topic {~ participants medium})))
. [[CAT=NOUN] [ROOT=okul] [AGR=3SG] [POSS=NONE] [CASE=GEN]]
;; [[CAT=NOUN] [ROOT=odun] [AGR=3SG] [P0SS=3SG] [CASE=NOM]]
. [[CAT=NOUN] [RO0T=kim] [AGR=3SG] [POSS=NONE] [CASE=NOM]]
;; tarafIndan
;; [[CAT=VERB] [ROOT=kIr] [VOICE=PASS] [SENSE=P0S] [TAM1=FUTURE]
;3 [TAM2=NARR] [AGR=3SG]]?

; bu kitaplarI ml sevecekmIS ali?
(uni ’((cat simple-clause)
(time future) (mode narr)
(mood yes-no) (voice active)
(query-for {~ participants phenomenon})
(process ((type mental) (type-of-base verb)
(lex “"sev")))
(participants ((senser ((cat proper)
(lex "ali™)))
(phenomenon
((cat common)
(number plural)
(lex "kitab")
(demonstrative ((type determinative)
(distance near)))))))
(topic {~ participants phenomenon})
(background {~ participants senser})))
;; [[CAT=ADJ] [ROOT=bul]
[[CAT=NOUN][ROOT=kitab][AGR=3PL][POSS=NONE][CASE=ACCy]]
;5 [[CAT=QUES] [ROOT=mI] [AGR=3SG]]
[[CAT=VERB][ROOT=seV][SENSE=POS][TAM1=FUTURE][TAM2=NARR][AGR=SSG]]
[ [CAT=NOUN] [ROOT=ali] [AGR=3SG] [POSS=NONE] [CASE=NOM]]?
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A.2 Non-Finite Clauses

;3 cam kIrmak
(uni ’((cat simple-clause)
(mood infinitive) (non-finite mek)
(process ((type material) (type-of-base verb)
(agentive yes) (effective yes)
(lex "kIr")))
(participants ({(medium ((cat common)
(definite no)
(lex "cam")))))))
; ; [[CAT=NOUN] [ROOT=cam] [AGR=3SG] [P0SS=NONE] [CASE=NOM] ]
; ; L[CAT=VERB] [RO0T=kIr] [SENSE=P0S] [CONV=NQUN=MEK]
;; [TYPE=INFINITIVE] [AGR=3SG] [POSS=NONE] [CASE=NGM]].

;; camIn ali tarafindan kIrIlmasI
(uni ’((cat simple-clause)
{mood infinitive) (non-finite me)
(voice passive)
(process ((type material) (type-of-base verb)
(agentive yes) (effective yes)
(lex "kIZ")))
(participants ((actor ((cat proper)
(lex "ali™)))
(medium ((cat common)
(definite yes)
(lex "cam")))))))
;5 [[CAT=NOUN] [ROOT=cam] [AGR=3SG] [P0SS=NONE] [CASE=GEN]]
;5 [[CAT=NOUN] [ROOT=ali] [AGR=3SG] [POSS=NONE] [CASE=NOM]]
;; tarafIndan
;5 [LCAT=VERB] [ROOT=kIr] [VOICE=PASS] [SENSE=P0S] [CONV=NQUN=ME]
;5 [TYPE=INFINITIVE] [AGR=3SG] [P0SS=3SG] [CASE=NOM]].

;; ben camIn ali tarafIndan kIrIlmasInl istedim.
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(uni ’((cat simple-clause)
(time past)
(mood declarative) (voice active)
(process ((type mental) (type-of-base verb
(lex "iste™)))
(participants ((senser
((cat pronoun)
(person first) (number singular)))
(phenomenon
((cat simple-clause)
(mood infinitive) (non-finite me)
(voice passive)
{process ((type material)
(type-of-base verb)
(agentive yes)
(effective yes)
(lex "kIr")))
(participants
((actor ((cat proper)
(lex “"ali™)))
(medium ((cat common)
(definite yes)
(lex "cam')))))))))))
;5 [[CAT=NOUN] [RDOT=ben] [AGR=1SG] [P0SS=NONE] [CASE=NOM] ]
; ; [[CAT=NOUN] [ROOT=cam] [AGR=3SG] [P0SS=NONE] [CASE=GEN]]
;; [[CAT=NOUN] [ROOT=alil [AGR=3SG] [POSS=NONE] [CASE=NOM]]

;3 tarafIndan

;; [[CAT=VERB] [RO0T=kIr] [VOICE=PASS] [SENSE=P0S] [CONV=NOUN=ME]

[TYPE=INFINITIVE] [AGR=3SG] [P0SS=3SG] [CASE=ACC]]
:; [[CAT=VERB] [ROOT=iste] [SENSE=P0S] [TAM1=PAST] [AGR=1SG]].

e rr v -

;; turgay’In camI kIrdIGI ..... [okul]....
(uni ’((cat simple-clause)

(mood participle) (participle past)

i
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(process ((type material) (type-of-base verb)
(agentive yes) (effective yes)
(lex-transition transitive)
(lex "kIr")))
(scope {~ circum location})
(participants ((agent ((cat proper)
(lex "Turgay")))
(medium ((cat common)
(definite yes)
(lex "cam")))))
(circum ((location ((lex "okul')))))))
;; [[CAT=NOUN] [ROOT=Turgay] [AGR=3SG] [POSS=NONE] [CASE=GEN]]
;5 [[CAT=NOUN] [ROOT=cam] [AGR=3SG] [P0SS=NONE] [CASE=ACC]]
;; [[CAT=VERB] [RO0T=kIr] [SENSE=P0S] [CONV=ADJ=DIGI] [P0SS=3SG]].
;; turgay’In caml kIrdIGI okul
(uni ’((cat common)
(lex "ev")
(qualifier
((qual-desc ((cat simple-clause)
(mood participle) (participle past)
(process ((type material)
(type-of-base verb)
(agentive yes) (effective yes)
(lex-transition transitive)
(lex "kIr")))
(scope {~ circum location })
(participants
((actor ((cat proper)
(person third) (number plural)
(lex "turgay")))
(medium ((cat common)
(definite yes)
(lex "cam")))))
(circum ((location ((lex "okul")))))))))))
;; [[CAT=NOUN] [ROOT=turgay] [AGR=3PL] ([POSS=NONE] [CASE=GEN] ]
;5 [[CAT=NOUN] [ROOT=cam] [AGR=3SG] (P0SS=NONE] [CASE=ACC]]
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i [ECAT=VERB][ROOTékIrJESENSE=PUS]ECONV=ADJ=DIGI][POSS=3SG]]
:; [[CAT=NOUN] [ROOT=ev] [AGR=3SG] [P0SS=NONE] [CASE=NOM]] .

;; ali’nin caml klIrarak
(uni ’((cat simple-clause)
(mood adverbial) (non-finite arak)
(process ((type material) (type-of-base verb)
(agentive yes) (effective yes)
(lex-transition transitive)
(lex "kIr")))
(participants ((actor ((cat proper)
(lex "ali")))
(medium ((cat cofnmon)
(definite yes)
(lex "cam")))))))
;; [[CAT=NOUN] [ROOT=ali] [AGR=3SG] [POSS=NONE] [CASE=NOM]]
;; [[CAT=NOUN] [ROOT=cam] [AGR=35G] [POSS=NONE] [CASE=ACC]]
;; [[CAT=VERB] [ROOT=kIr] [SENSE=P0OS] [CONV=ADVERB=ARAK]] .

;5 ali’nin camI kIrarak girdigi ev
(uni ’((cat common)
(lex "ev")
(qualifier
((qual-desc
((cat simple-clause)
(mood participle) (participle past)
(process ((type material) (type-of-base verb)
(agentive yes) (effective no)
(lex "gir")))
(scope {~ circum location })
(participants
((actor ((cat proper)
(lex "ali")))))

(circum
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((location ((lex "ev")))
(quality
((cat simple-clause)
(mood adverbial) (non-finite arak)
(process ((type material) (type-of-base verb)
(agentive yes) (effective yes)
(lex "kIr")))
(participants
((medium ((cat common)
(definite yes)
(lex "cam"))))))))) )I))))
[[CAT=NOUN] [ROOT=2li] [AGR=3SG] [POSS=NONE] [CASE=GEN]]
[[CAT=NOUN] [ROOT=cam] [AGR=3SG] [POSS=NONE] [CASE=ACC]]
[[CAT=VERB] [ROOT=kIr] [SENSE=P0S] [CONV=ADVERB=ARAK]]
[[CAT=VERB] [RO0T=gir] [SENSE=PQS] [CONV=ADJ=DIGI] [P0SS=3SG]]
[LCAT=NOUN] [RO0T=ev] [AGR=3SG] [POSS=NONE] [CASE=NOM]] .

;; Ali’nin caml kIrarak girdigi evde UC Cocuk varmIS.
(uni ’((cat simple-clause)
(time narr)
(mood declarative) (voice active)
(process ((type existential)
(existential yes)
(polarity positive)))
(topic {" circum location})
(participants
((entity ((cat common)
(lex "Cocuk")
(quantitative
((exact yes)
(value ((lex "UC")))
(quan-type cardinal)))))))
(circum
((location
((cat common)
(lex "ev")

(qualifier
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((qual-desc
((cat simple-clause)
(mood participle) (participle past)
(process ((type material)
(type-of-base verb)
(agentive yes) (effective no)
(lex-transition transitive)
(lex "gir")))
(scope {~ circum location })
(participants
((actor ((cat proper)
(lex "ali")))))
(circum
((location ((lex "ev")))
(quality
((cat simple-clause)
(mood adverbial) (non-finite arak)
(process ((type material) (type-of-base verb)
(agentive yes) (effective yes)
(lex-transition transitive)
(lex "kIr")))
(participants
((medium ((cat common)
(definite yes)
(lex "cam')))))))))))))JI)))))
. [[CAT=NOUN] [ROOT=ali] [AGR=3SG] [POSS=NONE] [CASE=GEN] ]
[ [CAT=NOUN] [ROOT=cam] [AGR=3SG] [POSS=NONE] [CASE=ACC] ]
[[CAT=VERB] [ROOT=kIr] [SENSE=P0S] [CONV=ADVERB=ARAK] ]
[[CAT=VERB][RDUT=gir][SENSE=POS][CUNV=ADJ=DIGIJ[POSS=3SG]]
[[CAT=NOUN][ROOT=ev][AGR=BSG][POSS=NONE][CASE=LOC]]
[[caT=ADJ] [ROOT=UC]]
[[CAT=NOUN][RDOT=COCuk][AGR=3SG][POSS=NUNE][CASE=NOM]]
[[CAT=NOUN][ROOT=Var][AGR=3SG]tPOSS=NONE][CASE=NOM]
[CONV=VERB=NONE] (TAM1{=NARR] [AGR=3SG]] .

LLL
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A.3 Noun Group (NP)

;; ali’nin kitabI
(uni  ’((cat common)
(lex "kitap")
(possessor ((number singular)
(person third)
(cat proper) (lex "ali")))))
;3 L[[CAT=NQUN] [ROOT=alil [AGR=3SG] [POSS=NONE] [CASE=GEN]]
;; [[CAT=NOUN] [ROOT=kitap] [AGR=3SG] [P0SS=3SG] [CASE=NOM]].

;5 kimin kitabI
(uni  ’((cat common)
(lex "kitap")
(possessor ((type interrogative)))))
;; [[CAT=NOUN] [RO0T=kim] [AGR=3SG] [POSS=NONE] [CASE=GEN]]

;; [[CAT=NOUN] [ROOT=kitap] [AGR=3SG] [P0SS=3SG] [CASE=NOM]].

y jEmS-S-=-=-=

;; hangi kitap
(uni ’((cat common)
(lex "kitab")
(demonstrative ((type interrogative)))))
;; [L[CAT=ADJ] [ROOT=hangi]l]
;5 [[CAT=NOUN] [ROOT=kitab] [AGR=3SG] [POSS=NONE] [CASE=NOM]] .
;5 Su kitap
(uni  ’((cat common)
(lex "kitap")
(demonstrative ((distance far)))))
:; [[CcAT=ADJ] [ROOT=Sul]
M [[CAT=NOUN][RODT=kitab][AGR=SSG][POSS=NONE][CASE=NOM]].

L]

;; ali’nin hangi kitabl
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(uni ’((cat common)
(lex "kitap")
(possessor ((number singular)
(person third)
(cat proper) (lex "ali")))
(demonstrative ((type interrogative)))))
;; C[[CAT=NOUN] [ROOT=ali] [AGR=35G] [POSS=NONE] [CASE=GEN]]
;; [L[CAT=ADJ] [ROOT=hangi]]
;; [[CAT=NOUN] [ROOT=kitab] [AGR=3SG] [P0SS=3SG] [CASE=NOM]] .

;3 ali’nin Su ilk beS kitabI
(uni  ’((cat common)
(lex "kitab")
(possessor ((number singular)
(person third)
(cat proper) (lex "ali")))
(demonstrative ((type determinative)
(distance far)))
(quantitative ((exact yes)
(quan-type cardinal)
(value ((lex "beS")))))
(ordinal ((lex "ilk")))))
[ [CcAT=NOUN] [RO0T=ali] [AGR=3SG] [P0OSS=NONE] [CASE=GEN] ]
;5 L[L[CAT=ADJ] [ROOT=Su]]
;5 [[CAT=ADJ] [ROOT=1i1k]]
[[CAT=ADJ] [RO0T=beS]]
[[CAT=NOUN] [ROOT=kitab] [AGR=3SG] [P0SS=3SG] [CASE=NOM]].

y ySo=—E-=-=-=

;3 Su ilginC beS eski bUyUk kitap
(uni  ’((cat common)
(lex "kitap")
(specific yes)
(demonstrative ((type determinative)
(distance far)))
(quantitative ((exact yes)
(quan-type cardinal)
(value ((lex "beS")))))
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(epithet ((attitude ((lex "ilginC")))
(quality ((age
((lex "eski™))
(size
((Lex "bUyUk")))))))))
;; [[CAT=ADJ] [ROOT=Su]]
;; L[LCAT=ADJ] [ROOT=ilginC]]
[[CAT=ADJ] [ROOT=beS]]
;5 [[CAT=ADJ] [ROOT=eskil]
;; [[CAT=ADJ] [ROOT=bUyUK]]
;; [[CAT=NOUN] [ROOT=kitap] [AGR=3SG] [POSS=NONE] [CASE=NOM]] .

;; bUtun kitaplar
(uni ’ ((cat common)
(lex "kitap")
(specific no)
(countability countable)
(number plural)
(ns-deictic ((total +)))))
;5 [[CAT=ADJ] [ROOT=bUtUn]]
;; [[CAT=NOUN] [ROOT=kitap] [AGR=3PL] [POSS=NONE] [CASE=NOM]] .

;; baSka bir kitap
;; baSka herhangi bir kitap
;; diGer bir kitap ...
(uni ’{((cat common)
- (lex "kitap")
(specific no)
(ns-deictic ((additional yes)
;5 (total -)
(partial yes)))))
;; [[CAT=ADJ] [RO0OT=diGer]]
;; [[CAT=ADJ] [ROOT=herhangi bir]]
;5 [[CAT=NOUN] [ROOT=kitap] [AGR=3SG] [POSS=NONE] [CASE=NOM]] .

; E-=E-=mR-=-=

;3 ali’nin bazI kitablarl

(uni ’ ((cat common)
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(lex "kitap")

(definite no)

(specific yes)

(possessor ((number singular) (person third)

(cat proper) (lex "ali")))

(number plural)

(ns-deictic ((partial yes)))))
;; [[CAT=NOUN] [RO0T=ali] [AGR=3SG] [POSS=NONE] [CASE=GEN]]
;; [[CAT=ADJ][ROOT=bazI]]
;; [[CAT=NOUN] [ROOT=kitap] [AGR=3PL] [P0SS=3SG] [CASE=NOM]] .

;3 yedi tane elma
;5 yedi adet elma
(uni ’((cat common)
(lex "elma”)
(definite no)
(specific no)
(countability countable)
(number singular)
(quantitative ((exact yes)
(value ((lex '"yedi™)))
(quan-type cardinal)
(partitive yes)
(part-type measure)
(measure number)))))
;; [[CAT=ADJ] [ROOT=yedil]

;; [[CAT=NOUN] [RO0T=adet] [AGR=3SG] [POSS=NONE] [CASE=NOM]]
;3 [[{CAT=NOUN] [ROOT=elma] [AGR=3SG] [P0SS=NONE] [CASE=NOM]] .

y y === -=s=-=-=

;; 2 kasa dolusu elma
(uni ’((cat common)
(lex "elma")
(definite no)
(specific no)
(countability countable)
(number singular) ; plural)

(quantitative ((exact yes)
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(value ((lex "iki™)))

(quan-type cardinal)

(partitive yes)

(part-type measure)

(measure container)

(container ((lex "kasa")))

(full yes)))))
;5 [[CAT=ADJ] [ROOT=iki]]
;3 [[CAT=NOUN] [ROOT=kasa] [AGR=3SG] [POSS=NONE] [CASE=NOM]]
;5 [[CAT=NOUN] [ROOT=dolusu] [AGR=3SG] [POSS=NONE] [CASE=NOM]]
;5 [[CAT=NOUN] [ROOT=elma] [AGR=3SG] [POSS=NONE] [CASE=NOM]] .

sy ETESSeE-E-2

;; 1ki dilim kek
;3 1ki parca kek
(uni ’((cat common)
(lex "kek™)
(definite no)
(specific no)
(countability mass)
(quantitative ((exact yes)
(value ((lex "iki")))
(quan-type cardinal)
(partitive yes)
(part-type typical)))))
;; [[CAT=ADJ] [ROOT=iki]]
;; [[CAT=NOUN] [ROOT=dilim] [AGR=3SG] [POSS=NONE] [CASE=NOM]]
;5 [LCAT=NOUN] [ROOT=kek] [AGR=3SG] [POSS=NONE] [CASE=NOM]].

;; en Cok 10 dilim/parca kek
;; en fazla 10 dilim/parca kek

;; en az 10 dilim/parca kek
;; yakalSIk/ortalama 10 dilim/parca kek
(uni ’({(cat common)

(lex "kek'")

(definite no)

(specific no)

(countability mass)

e
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s L
A
A
5 L
S

PR
v @

(uni

b L
iy L
s L

(quantitative ((exact no)
(quan-type max)
(max ((lex "10")))
;; (quan-type min)
;5 (min ((lex "10")))
;; (quan-type approx)
;3 (approx ((lex "10")))
(partitive yes)
(part-type typical)))))
[CAT=ADVERB] [ROOT=en]]
[CAT=ADJ] [ROOT=Cok]]
[CAT=ADJ] (ROOT=10]]
[CAT=NOUN] [ROOT=dilim] [AGR=3SG] [POSS=NONE] [CASE=NOM]]
[CAT=NOUN] [R0OOT=kek] [AGR=3SG] [POSS=NONE] [CASE=NOM]].

1i’nin Su kitablarInln hepsi/tamaml
’ ((cat common)
{lex "kitab'")
(number plural)
(possessor ((number singular)
(person third)
(cat proper) (lex "ali™)))
(demonstrative ((type determinative)
(distance far)))
(post-det ((type total)
(total +)))))
[CAT=NOUN] [RO0T=al1i] [AGR=3SG] [POSS=NONE] [CASE=GEN]]
[CAT=ADJ] [ROOT=Su]]
[CAT=NOUN] [ROOT=kitab] [AGR=3SG] [POSS=NONE] [CASE=GEN] ]

;; [[CAT=NOUN] [ROOT=hep] [AGR=3SG] [P0SS=3SG] [CASE=NOM]] .

i Kk

(uni

itablarIn beS katl
' ((cat common)
(lex "kitab")
(specific no)
(definite no)

(number plural)
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(post-det ((type multiplier)
(multiplier ((lex "beS")))))))
. [[CAT=NOUN][ROOT=kitab][AGR=SSG][POSS=NONE][CASE=GEN]]
[[cAT=ADJ] [ROOT=beS]]
[[CAT=NOUN] [ROOT=kat] [AGR=3SG] [P0SS=3SG] [CASE=NOM]] .

g
L Rd

;3 elmanln beSte d0rdU
(uni  ’((cat common)
(lex "elma')
(specific no)
(definite no)
(number singular)
(post-det ((type fraction)
(numerator ((lex "beS")))
(denumerator ((lex "dOrt")))))))
[ [CAT=NOUN] [RO0OT=elma] [AGR=3SG] [POSS=NONE] [CASE=GEN]]
[ [CAT=NOUN] [RCOT=beS] [AGR=3SG] [POSS=NONE] [CASE=L0C]]

[[CAT=NOUN] [R0OOT=d0rt] [AGR=3SG] [P0SS=3SG] [CASE=NOM]] .

;; kIrmIzI Sapkall iki kIz
(uni »((cat common)
(lex "kIz")
(specific no)
(definite no)
(number singular)
(quantitative ((exact yes)
(value ((lex "iki")))
(quan-type cardinal)))
(qualifier
((possession ((it-is +)
(lex "Sapka'")
(cat common)
(specific no)
(definite no)

(number singular)

LIS
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M-
-
-
y oy

r

(epithet
((quality
((color ((type exact)
(lex "kIrmIzI")))))))))))))
[[CAT=ADJ] [ROOT=kIrmIzI]]
[[CAT=NOUN] [ROOT=Sapka] [AGR=3SG] [POSS=NONE] [CASE=MUNITIVE]]
[[CAT=ADJ] [ROOT=iki]]
[[CAT=NOUN] [RO0T=kIz] [AGR=3SG] [POSS=NONE] [CASE=NOM]].

;; ali’nin elindeki kitap

(uni  ’((cat np)

) )
L

r

ERE]

(cat common)
(lex "kitap")
(specific no)
(definite no)
(number singular)
(qualifier
((qual-loc ((it-is spatial)
(lex "el")
(cat common)
(specific yes)
(definite no)
(number singular)
(possessor ((number singular)
(person third)
(cat proper) (lex "ali")))))))))
[[CAT=NOUN] [RO0T=ali] [AGR=3SG] [POSS=NONE] [CASE=GEN]]
[[CAT=NOUN] [ROOT=el] [AGR=3SG] [P0SS=3SG] [CASE=LOC] [CONV=ADJ=REL] ]
[[CAT=NOUN] [ROOT=kitap] [AGR=3SG] [POSS=NONE] [CASE=NOM]] .

ahmet’in kardeSine ait kitaplar

(uni  ’((cat np)

(cat common)
(lex "kitap")
(specific no)
(definite no)

(number plural)

[19
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(qualifier
({qual-possessor
((np ((cat common)

(lex "kardeS")

(specific yes)

(definite no)

(possessor ((number singular)
(person third)
(cat proper)
(lex "ahmet')))))))))))

[[CAT=NOUN] (RO0T=ahmet] [AGR=3SG] [P0SS=NONE] [CASE=GEN] ]
([CAT=NOUN] [ROOT=kardeS] [AGR=3SG] [P0SS=3SG] [CASE=DAT]]
;o ailt

[[CAT=NOUN] [ROOT=kitap] [AGR=3PL] [POSS=NONE] [CASE=NOM]] .

;; ahmet’in kardesinden sonra
(uni ’((cat pp)
(post-pos ((lex "sonra'")
(subcat dative)))
(np ((cat common)
(lex "kardeS")
(specific yes)
(definite no)
(number singular)
(possessor ((number singular)
(person third)
(cat proper)
(lex "ahmet")))))))
[[CAT=NOUN] [ROOT=ahmet] [AGR=3SG] [POSS=NONE] [CASE=GEN] ]
[[CAT=NOUN] [(ROOT=kardeS] [AGR=3SG] [P0SS=3SG] [CASE=DAT]]

r
()

., sonra.



Appendix B

Non-finite Elements in the

Participles

This section presents the linguistic analysis of the participles according to the se-
mantic function of the displaced constituent, and some features such as time. voice,
transition of the process. The following tables describe the several exceptions in the
determination of the non-finite element. In the tables. time represents the selected
time for the participle; Voice represents the selected voice for the process; Trans
represents the transitive feature of the process: non-f represeuts the relevant non-
finite element to realize the participle; Poss represents the possessor of the semantic

function that can be also displaced.

121
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Time ’ \oice | Trans. | non-f. l spec/non-spec D. Obj l Poss. |
Past Active | intrans | -miy | uyumus ¢ocuKecror/medivm +

-dik — —

-digy | — —

trans -mig | cami/cam kirmig gocuKayent/actor +

-dik — —

-dign | — —

caus. -mig | cami/cam kirdirmig gocukygen, +

-dik —/cam kirdirmadik gocuk,qor +

-digi | cami/cam kirdirdigun ¢ocuk, s, +

Passive | intrans | -mis | — —
-cik — —

-digi | — —

trans -miy | — —

-dik — —

-digi | — —

caus. -mig | —/cam kirdirilnug gocuk,esor +

-dik —/cam kirdirilmadik gocuk, ., +

-digi | — —_—

Present | Active | intrans | -en uyuvan ¢ocuk, ior/medium +
trans -en cami/cam kiran gocuk, .nt/actor +

caus. -en cami/cam kirdiran gocuk, en +

Passive | intrans | -en — —
trans -en — —

caus -en —/cam kirdirilan gocuk,.¢, +

Future | Active |intrans | -ecek | nyuvacak ¢ocuk,cior/medium +
-ecegl | — —

trans -ecek | cami/cam kiracak gocuky ent/actor +

-ecegl | — —

caus. -ecek | cami/cam kirdiracak gocuk, ens +

-ecegl | cami/cam kirdiracagim gocuk, ior +

Passive | intrans | -ecek | — —
-ecegl | — —

trans -ecek | — —

-ecegl | — —

caus. -ecek | —/cam kirdirilacak ¢cocukaet,r +

-ecegl | canun/-— kirdirilacagr gocuk., ., —

Table B.1: Participle forms that modify AGENT or ACTOR
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Time | Voice | Trans. | non-f. | conflated Actor or Goal | Poss. |
Past Active | intrans | -mis | suya batmis gemi, o, / — +
-dik - —
-digi | — —
trans -mig | — —
-dik — / kirmadik odun, e, +
-digl | — / kirdigim odun e +
caus. -mig | — /) — —
-dik — / kirdirmadik odun,,, +
-digi | — / kirdirdigim odun oy +
Passive | intrans | -miy | — —
-dik — —
-digi | — —
trans | -mig | — / kinlmig odun,,u +
-dik | — / kinlmadik odun,q +
-digi | — —
caus. -miy | — / kirdirilmig odun g +
-dik | — / kirdinlmadik odungee | —
-digt | — —
Present | Active | intrans | -en suya batan gemi,.or /| — +
trans -en — —
caus. -en — —
Passive | intrans | -en — —
trans -en — / kinlan odun,, +
caus -en — / kirdirilan odun,g. +
[Future | Active | intrans | -ecek | suya batacak gemiz ., / — +
-ecegl | — —
trans -ecek | — / kiracak odun,,.,; +
-ecegi | — / kiracagim odun,,y +
caus. -ecek | — / kirdiracak odun,,y +
-ecegi | — / kirdiracagim odun,gy +
Passive | intrans | -ecek | — —
-ecegl | — —=
trans -ecek | — / kirlacak odun,,, +
-ecegl | — —
caus. -ecek | — / kirdirtfacak odun, . +
-ecegl | — —

Table B.2: Participle forms that modity MEDIUM (conflated with Actor or
Goal)
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| Time | Voice | Trans. | non-f. | spec/non-spec D. Obj | Poss. I

Past Active | intrans | -mig | — —

-dik — —

-digi | — —

trans -mig | — —

-dik | —/para vermedik gocuk +

-digi | odunu/odun kirdigim kadin +

caus. |-mig | —/— -

-dik | —/para verdirmedik gocuk 7., +

-digi | odunu/odun kirdirdigim kadin 7,4, +

Passive | intrans | -mig | — —

-dik — —

-digi | — ‘ —

trans | -mig | —/para verilmis gocuk +

-dik | —/para verilmedik gocuk +

-digi | paranin/— verildigi gocuk —

caus. -mig | — —

-dik | — —

-digi | — —

Present | Active | intrans | -en — —

trans -en — —

caus. -en — —

Passive | intrans | -en — —

trans | -en —/odun kirilan adam +

caus -en — —

Future | Active | intrans | -ecek | — —

-ecegl | — —

trans -ecek | — —

-ecegi | parayi/para verecegim gocuk +

caus. -ecek | — —

-ecegl | parayl/para verdirecegim gocuk 7g.r0r +

Passive | intrans | -ecek | — —

-ecegl | — —

trans | -ecek | —/odun kinlacak kadin +

-ecegl | — —

caus. -ecek | —/odun kirdirilacak kadin 7, +

-ecegl | — -~

Table B.3: Participle forms that modify BENEFICIARY
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LTime | Voice | Trans. | non-f. | spec/non-spec D. Ob)] | Poss. |

Past Active | intrans | -mig | — —
-dik | — —
-digl | geminin/gemi battig1 glin/stre +/-

trans -mig | — —

-dik | — —
-digi | odunu/odun kirdigim giin/stire +/-

caus. -mig | —/— —

-dik | — —
-digi | odunu/odun kirdirdigim giin/stire +/-

Passive | intrans | -mig | — —

-dik | — —

-digi | — —

trans -mig | — —

-dik | — —
-digi | paranin/para harcandigi gin/stre +/-

caus. -mig | — —

-dik | — —

-digi | — —

Present | Active | intrans | -en — 7 ugak diisen glin/— —
trans -en — —

caus. | -en — —

Passive | intrans | -en — —

trans | -en —/para harcanan gin/— +

caus -en —/para harcatilan gin/— +/-

I'uture | Active | intrans | -ecek | — —
-ecegl | geminin/gemi batacag: gun/slre +/-
trans | -ecek | —/odun kiracak giin/stire +/-
-ecegl | parayi/para harcayacagim gun/sure | +/-

caus. -ecek | — —

-ecegl | odunu/odun kirdiracagim giin/sire +

Passive | intrans | -ecek | — —

-ecegl | — —
trans | -ecek | —/odun kirilacak giin/stre +/-

-ecegl | odunun/odun kirilacag: gun/stre —
caus. -ecek | —/odun kirdinlacak giin/stre + /-

-ecegi | odunun/odun kirilacag) gin/sire -

Table B.4: Participle forms that modify TIME or DURATION
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[ Time | Voice | Trans. | non-f. | spec/non-spec D. Obj | Poss. |

Past Active | intrans | -mis | cocuk/— uyumus yatak +

-dik | — —

-digi | ¢ocugun/— uyudugu ev +

trans -mig | — —

-dik —/top oynamadik bahge +

-digi | odunu/odun kesdigim orman +

caus. -mig | — —

-dik — —

-digi | ¢ocugu/— ata bindirdigim tarla +

Passive | intrans | -mis | (¢ocuk tarafindan) uyvunmus yatak +

-dik | — —

-digi | — —

trans -mis | — —

-dik | — —

-digi | paranin/— verildigi yer +

caus. -mig | — —

-dik | — —

-digi | odunu/odun kestirdigim bahge +

Present | Active | intrans | -en —/gocuk uyuyan yatak +

trans -en — —

caus. | -en — —

Passive | intrans | -en —/— uyunan yatak +

trans | -en —/odun kirilan bahge +

caus | -en —/odun kirdirilan yer +

Future | Active | intrans | -ecek | —/cocuk yatacak yatak +

-ecegl | cocugun yatacagi yatak +

trans | -ecek | —/top oynayacak saha —

-ecegl | paray1/para harcavacagim koy +

caus. -ecek | — —

-ecefi | cocuga dersi/ders anlattiracagim oda | +

Passive | intrans | -ecek | uyuyacak yatak +

-ecegl | cocugun uyvuyacagl yatak +

trans | -ecek | —/odun kirillacak bahge +

-ecegl | odunun/— kirilacagy bahge +

caus. -ecek | —/odun kirdirilacak bahge +

-ecegl | odunun/— kirdirilacag: bahge +

Table B.5: Participle forms that modify LOCATION
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| Time [ Voice | Trans. | non-f. | spec/non-spec D. Ob] | Poss. |
Past Active |intrans | -mis | — —
-dik | — —
-digi | cocugun/— gittigi/geldigi ev +
trans -mig | — —
-dik | — —
-digi | adamin kumu/kum doktigi deniz +
caus. -mig | — —
-dik | — —
-digi | adamin kumu/kum doktirdiga deniz | +
Passive | intrans | -mig | — —
-dik | — —
-digi | — —
trans -miy | — —
-dik | — —
-digi | kumun/— doékildiigi deniz +
caus. -mis | — —
-dik | — —
-digi | kumun/— doktirtuldigi deniz +
Present | Active | intrans | -en — +
trans -en — —
caus. | -en — —
Passive | intrans | -en gidilen/gelinen ev ?5,iyin/ Destination +
trans | -en —/kum dokilen/cikarilan deniz +
caus -en —/kum doktirtlen deniz +
[Future | Active | intrans | -ecek | — —
-ecegl | gidecegim/gelecegim ev +
trans | -ecek | —/kum dokecek/cikaracak deniz +
-ecegl | kumu/kum dokecegim deniz +
caus. | -ecek | —/kum doktirecek deniz +
-ecegl | —/kum doktirecegim deniz +
Passive | intrans | -ecek | gidilecek/gelinecek ev +
-ecegl | — +
trans | -ecek | —/kum dokilecek deniz +
-ecegi | kumun/— dokiilecegi deniz +
caus. -ecek | —/kum doktiirilecek deniz +
-ecegl | kumun/— doktiiriilecegi deniz +

Table B.6: Participle forms that modify ORIGIN and DESTINATION
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| Time | Voice | Trans. | non-f. | spec/non-spec D. Obj | Poss. |

Past Active | intrans | -mig | — —

-dik | — —

-digl | ¢ocugun/— kostugu son tg¢ km +

trans | -mig | — —

-dik | — —

-digi | adamin bayragi/bayrak tasidigr 3 km +

caus. -mig | — —

-dik — —

-digi | adamin bayragi/bayrak tasittign1 3 km | +

Passive | intrans | -mig | (x tarafindan) kosulmug son li¢ km +

-dik | — —

-digi | — —

trans -mig | — —

-dik | — —

-digi | bayragin/— tagindigl son yiz metre | —

caus. -mig | — —

-dik — —

-digi | kogturuldugum beg km ~

Present | Active | intrans | -en — +

trans | -en — —

caus. | -en — —

Passive | intrans | -en kosulan beg km +

trans -en —/bayrak taginan i¢ km —

caus -en —/bayrak tagitilan tic km —

Future | Active | intrans | -ecek | kosacak 5 km —

-ecegl | cocugun kosacagr 5 km —

trans | -ecek | —/bayrak tagiyacak son 3 km —

-ecegl | bayragi/bayrak tasivacagun 3 km —

caus. -ecek | tagittiracak son 3 km —

-ecedl | tagittiracagim son 3 km —-

Passive | intrans | -ecek | kogulacak 5 km —

-ecegl | — —

trans | -ecek | —/bayrak taginacak son 3 km —

-ecegl | bayragin/— taginacagi son 3 km —

caus. | -ecek | —/bayrak tagittirilacak son 3 km —

-ecegi | bayragin/— tasittirilacag: son 3 km —

Table B.T: Participle forms that modify DISTANCE
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