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ABSTRACT

SMITH PREDICTOR BASED CONTROLLER DESIGN

FOR A FLEXIBLE ROBOT ARM

Ug̃ur Taşdelen

M.S. in Electrical and Electronics Engineering

Supervisor: Prof. Dr. Hitay Özbay

July, 2013

In this thesis, a new Smith predictor based controller is proposed for a flexible

robot arm. A typical robot arm model includes high order modes with integral

action from torque input to velocity output. Here we can also consider the effect

of possible delays between the plant and the controller. The controller structure

considered has an extended Smith predictor form. The designs use controller

parametrization for stability and they also achieve certain performance objec-

tives via interpolation conditions based on the disturbance rejection and setpoint

tracking properties. This parametrization method allows widest freedom in con-

troller parameters and this results in improved performance, both in set-point

response and disturbance rejection. Free parameters in the controller determines

the location of closed-loop poles. A hierarchical structure is used to extend Smith

predictor structure to the position control loop. By protecting proposed struc-

ture, different approaches are shown to control the position. Compared to existing

Smith predictor based designs, disturbance attenuation property with respect to

periodic disturbances at a known frequency is improved. A two-degree of freedom

controller structure is shown to be helpful in shaping the transient response under

constant reference inputs. Stability robustness properties of this system are also

investigated. Simulation results demonstrate the effectiveness of the proposed

controller.

Keywords: Time Delay Systems, Flexible Robot Arm, Smith Predictor Based

Controller, Robust Controller, Periodic Disturbance.

iii



ÖZET

ESNEK BİR ROBOT KOLU İCİN SMITH KESTİRİM

TABANLI DENETLEYİCİ TASARIMI

Ug̃ur Taşdelen

Elektrik ve Elektronik Mühendisliği Bölümü, Yüksek Lisans

Tez Yöneticisi: Prof. Dr. Hitay Özbay

Temmuz, 2013

Bu tezde, esnek robot kolları için Smith kestirim tabanlı denetleyici yapısında yeni

bir denetleyici önerilmiştir. Girdi olarak tork ve çıktı olarak hız alındıg̃ında tipik

bir robot kolu modeli integrator ile birlikte esnek modları içermektedir. Ayrıca

denetleyici ve tesis arasındaki zaman gecikmesinin etkileride kaçınılmazdır. Bu

tarz bir modelin kontrölü için önerilen denetleyici yapısı, Smith kestirimli yapının

genişletilmiş şeklidir. Yapılan tasarımların kararlılıg̃ı kontrolör parametrizasyonu

ile garanti altına alınmıştır ve bozucu etki regülasyonu ile basamak tepkisi gibi

performans objektiflerinin gerçeklenmesi için bir takım interpolasyon şartlarının

sag̃lanması yoluna gidilmiştir. Kullanılan parametrizasyon yöntemi denetleyici

parametrelerinin seçiminde serbestlik sag̃lamıştır ve bu, bozucu etki regülasyonu

ile basamak tepkisi gibi performans objektiflerinin iyi sonuçlar vermesinin önünü

açmıştır. Belirtilen serbest parametreler kapalı döngü kutuplarının yerlerini

belirlemektedir. Ayrıca, pozisyon kontröl döngüsü içinde hiyerarşik bir yapı

kullanılmıştır. Önerilen yapıyı koruyarak farklı tasarımlar konum kontrolünde

de kullanılmıştır. Önceden var olan dig̃er Smith kestirim tabanlı denetleyi-

cilere göre özellikle frekansı bilinen sinüsoidal bozucu etki bastırımında gelişmeler

kaydedilmiştir. Kullanılan iki-dereceli denetleyici yapısı, basamak referans istek-

leri için geçici hal etkisinin geliştirilmesinde avantajlar elde edilmesini sag̃lamıştır.

Gürbüz kararlılık testleri de yapılmıştır. Elde edilen sonuçlar önerilen denetleyici

yapısının kullanılırlıg̃ını ortaya koymuştur.

Anahtar sözcükler : Zaman Gecikmeli Sistemler, Esnek Robot Kolu, Smith Ke-

stirim Tabanlı Denetleyici, Grbz Denetleyici, Periyodik Bozucu Etki.
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Chapter 1

INTRODUCTION

Time delay very often appears in many systems, such as electric, chemical pro-

cesses, biological systems, communication networks, robotics, etc. When infor-

mation or energy is transported from one location to another, time delay emerges

depending on transmission, communication, computation and measurement lags

and analysis time. The input-output relationship of a time delay system is given

as

y(t) = u(t− Td)

The transfer function of time delay element is given by e−Tds which is not a

rational function.

The delay in control action is called transport delay or dead time. Since a

feedback system with transport delay in the loop is a special case of infinite

dimensional systems having infinitely many poles, the appearance of dead time

makes the system analysis and controller design more complicated. Classical

controllers operate to make an action for a situation which emerged some time

ago. The effects of dead time in control applications can be listed as below:

• Existence of time delay adds additional phase drop proportional to fre-

quency.

• It may result in reducing system performance, or even cause instability.
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• Typically, stability margins of the closed loop system declines with increas-

ing delay.

• Time delay introduces infinitely many poles to the characteristic equation

of the closed loop transfer function, hence makes the analysis difficult.

As a consequence, the issue of robustness, performance, controllability, observ-

ability and pole placement for these types of systems has attracted the attention

of many scientists and researchers. Under some special cases, additional time

delays in the feedback loop may improve stability and performance measures,

[21]. But this is not the case for systems we consider in this thesis. In most

of control applications with or without time delay, classical PID type controllers

are still used, [2]. However, PID controllers are not so efficient if there is long

time delay in process dynamics. Although derivative action of PID controllers

is used for prediction purposes, it is not convenient for the structures with long

dead time. Other predictive type of controllers are necessary to control a model

with transport delay in an effective way. In 1957, Smith, [22], presented a partic-

ular controller structure in which the closed loop transfer function can be formed

by designing a controller as if the process is delay free. This structure employs

a feedback loop inside the controller. When there is long time delay, it is not

possible to get sufficient information from output signal for prediction. Hence,

prediction is established on control input in this structure. Transfer functions

and parameters estimated from the plant are used in the feedback loop. The

structure of Smith predictor based controller is shown in Figure 1.1.
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Figure 1.1: Block diagram of a feedback system whose controller is in a Smith

predictor structure

In this figure, overall controller C1(s) is

C1(s) =
C0(s)

1 + C0(s)P̂1(s)(1− e−T̂ds)

In case P̂1(s) = P1(s) and T̂d = Td, the closed loop transfer function can be

written as

T0(s) =
C1(s)P1(s)e

−Tds

1 + C1(s)P1(s)e−Tds

=

C0(s)

1+C0(s)P1(s)(1−e−Tds)
P1(s)e

−Tds

1 + C0(s)

1+C0(s)P1(s)(1−e−Tds)
P1(s)e−Tds

=
C0(s)P1(s)

1 + C0(s)P1(s)
e−Tds.

Consequently, time delay is removed from the characteristic equation of the closed

loop system and thus the controller can be designed without time delay consid-

eration. In other words, although physically not the case, the transfer function

from reference input to output can be imagined as in the Figure 1.2. By using

Smith predictor structure, controller design methods for processes without delay

can be directly implemented.

Over the last 50 years, many modifications to the Smith predictor structure

have been proposed in order to meet certain objectives like those below:

3



Figure 1.2: Equivalent block diagram of Smith predictor in terms of the transfer
function from input to output

• improve setpoint response of Smith predictor based controller

• reject different kinds of disturbances

• implement this structure for various type of plants (stable, integrating, un-

stable)

• provide enough robustness in the presence of mismatch in the parameters

and unmodeled dynamics.

Particularly, [27] proved that constant disturbance rejection cannot be achieved

by using Smith predictor structure and also showed that when process delay is not

the same as its nominal value, steady state error cannot be avoided in the presence

of load change. Afterwards, many other modifications have been made to handle

the challenge of controlling a system with integrator and transport delay, e.g., [19],

modified the structure of [27] by adding a filter. Improving tracking response with

two degree of freedom control structure is intended in [19]. Also, [3] introduced a

new form for the control of integrator and dead time processes which dissociates

the disturbance and set-point response from each other. The usage of three extra

parameters supplies the capability of increasing performance. However, tuning of

many parameters can cause trouble since they have no definite physical meaning.

The modifications of [17]–[16], include extra feedback path from the difference of

plant output and the model output to the control input. In their first work, they

used a proportional controller and then the primary controller became a lead/lag

controller. By using two degree of freedom controller structure, [17], provide fast

disturbance suppression for constant disturbances which is caused by derivative

action and fast estimation of the disturbance. Likewise, [14] offered a basic relay

4



auto-tuning method for the Smith Predictor and a reduced order process model

in terms of a first- or second-order dynamics plus dead time was obtained .

In all afore mentioned works, the robustness issue was not explicitly analyzed.

Unavoidable disturbances and uncertainty in the model parameters appear in

practise. The prediction of control signals is influenced negatively by them. In

fact, even if the Smith predictor is nominally stable, it is possible to destabilize

the feedback system by a minor change in the process dynamics. For this purpose,

a number of researches have been conducted to analyze the robustness of designed

Smith predictor based controller. As an example, [11] defined multiplicative

uncertainties in the model parameters to analyze the robustness in the presence

of mismatch. A geometric approach is offered in [18] to define the impacts of the

delay uncertainty on the stability. Also, [9] used system identification method to

find out a nominal model and they determined uncertainty bound of the nominal

model in the frequency domain through the uncertainty quantification method.

A robust criterion for the Smith predictor was also derived in [9]. Mismatch in

time delay is analyzed in [1]. Many other researchers also focused on robustness

of Smith predictor, see e.g., [10] and [12].

The Smith predictor structure is used in many application areas such as

telecommunication [13], [15, 5], biological systems, [25], and flexible-link robot

manipulator [4]. We will design Smith predictor based controller for a flexible

Figure 1.3: A representation of a flexible robot arm

robot arm, which can model a number of physical systems, with time delay which

can be used for several purposes. A typical robot arm can be represented as in

Figure 1.3. The motor placed at the joint applies torque that give action to robot
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arm. The physical signals such as angular velocity, position and acceleration of

robot arm are measured by sensors (e.g. gyroscope, resolver, encoder). In control

applications, these measurements are used to compare with desired values and

then convenient current is produced to generate torque. For a velocity control

system for a robot arm, the procedure can be seen as in Figure 1.4. To design

an effective controller, it is essential to analyze this system properly. We need to

know how applied torque influences the velocity of the robot arm.

Figure 1.4: Velocity control system for a robot arm

Designing a controller for flexible models is a challenging process depending

on damping ratio and resonance frequencies within the control bandwidth. In

this work, we will also handle this problem in addition to hangling of time delay.

A linear model is used in controller design for simplicity. We also focus on coping

with the modeling error and system uncertainties. The mismatch in the system

parameters and unmodeled dynamics are also analyzed. Stability robustness of

the controller obtained is also investigated.

A modified type of controller in the structure of Smith predictor will be de-

signed for a flexible robot arm including integrator and time delay. In design,

we will determine some interpolation conditions which satisfy some performance

criteria and handle the previously described problem of [27] for different cases.

As known, internal model principle [6] became very popular for the aim of dis-

turbance rejection and set-point response after 1970’s. Internal model principle

implies that to reject impacts of disturbances and to track a reference signal,

6



controller should have the copies of the disturbance and reference signal genera-

tors. In our design, Smith predictor structure is integrated with internal model

principle through the interpolation conditions.

Controller parametrization, [28], is used to determine the structure of C0(s)

shown in Figure 1.1. This parametrization method allows widest freedom in con-

troller parameters and this results in improved performance, both in set-point

response and disturbance rejection. We also pay attention to the problem of

system robustness under the impact of the aforementioned unmodeled dynam-

ics. By taking into consideration trade-off between performance and robustness,

different designs will be obtained. Advantages and drawbacks of each design are

discussed with respect to both robustness and performance. Designed controllers

are compared with [17] which is proved to offer good performance. Many recent

application oriented papers in this area consider [17] as the baseline for compar-

ison, [8], [26]. Our simulation results generally show that improved performance

can be obtained in the presence of uncertainties.

As an alternative implementation of our controller, irrational function e−Tds

in Figure 1.1 is replaced with a rational function which is obtained with Pade

approximation after controller design. It provides convenience in implementation

of the controller for a real robot arm. It is also helpful to see the structure

of overall controller, C1(s). Moreover, various filters are used to satisfy certain

specifications. For instance, in order to filter the torque, which is controller

output, we employ an approximate inverse of flexible modes. This filter enables

to suppress high order modes generated by flexible modes of robot arm. When

two-degree of freedom controller scheme is considered, another stable first-order

low-pass filter is designed to cancel some of the higher dynamics of the closed loop

system. With this filter, reference signal is filtered and good tracking response is

achieved.

The thesis is organized as follows. In Chapter 2, structure of the plant is

defined. Different controller designs are proposed to stabilize this plant. Effects of

the reference filter and usage of the Pade approximation are shown. In Chapter 3,

robustness and performance of designed controllers are investigated. Performance

7



is analyzed in terms of both set-point tracking and disturbance rejection. Stability

robustness analysis is done for parametric and dynamic uncertainties. Concluding

remarks are made in Chapter 4.
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Table 1.1: Notation

s Laplace variable

t Time variable

P (s) Real system between torque demand and velocity

P0(s) Nominal system

P1(s) Delay-free part of nominal system

rp Position demand

rv Velocity demand

d(t) Disturbance

J Inertia

K Gain

K̂ Estimated gain

Td Time delay

T̂d Estimated time delay

R0(s) Flexible modes

R̂0(s) Estimated flexible modes

R̂−1
ε (s) Approximate inverse of flexible modes

∆m(s) Multiplicative uncertainty

H(s) First order reference filter

ωh Cut-off frequency of reference filter

G0(s) Open loop transfer function

T0(s) Closed loop transfer function for velocity control system

Pp1(s) Delay-free part of closed loop transfer function of T (s)

Tp(s) Closed loop transfer function for position control system

Tyd(s) Transfer function between disturbance and output

Cv(s) Smith predictor based velocity controller

C0v(s) Internal controller in velocity control

Cp(s) Smith predictor based position controller

C0p(s) Internal controller in position control

9



Chapter 2

SMITH PREDICTOR BASED

CONTROL OF THE ROBOT

ARM

2.1 Preliminaries

Definition 2.1.1. A transfer function H(·) ∈ RH∞ if it is analytic in C+ and

following condition is satisfied

‖H‖∞ = sup
Re(s)>0

| H(s) | <∞ (2.1)

Let Pc(s) be a linear transfer function of a plant. In order to find all con-

trollers C stabilizing Pc(s) in the feedback system shown in Figure 2.1, following

algorithm is proposed by [28]:

[i] Nominal plant Pc(s) is written in terms of coprime rational and stable

transfer functions, Np(s), Dp(s), i.e Np, Dp ∈ RH∞

Pc(s) =
Np(s)

Dp(s)

10



[ii] Two other stable X(s) and Y (s) transfer functions which satisfy the follow-

ing Bezout equation are obtained:

XNp + Y Dp = 1

Theorem 2.1.1 (Controller Parametrization). The set of all all controllers which

guarantee the internal stability of the feedback system in Figure 2.1 is given by

C(s) =
X +DpQ

Y −NpQ
: Q ∈ RH∞, Q 6= Y N−1

p

Let us choose Pc(s) =
1

s− 1
.

[i] In order to get stable Np(s) an Dp(s), we can determine

Np(s) =
1

s+ a
and Dp(s) =

s− 1

s+ a
where a > 0

[ii] From Bezout equation,

Y (s) =
1−Np(s)X(s)

Dp(s)

Since Dp(1) = 0, we need to choose 1 −Np(1)X(1) = 0 to get stable Y (s).

It results in X(1) = a + 1. By choosing X(s) = a + 1 which is stable, we

obtain Y (s) = 1.

According to the Theorem 2.1.1, corresponding C(s) which stabilizes Pc(s) can

be found as

C(s) =
a + 1 + s−1

s+a
Q(s)

1− 1
s+a

Q(s)
: Q ∈ RH∞

Theorem 2.1.2 (L’Hôpital Rule). Suppose f and g are differentiable functions

of x on (a,b) and

lim
s→a+

f(x) = lim
s→a+

g(x) = 0

and the limit

lim
s→a+

f ′(x)

g′(x)
= M

exists, then the limit

lim
s→a+

f(x)

g(x)
= M

11



Figure 2.1: Closed-loop feedback system

2.2 Plant Structure

There are many different types of two degree-of freedom robot manipulators used

in industry and academic works. In this thesis, we will focus on a particular type

of robot arm which is depicted in Figure 1.3. Control input is the torque applied

by the motor and the angular velocity is taken to be the output. We already know

from physical laws that the transfer function from torque to velocity includes an

integrator which appears due to Newton’s law. Also, there will be a gain factor

which is inversely proportional to inertia. The exact value of the gain depends on

material geometry, mechanical signal amplifiers and scaling factors in actuator.

Time delay comes into the system as a result of the distance between sensor and

actuator, sampling and slack between the mechanical components. In addition to

that, right-half plane zeros emerge as the result of different location of actuator

and sensor. Phase shift caused by this situation can be modeled as time delay.

Lastly, we expect some vibrations on the robot arm at high frequencies as a

consequence of slack in the gear and material structure.

There are many approaches to modeling and system identification for flexible

robot arm, see e.g. [7], [23] and their references. We will assume that nominal

parameters for the flexible modes are obtained from parameter estimation, and

any non-minimum phase part is absorbed into the time delay. Hence the plant

transfer function from torque to angular velocity is in the form

P (s) =
K

s
e−TdsR0(s) (2.2)

12



where K > 0 is the gain, Td > 0 is the time delay and R0(s) is the minimum

phase transfer function in the form

R0(s) =
ω2
0

s2 + 2ζ0ω0s+ ω2
0

n∏

k=1

(s2/ω̃2
k) + 2ζ̃k(s/ω̃k) + 1

(s2/ω2
k) + 2ζk(s/ωk) + 1

where 0 < ω0 < ω̃k < ωk are the resonant and anti-resonant frequencies, and ζ̃,

ζ , are the damping factors, taking values between 0 and 1. It is assumed that the

above parameters are estimated from system identification, but when it comes to

stability robustness analysis, uncertainty in R0(s) will be considered. Note that

R0(jω) ≈ 1 for all 0 ≤ ω ≪ ω0.

2.3 Smith Predictor Based Controller Design

for Velocity Control

In this section, Smith predictor based controller will be designed for the plant in

(2.2). Designed controller is supposed to satisfy following three objectives:

• robust stability

• tracking reference signal

• disturbance attenuation

The structure of proposed Smith predictor based controller for this model is

shown in Fig. 2.2. As seen from Fig. 2.2, the controller Cv is

Cv(s) =
R̂ε(s)

−1

K̂

(
C0v(s)

1 + C0v(s)
1−e−T̂ds

s

)
(2.3)

Here, R̂−1
ε (s) = R̂−1

0 (s)/(1 + εs)2 is the approximate inverse of the term due to

flexible modes, with 0 < ε ≪ ω−1
n ; R̂−1

0 is in the same form of R0(s) except that its

parameters are the estimated values of ωi, ζi, ω̃i, ζ̃i for i = 0, 1...., n, which are not

necessarily matching the exact values used inR0(s). The free part of the controller

13



is C0v(s) and it is to be designed from the non-delayed part of the plant as in

the usual Smith predictor based design. Typically, H(s) = 1 and does not play a

role in the feedback system stability analysis, nor in the disturbance attenuation

problem. When two-degree of freedom controller scheme is considered, the stable

filter H(s) is designed to improve the tracking performance (see Section 2.5).

Figure 2.2: Proposed Smith Predictor Based Controller Structure

Keeping in mind the above conditions, stability of the feedback system must

be guaranteed. With the controller structure Cv(s), when the plant is known

P (s) = P0(s), the characteristic equation of closed-loop system is

1 + C0v(s)
1

s
= 0 (2.4)

which means that C0v(s) must be designed to stabilize the integrator. If Pc(s) =
1

s
, then the set of all controllers which stabilizes Pc are found from Theorem 2.1.1.

To find this set, let Pc(s) =
Np(s)

Dp(s)
, where Dp(s) =

s

s+ a
and Np(s) =

1

s+ a
with

a > 0 is a parameter to be chosen via pole placement method as shown below.

From Theorem 2.1.1, all stabilizing controllers for P1(s) are parameterized as:

C0v(s) =
X(s) +Dp(s)Q(s)

Y (s)−Np(s)Q(s)
(2.5)

where Q ∈ H∞ and Q 6= Y N−1
p . Here X, Y ∈ H∞ are functions satisfying

Np(s)X(s) +Dp(s)Y (s) = 1 (2.6)

14



It is clear from (2.6) that

Y (s) =
1−Np(s)X(s)

Dp(s)
(2.7)

Since Dp(0) = 0, X(0) must be equal to
1

Np(0)
. It means X(0) = a. Since X(s)

should be stable, simply it can be chosen as X(s) = a. Then, from (2.7), Y (s)

can be found as:

Y (s) =
1− 1

s+a
a

s
s+a

=
(s+ a)− a

s
= 1

If all functions are put into (2.5), internal controller is

C0v(s) =
a+ s

s+a
Q(s)

1− 1
s+a

Q(s)
=

as + a2 + sQ(s)

s+ a−Q(s)
. (2.8)

Now, the problem reduces to designing aQ(s) depending on different requirements

of performance and robustness. It must be chosen as a proper function and degree

of Q(s) changes according to the interpolation conditions. Minimum degree of

Q(s) satisfying interpolation condition requirement is given by

Minimum degree of Q(s) = Number of interpolations− 1 (2.9)

We will obtain four different designs to satisfy different objectives.

2.3.1 Smith Predictor Based Controller for Constant Dis-

turbance Rejection

In this design, the objectives are suppressing constant disturbances and tracking

unit reference signal without steady-state error. Obtained controller will be in the

structure of a PI controller. For this aim, the overall controller, Cv(s), is required

to be Type-1 controller having a pole at s = 0. This condition is translated into

lim
s→0

Cv(s) = ∞ =⇒ lim
s→0

(
1 + C0v(s)

(1− e−T̂ds)

s

)
= 0

Since there is an indeterminate form of
0

0
, L’Hôpital Rule is used to obtain an

interpolation condition on C0v(s). From Theorem 2.1.2, we obtain 1+TdC0v(0) =

15



0 which means

C0v(0) = −
1

Td

. (2.10)

By using (2.8), the structure of C0v(s) is found as

C0v(0) =
a2

a−Q(0)
,

and for Q(s), the interpolation condition turns into

Q(0) = a(1 + aT̂d).

Since only one interpolation condition is stated on C0v(s), Q(s) is chosen as

constant for minimum-degree C0v(s) from (2.9). By using Q(s) = a(1 + aT̂d),

corresponding C0v(s) is obtained as

C0v(s) =
(2a+ a2T̂d)s+ a2

s− a2T̂d

.

With the above design, when P = P0, K̂ = K, T̂d = Td, R̂0 = R0 and ε → 0,

the closed-loop transfer function from r to y in Fig. 2.2, is Try(s) = T0(s)H(s),

where T0 = P0Cv(1 + P0Cv)
−1, and it reduces to

T0(s) =
(2a+ a2T̂d)s+ a2

(s+ a)2
e−Tds, (2.11)

where a > 0 is chosen to place the closed loop system poles at the desired location.

It is also obvious to see that closed loop system zeros are the same as the zeros

of C0v(s) in this design.

2.3.2 Smith Predictor Based Controller Rejecting Con-

stant and Ramp Disturbances

In this section, the design objective is suppressing constant and ramp disturbances

in steady-state. To satisfy this condition, Cv(s) is entailed to have two poles at

s = 0. This condition is translated to

lim
s→0

sCv(s) = ∞ =⇒ lim
s→0

s+ C0v(s)(1− e−T̂ds)

s2
= 0 (2.12)
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where indeterminate form of 0/0 is detected. To handle with this problem,

L’Hôpital Rule is applied on (2.12). Corresponding limit condition is

lim
s→0

1 + C0v(s)T̂de
−T̂ds + C ′

0v(s)(1− e−T̂ds)

2s
= 0 (2.13)

The nominator of the equation in (2.13) must be equal to 0 at s = 0 to cancel

the pole at s = 0. First design criterion is obtained as

C0v(0) = −
1

T̂d

. (2.14)

which is consistent with the interpolation condition obtained in (2.10). At this

point, indeterminate form of 0/0 emerges again. By performing L’Hôpital Rule

once more, (2.13) turns into

lim
s→0

−C0v(s)T̂
2
d e

−T̂ds + C ′

0v(s)T̂de
−T̂ds + C ′′

0v(s)(1− e−T̂ds) + C ′

0v(s)T̂de
−T̂ds

2
= 0

When the value of C0v(0) found in (2.14) is inserted, the second design criterion

is acquired as

C ′

0v(0) = −
1

2
. (2.15)

The design criteria (2.14)-(2.15) are converted into the interpolation conditions

on Q(s) by using (2.8):

Q(0) = a(1 + aT̂d) (2.16)

Q′(0) = 1−
(a−Q(0))(1.5a+ 0.5Q(0))

a2
(2.17)

The problem now is to find such a Q(s) that (2.16) and (2.17) are satisfied. Since

there are two interpolation conditions, it is clear from (2.9) that for minimum-

degreed Q(s) the structure of Q(s) must be as below:

Q(s) =
(bs + c)

(s+ e)
. (2.18)

Here e is a free parameter. Like the parameter a, it also determines the location

of closed loop poles. The other parameters b, c are calculated depending on the

interpolation conditions. Their values are:

c = Q(0)e
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and

b = Q′(0)e+
c

e
.

When Q(s) is inserted into (2.8), the structure of C0(s) obtained is shown below:

C0v(s) =
(a + b)s2 + (al1 + c)s+ al2
s2 + (l1 − b)s + (l2 − c)

(2.19)

where l1 = a + e and l2 = ae. With the above design and the assumption of

P = P0, K̂ = K, T̂d = Td, R̂0 = R0 and ε → 0, the closed loop transfer function

is

T0(s) =
(a + b)s2 + (al1 + c)s+ al2

(s+ a)2(s+ e)
e−Tds (2.20)

2.3.3 Smith Predictor Design To Reject Constant and Si-

nusoidal Disturbance

In this section, for the plant given in (2.2), the controller Cv(s) is required to

satisfy these two conditions:

1. Cv(s) must be Type 1, to suppress constant disturbance in steady state.

2. periodic disturbances d(t) with known frequency, ωd, must be rejected in

steady state.

The interpolation condition to satisfy the first condition has already been evalu-

ated in Section 2.3.1, which gave (2.16) as the first design criterion. According

to internal model principle, [6], to satisfy the second condition, Cv(s) must have

poles at s = ±jωd:

lim
s→jωd

Cv(s) = ∞ =⇒ lim
s→jωd

(
1 + C0v(s)

(1− e−T̂ds)

s

)
= 0

which means

C0v(jωd) =
−jωd

1− e−jT̂dωd

. (2.21)

By using 2.8, the value of C0v(jωd) is also found as

C0v(jωd) =
ajωd + a2 + jωdQ(jωd)

jωd + a−Q(jωd)
. (2.22)
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When (2.21) and (2.22) are employed, this gives us the second interpolation

condition on Q(s):

Q(jωd) =
(jωd + a− ae−jωdT̂d))(jωd + a)

(jωd)e−jωdT̂d

. (2.23)

Thus two interpolation conditions are obtained on Q(s). Since Q(s) is a rational

function, only one interpolation condition is sufficient to incorporate complex

roots. However, we will consider the case for Q(−jωd) in deciding the minimum

degree structure of Q(s). We postulate the following minimum degree Q(s):

Q(s) =
bs2 + cs+ d

s2 + es+ f
.

Here e, f > 0 are free parameters; once these free parameters are chosen, b, c

and d are determined from the interpolation conditions (2.16) and (2.23). Their

values are

b =
Re
(

jωd+a−ae−jωdT̂d(jω+a)

jωde
−jωdT̂d

(f + jωde− ω2
d)
)
− d

−ω2
d

,

c =
Im
(

jωd+a−ae−jωdT̂d (jω+a)

jωde
−jωdT̂d

(f + jωde− ω2
d)
)

ωd

,

d = fa(1 + aT̂d).

In conclusion, C0v(s) turns into

C0v(s) =
(a+ b)s3 + (l1a + c)s2 + (l2a+ d)s+ al3

s3 + (l1 − b)s2 + (l2 − c)s+ (l3 − d)
, (2.24)

where l1 = e+ a, l2 = f + ae, l3 = af .

With the above design, when P = P0, K̂ = K, T̂d = Td, R̂0 = R0 and ε → 0,

the closed-loop transfer function from r to y in Fig. 2.2, is Try(s) = T0(s)H(s)

where T0 = P0Cv(1 + P0Cv)
−1, and it reduces to

T0(s) =
NT (s)

(s2 + es+ f)(s+ a)2
e−Tds,

NT (s) = a(s+ a)(s2 + es+ f) + s(bs2 + cs+ d),

where a > 0, e > 0 and f > 0 are chosen to place the closed loop system poles at

the desired locations
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2.3.4 Smith Predictor Design To Reject Constant, Ramp

and Sinusoidal Disturbance

In this section, Cv(s) is restricted to be Type 2 as different from the design in

Section 2.3.3. All interpolation conditions found in the previous sections

Q(0) = a(1 + aT̂d), (2.25)

Q′(0) = 1−
(a−Q(0))(1.5a+ 0.5Q(0))

a2
, (2.26)

Q(jωd) =
(jωd + a− ae−jωdT̂d))(jωd + a)

(jωd)e−jωdT̂d

(2.27)

are necessary to be satisfied for this purpose. Postulated minimum-degree Q(s)

which accomplishes these interpolation conditions is

Q(s) =
(bs2 + cs+ d) (s+m)

(s2 + es+ f) (s+ n)

Here e, f, n are free parameters. The values of other parameters b, c, d,m are

determined depending on these free parameters and (2.25)-(2.26)-(2.27). When

we choose K1 = nfQ(0):

md = K1

can be easily written from (2.25). Also for K2 = Q′(0)nf +Q(0)(f + en),

mc+ d = K2

is obtained from (2.26). Lastly for

K3 = Re(Q(jωd))(−ωd + fωd + enωd) + Im(Q(jωd))(−nω2
d − ω2

de)

K4 = Re(Q(jωd))(−nω2
d − ω2

de)− Im(Q(jωd))(−ωd + fωd + enωd)

we can get

−bω3
d +K2ωd = K3 (2.28)

−mbω2
d +K1 − cωd = K4 (2.29)

depending on (2.27) By using all these equations,

b =
K3 −K2ωd

−ω3
d
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To evaluate the values of the other parameters c, d, we need to solve the equation

bm3 +

(
K4 −K1

ω2
d

)
m2 +K2m−K1 = 0. (2.30)

The real root of this equation is chosen as the value of m. After that, the other

values are obtained like below:

d =
K1

m

and

c =
K2 − d

m

All parameters are inserted into (2.19) to obtain corresponding controller. We

find C0(s) as

C0v(s) =
(a+ b)s4 + (l1a + l5)s

3 + (l2a+ l6)s
2 + (l3a+ l7)s+ l4a

s4 + (l1 − b)s3 + (l2 − l5)s2 + (l3 − l6)s+ (l4 − l7)
(2.31)

l1 = a(n + e + 1), l2 = (f + en) + a(n + e), l3 = fn + a(f + en), l4 = afn,

l5 = bm + c, l6 = cm + d and l7 = md. The transfer function from reference

input to output is

T0(s) =
NT (s)

(s2 + es + f)(s+ n)(s + a)2
e−Tds (2.32)

NT (s) = a(s+ a)(s2 + es+ f)(s+ n) + s(bs2 + cs+ d)(s+m) (2.33)

2.4 Pade Approximation of Time Delay for

Controller Implementation

In this section, the controller structure proposed in 2.3 is reorganized by using

Pade approximation which is commonly used in control applications to replace

irrational time delay term with a stable rational transfer function. We will use

Pade approximation for

Cv1(s) =
1

K̂

(
C0v(s)

1 + C0v(s)
1−e−T̂ds

s

)
(2.34)
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Figure 2.3: Step response comparison for Td = 0.2

which is a factor of Cv(s). The irrational function e−Tds can be approximated by

a rational function via

e−Tds ∼=
1− k1s+ k2s

2 + ....± kns
n

1 + k1s+ k2s2 + .... + knsn
,

where n is the order of the approximation. When n gets larger, the approximation

gets close to the exact value. On the other hand, some numerical problems emerge

to compute the polynomial coefficients, [20]. In this work, using second order

Pade approximation of time delay suffices to acquire a satisfactory result:

e−Tds ∼=
1− Td

2
s +

T 2
d

12
s2

1 + Td

2
s+

T 2
d

12
s2

Utilizing a rational transfer function not only facilitates the implementation of

the controller in practical applications, but also prevents controller from having

infinitely many poles. We can also see the structure of the controller clearly with

this approximation. If time-delay is small, corresponding controllers for different

designs proposed in Section 2.3 are shown in Table 2.1. It should be noted that

static gains of the original controller and approximated controller are compen-

sated via K1p. Coefficients of the controller are determined by the closed loop
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Table 2.1: Obtained controllers via second order Pade approximation of the delay

Designs Obtained Cv1 structure

Design in Section 2.3.1 K1p

(
s+ h1

s

)

Design in Section 2.3.2 K1p

(
s2 + h1s+ h2

s2

)

Design in Section 2.3.3 K1p

(
s+ h1

s

) (
s2 + h2s+ h3

s2 + ω2
d

)

Design in Section 2.3.4 K1p

(
s2 + h1s+ h2

s2

) (
s2 + h3s+ h4

s2 + ω2
d

)

system poles location as explained in Section 2.3. Obtained controller structures

completely satisfy the design requirements and the overall controllers include the

poles at desires locations. By using this approach, it is also possible to enlarge

the controller structures for other purposes. By using internal model principle,

we can get the poles at any desired points for the controller. Since controller

parametrization guarantees internal stability of the system, we do not need to do

any other regulation or calculation on the parameters after approximation.

2.5 The Effects of Reference Filter

The aim of the filter H(s) in Figure 2.4 is to develop tracking response by sup-

pressing the high order dynamics of the feedback system. It should be noted that

existence of the reference filter has no effect on the transfer function from dis-

turbance to output. Basically, we choose a stable and strictly proper first order

H(s) with H(0) = 1. One particular choice is

H(s) =
1

1 + s/ωh

where cut-off frequency, ωh, is the free design parameter. Typically, cut-off fre-

quency is chosen to cancel the fastest negative real axis zero of T0(s). Since the

zeros of T0(s) and C0v(s) are the same, C0v(s) is taken into consideration for
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this purpose. The value of the cut-off frequency is also dependent on the design

requirements. When the filter does not exist in the system, we can say ωh = ∞

for this situation. If cut-off frequency of the system is reduced, overshoot of the

output signal decreases. Also there is such a cut-off frequency after which the

overall system behaves like an overdamped system. On the other hand, diminu-

tion of the cut-off frequency affects the rising time negatively. The response of

the system slows down. Hence, cut-off frequency of the filter is chosen according

to the design requirements on overshoot and rise time of the system. For illustra-

tive purpose, we choose a plant Pc(s) =
1

s(s+ 1)
and a proportional stabilizing

controller C(s) = 5. Unit step response of this closed loop system can be seen in

Figure 2.4 for different cut-off frequencies of the filter. It is clear from this figure

that overshoot of the output is maximum when there is no reference filter in the

system and there is no overshoot observed for ωh = 0.5 rad/sn. On the other

hand, the fastest response of the system is obtained in the absence of reference

filter.
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Figure 2.5: Hierarchical control structure for position control

2.6 Smith Predictor Design For Position Con-

trol

Hierarchical control structure is used to control the position of the robot arm.

To obtain such a structure, a controller is designed for the plant in inner loop.

By taking this controller into consideration, second controller is designed as in

Figure 2.5. Since position is the integral of velocity, the transfer function from

applied torque to position is P0(s)/s. However, we do not design a controller

directly for this plant to control position. Position controller generates velocity

demand and then this demand determines how much torque will be produced. We

have already designed 4 different types of Cv(s) in previous section for velocity

loop. Among these designs, we will just use the design in Section 2.3.1 when the

position controller is employed. The position controller is designed to stabilize

T0(s)/s, where T0(s) is closed loop transfer function of velocity control system as

indicated in (2.11). We aim to place the robot arm in the desired angular position

and keep the velocity value at 0◦ rad/sn. Hence we determine the reference

signals as rp = 1/s and rv = 0. We have already designed a controller for the

purpose of velocity control in Section 2.3.2. By using also this controller, we will

obtain a controller structure for position loop. As mentioned before, the closed

loop transfer function of velocity control system is considered as plant transfer

function. The fact that position is the integral of velocity is used in this transfer
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Figure 2.6: Direct approach for position control

function. By using (2.11), we obtain

Pp(s) =
(2a+ a2T̂d)s+ a2

s(s+ a)2
e−Tds (2.35)

as the transfer function from velocity demand to position. Smith predictor based

controller is used again to control position of the robot arm.

Two different methods are used to design a controller for position loop. Firstly,

we will design controllers and then check in Chapter 3 whether they satisfy the

requirements given above.

2.6.1 Direct Approach To Plant

In this design, internal controller, C0p(s), is designed for all of delay-free part

of the plant given in (2.35). As seen in Figure 2.6, proposed structure of the

controller is given by

Cp(s) =
C0p(s)

1 + C0p(s)
Pp1

s
(1− e−T̂ds)
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where Pp1 is delay-free part of the closed loop transfer function of velocity control

system:

Pp1 =
(2a+ a2T̂d)s+ a2

(s+ a)2
(2.36)

With the controller structure Cp(s), characteristic equation of the closed loop

control system is

1 + C0p(s)
Pp1(s)

s
= 0

To guarantee the stability of feedback system, C0p(s) must stabilize the
Pp1

s
. The

set of all stabilizing controllers are found again by using controller parametriza-

tion. To find this set, we will choose Np(s) =
(2a+ a2Td)s+ a2

(s+ a)2 (s + p)
and Dp(s) =

s

s+ p
where p > 0 is a free parameter chosen via pole placement method. By

using Theorem 2.1.1 again, all stabilizing controllers for
Pp1(s)

s
are parameterized

as:

C0p(s) =
X(s) +Dp(s)Q(s)

Y (s)−Np(s)Q(s)
(2.37)

It is obvious from (2.6) again that

Y (s) =
1−Np(s)X(s)

Dp(s)
(2.38)

To cope with the zero of Dp(s) at s = 0, the value of 1−Np(s)X(s) must be zero

at s = 0. As a result, we obtain X(0) = p. Since X(s) should be stable, simply

it can be chosen as X(s) = p. Then, from (2.38), Y can be found as:

Y (s) =
1− (2a+a2Td)s+a2

(s+a)2 (s+p)
p

s
s+p

=
s2 + s(p+ 2a) + (a2 − a2Tdp)

(s+ a)2

If all functions are put into (2.5),

C0p(s) =
p+ s

s+p
Q(s)

s2+s(p+2a)+(a2−a2Tdp)
(s+a)2

− (2a+a2Td)s+a2

(s+a)2 (s+p)
Q(s)

(2.39)

=
(p(s+ p) + sQ(s))(s+ a)2

(s+ p)(s2 + s(p+ 2a) + a2 − a2Tdp)− ((2a+ a2Td)s+ a2)Q(s)
.

Here Q(s) stable transfer function is designed depending on design requirement.

In this design, we want overall controller, Cp(s), to have a pole at s = 0 which
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means

lim
s→0

Cp(s) = ∞ =⇒ lim
s→0

(
1 + C0p(s)

(1− e−T̂ds)Pp1(s)

s

)
= 0.

Resulting from the indeterminate form of 0/0, L’Hôpital Rule is employed to

acquire the interpolation condition on C0(s) . Obtained condition is as the same

the one in the velocity controller:

C0p(0) = −
1

Td

. (2.40)

When this outcome is placed in (2.39), we attain

p2a2

p(a2 − a2Tdp)− a2Q(0)
= −

1

Td

which implies Q(0) = p. We simply choose Q(s) = p and consequently we get

C0p as

C0p =
(s+ a)2 (2ps+ p2)

s3 + s2(2a + 2p) + s(p2 + a2 − 2a2Tdp)− a2Tdp2

As the consequence, the closed loop transfer function is

Tp =
(2ps+ p2) ((2a+ a2Td)s+ a2)

(s+ a)2 (s+ p)2
e−Tds.

2.6.2 Indirect Approach To Plant

In this design, we will use Pp1(s) and
1

s
separately inside the controller. While

Pp1(s) is multiplied with time delay term as seen in Figure 2.7, the integrator

term is used as in the velocity control loop. Proposed controller structure is

Cp(s) =
C0p(s)

1 + C0p(s)
(1−Pp1e

−T̂ds)

s

.

The closed loop transfer function is

Tp(s) =
Cp(s)Pp(s)

1 + Cp(s)Pp(s)
(2.41)

=
C0p(s)

s

1 + C0p(s)

s

Pp1(s) e
−T̂ds
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Figure 2.7: Indirect approach for position control

Stable Pp1 does not affect the stability of the system. To ensure the stability of

the feedback system, C0p(s) must stabilize the integrator. One of the structures

proposed in Section 2.3 is used to complete controller design. Basically if we want

Cp(s) to include a pole at s = 0, we use the structure in Section 2.3.1 which offers

C0p as

C0p(s) =
(2p+ p2T̂d)s+ p2

s− p2T̂d

where p > 0 is a free parameter choosen via Pole Placement Method. When we

put C0p(s) into (2.41), the closed loop transfer function is obtained as

Tp(s) =
((2p+ p2T̂d)s+ p2) ((2a+ a2T̂d)s+ a2)

(s + p)2 (s+ a)2
e−Tds

The poles of closed loop transfer functions are as same as the approach in Sec-

tion 2.6.1. Only difference between the approaches is one of the zeros of the closed

loop transfer function. Indirect approach also makes the controller design easier.

Since the controller is designed for a plant which only includes integrator, we can

utilize from the results in Section 2.3 directly. For position controller designs, we

have used velocity controller Cv(s) in Section 2.3.1. By using indirect approach,

it is also simple to extend it to the other velocity controller designs.
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Chapter 3

SIMULATIONS AND RESULTS

In this chapter, we will design examples of some controllers proposed in Section 3.

These designs will be analyzed in terms of both robustness and performance.

Performance is analyzed for both setpoint response and disturbance rejection.

Robustness of the designed controller is also investigated for unmodeled dynamics

and parametric uncertainty.

Figure 3.1: The alternative Smith predictor based controller of Matausek and

Micic

Proposed controllers are compared with the alternative Smith predictor based

controller of Matausek and Micic proposed in [17] which is proved to offer good
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performance. This work is used in many other applications for comparison pur-

poses. However, controller is designed only for integrative systems in [17]. In

order to do a fair comparison, we will also use the inverse of the flexible modes

in their controller structure as shown in Figure 3.1.

We will define a transfer function in the format of (2.2) arbitrarily for a robot

arm. The plant taken into consideration is

P0(s) =
20

s
R0(s)e

−0.2s (3.1)

where R0 includes flexible modes

R0(s) =
( s
ω̃1
)2 + 2 ζ̃1

ω̃1
s+ 1

(
( s
ω1
)2 + 2 ζ1

ω1
s+ 1

) (
( s
ω0
)2 + 2 ζ0

ω0
s+ 1

) (3.2)

with the values ω̃1 = 115, ζ̃1 = 0.22, ω1 = 125, ζ1 = 0.06, ω0 = 95, ζ0 = 0.15.

We will propose different designs for this robot arm and compare the results

with the one of Matausek and Micic.

3.1 Different Designs for Velocity Control

Two different design will be proposed. In controller design, we will assume that

P = P0, K̂ = K, T̂d = Td, R̂0 = R0 and ε → 0. The effects of mismatch will be

investigated in Section 3.3.

1. Firstly, an example of the design in Section 2.3.2 is proposed to reject con-

stant and ramp disturbances. For the plant in (3.1), the chosen parameters

are a = 1.75 and e = 0.75 that leads to b = 3.68, c = 1.77 and

C0v(s) =
5.433s2 + 6.147s+ 2.297

s2 − 1.183s− 0.4594

Thus, we have Try(s) = T0(s)H(s) where

T0(s) =
5.433s2 + 6.147s+ 2.297

(s+ 1.75)2 (s+ 0.75)
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Normally, we choose H(s) to eliminate the fastest real zero of T0(s). Since

T0(s) has no real zero, we select H(s) = (1+ s/0.5)−1 randomly in setpoint

analysis.

2. Secondly, we will analyse the example of design proposed in Section 2.3.3.

It will show us functionality of the controller for periodic disturbances with

known frequency. We select the disturbance frequency ωd = 1.5 rad/sn.

Parameters of the controller are chosen as a = 1, e = 2 and f = 3. Corre-

sponding controller is obtained as

C0v(s) =
5.117s3 + 5.356s2 + 8.6s+ 3

s3 − 1.117s2 + 2.644s− 0.6

Closed loop transfer function turns into

T0(s) =
(s+ 0.48) (5.117s2 + 2.88s+ 7.217

(s + 1)2 (s2 + 2s+ 3)

Since T0(s) has a real zero at s = −0.48, we select H(s) = (1 + s/0.48)−1

to eliminate this zero.

3.2 Performance Analysis

This section will be divided into two parts. Performance will be analyzed in terms

of set-point response and then disturbance rejection. It is assumed that P = P0,

K̂ = K, T̂d = Td, R̂0 = R0 and ε → 0 for nominal system performance analysis.

The effects of mismatch in these parameters will be discussed in Section 3.3.

3.2.1 Setpoint Response Analysis

Responses of proposed controllers and the alternative Smith predictor controller

design of [17] are given in Figure 3.2. The proposed controller in Section 2.3.3 in

a faster response: %2 settling time of 5.1 sec. The settling time of the design in

Section 2.3.3 and the alternative controller are 8.46 and 13.12 respectively. Since

proposed controllers have free parameters, it is also possible to further optimize
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the setpoint response. However, robustness of the system will diminish from the

fact that there is trade-off between robustness and performance. Corresponding

torque demands for step responses are shown in Figure 3.3.
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Figure 3.2: Setpoint Responses
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Figure 3.3: Corresponding torque demands
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3.2.2 Disturbance Rejection

Disturbance rejection properties of the controllers are investigated by taking the

transfer function between disturbance and output into consideration. If we define

the velocity output as y(t) and the disturbance as d(t), the magnitude of this

transfer function is defined as

|Tyd(jω)| =

∣∣∣∣
P0(jω)

1 + P0(jω)Cv(jω)

∣∣∣∣

and the corresponding output magnitude is

|Y (jω)| = |Tyd(jω)| |D(jω)|.

To minimize the effect of disturbance, |Tyd(jω)| is required to be as minimum as

possible at the frequencies where the disturbance is dominant. Obtained results

for the designs are shown in Figure 3.4.
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Figure 3.4: Disturbance Rejection Property of The Controllers

It is clear that the design in Section 2.3.2 results in fastest rejection for con-

stant disturbance since it has two poles at s = 0. The design of Matausek and

Micic and other proposed controller almost react in the same way against con-

stant disturbance. By using two degree of freedom controller structure, Mataušek
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and Micić, [17], provide satisfying disturbance rejection for constant load distur-

bances which is caused by derivative action and estimation of the disturbance

signal. In the same manner, the effect of the design in Section 2.3.3 can be seen

at the frequency of 1.5 rad/sn. It completely suppresses this sinusoidal signal.

In addition to all, it is not possible to design a controller which is better than the

others at all frequencies in terms of disturbance rejection. It is proven that while

some advantages are gained at some frequencies, some performance is degraded

at other frequencies. This is known as waterbed effect in the literature, [24].

Also designing a controller which suppresses constant and sinusoidal disturbance

better than all is possible as indicated in Section 2.3.4. However, we will lose

performance at other frequencies. It can be concluded that controller is preferred

depending on design requirements.

3.3 Stability Robustness Analysis

Firstly, we will investigate stability margins of closed loop systems. For this

purpose, open loop transfer function G(jω) is analyzed:

G(s) = P0(s)Cv(s) (3.3)

=
K

s
R0(s)e

−Tds


 C0v(s)

1 + C0v(s)
(1−e−T̂ds)

s


 1

K̂
R̂−1

ε (s)

=

(
K

K̂

)
(R0(s)R̂

−1
ε (s))

C0v(s)e
−Tds

s+ C0v(s)(1− e−T̂ds)

Let T̂d = Td, K̂ = K and define

G0(s) =
C0(s)e

−T̂ds

s+ Co(s)(1− e−T̂ds)
.

The case R0(s)R̂
−1
ε (s) 6= 1 will be considered as dynamic uncertainty and dis-

cussed later at the end of this section.

The gain and phase margins obtained from Nyquist graph of G0(jω) give the

information on how much uncertainty in the gain (K/K̂) and delay mismatch
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(Td − T̂d) can be tolerated, [20]. The importance of phase margin emerges more

in time-delayed system. Uncertainty in delay ∆Td causes phase to be shifted as

much as e−∆Tds. In this point, it is necessary to define maximum uncertainty in

delay without damaging stability. It is called as delay margin [20] and can be

shown as

DM =
PM

ωc

where PM is phase margin and ωc is gain crossover frequency. The best way to

analyze the robustness in the presence of both gain and phase perturbation is the

vector margin (VM), which is defined as the distance between the critical point,

−1, and G0(jω):

VM = min
ω

|1 +G0(jω)| (3.4)

These values will determine the behaviour of the system under parametric uncer-

tainties. Obtained Nyquist graphs for proposed designs are given in Figure 3.5

and 3.6.
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Figure 3.5: Nyquist Graph For The Design in Section 2.3.2
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Figure 3.6: Nyquist Graph For The Design in Section 2.3.3

Corresponding stability margins are given in Table 3.1. It should be noted

that, stability margins can be improved by changing free parameters. However,

this may deteriorate the setpoint tracking and disturbance rejection performances.

For the systems designed, VM is equal to 0.60 which is relatively large for good

Table 3.1: Stability Margins of The Designs

Controller Structure GM PM VM DM (sn)

The design of Matausek and Micic 2.23 57 0.53 0.25
Design in Section 2.3.2 2.81 43 0.60 0.26
Design in Section 2.3.3 2.87 42 0.60 0.24

stability robustness. Robustness to variations in the gain K and delay Td is

analyzed by calculating the VM when these parameters are fixed as K̂ = 20,

T̂d = 0.2 sec in the controller but they are modified in the plant, taking values in

the intervals K ∈ [1 , 60] and Td ∈ [0 , 0.55] sec. The example for the design in
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Section 2.3.3 can be seen in Fig. 3.7. This figure also shows the stability boundary

(where VM = 0). We determine the point where Td − T̂d = 0 and K/K̂ = 1 as

the nominal operating point. If we move in x and y directions beginning from

nominal operating point, maximum reachable points without damaging stability

introduce us gain and delay margins respectively.

Figure 3.7: Vector Margin For Different K and Td

In controller design, using Fig. 3.7 effectively can be very useful to increase

robustness. For example, Fig. 3.7 shows that if the ratio (K/K̂) is decreased to

0.7 (i.e. K̂ is chosen as 28.5) and the difference Td− T̂d is decreased to −0.08 (i.e.

T̂d is chosen as 0.28), vector margin becomes 0.794. That also leads to increase in

the other stability margins. With this modification, obtained setpoint responses

and disturbance rejection properties are shown in Figure 3.8 and Figure 3.9 re-

spectively.
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Figure 3.8: Corresponding Step Responses
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Figure 3.9: Corresponding Disturbance Rejection Properties

Figure 3.8 and Figure 3.9 show that better stability margins are obtained with

the expense of slight performance loss. Such a performance loss is expected from

the fact that there is a trade-off between robustness and performance levels, [24].
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In order to analyze stability/robustness in the presence of dynamic uncer-

tainty, consider the plant

P (s) = P0(s)(1 + ∆m(s)) (3.5)

where ∆m(s) is multiplicative uncertainty, which is assumed to be stable.

The feedback system formed by the nominal controller designed as above and

the uncertain plant (3.5) is robustly stable if and only if

|∆m(jω)| <
1

|T0(jω)|
∀ ω, (3.6)

where T0(s) is closed loop transfer function. Recall that there are 8 parameters

in the plant (3.1)–(3.2); varying each one of these will give a plant in the form

(3.5), with a corresponding ∆m(jω). Considering 20% variation in the nominal

values of these 8 parameters we obtain a family of ∆m. Fig. 3.10 shows that all

of these |∆m(jω)| (red lines) remain below the graph of 1/|T0(jω)| for proposed

controllers. hence satisfying the robust stability inequality (3.6). Moreover, the

gap between the red and blue lines represent how much additional uncertainty

can be tolerated at each frequency. On the other hand, the benchmark controller

of [17] shows an unstable response for combined perturbations for parameters.
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3.4 Examples For Position Control

In this section, we will demonstrate how the position controller is used. First of

all, a velocity controller is designed to obtain Cv(s) shown in Figure 2.5. It will

be in the structure of proposed controller in Section 2.3.1 which behaves like a

PI controller. By choosing simply a = 1, internal controller is

C0v =
2.2s+ 1

s− 0.2

Then, position controller Cp can be designed in two ways as proposed. Firstly,

the controller is designed in direct approach to stabilize

Pp =
2.2s+ 1

s(s+ a)2
e−Tds.

Here Pp1 =
2.2s+ 1

(s + a)2
is delay-free part of closed loop transfer function of velocity

control system. By choosing p = 30, designed internal controller for position loop

is

C0p =
132s2 + 2940s+ 900

s3 + 62s2 + 889s− 180
.

Secondly, we will show the structure of the controller by using indirect ap-

proach. Internal controller C0p is designed to stabilize integrator like velocity

controller. When we choose p = 5, obtained controller is

C0p =
15s+ 25

s− 5
.

Corresponding unit step responses for these designs are shown in Figure 3.11 and

3.12 respectively. In these designs, a reference filter with cut-off frequency of

1 rad/sn is used to develop tracking response.

41



0 2 4 6 8 10 12 14 16 18 20
−0.2

0

0.2

0.4

0.6

0.8

1

1.2

Time [sn]

A
m

pl
itu

de

 

 

Position of the robot arm	
Velocity of the robot arm

Figure 3.11: Unit step response for direct approach
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Figure 3.12: Unit step response for indirect approach

It is also possible to design these controllers with other parameters. However,

we need to pay attention to velocity demand of position controller. Acceleration

limit of the motor cannot be enough to satisfy the demand in designated time. For

comparison, indirect approach seems more practical to be used in terms of both
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simplicity and system response. Also it is necessary to investigate the response of

the systems under some parametric uncertainties in the plant. For %20 deviation

on time delay, the corresponding responses are given in Figure 3.13. The results

show the effectiveness of the hierarchical structure and designed controllers under

time delay uncertainty.
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Figure 3.13: Unit step response for %20 deviation on time delay Td

In addition to all, the step responses are also analyzed under %20 of pertur-

bation for all parameters of flexible modes. While damping ratios are decreased

by %20, damping frequencies are increased by %20. It seen from Figure 3.14 that

the results are not much different from nominal case.
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Chapter 4

CONCLUSIONS

In this thesis, a Smith predictor based controller structure is considered for a flex-

ible robot arm. Based on interpolation conditions imposed by constant, ramp and

periodic disturbance rejection, the free part of the controller, C0v(s) is designed.

The order of resulting C0v(s) changes depending on the structure of the controller.

Free parameters of the designs determine the closed loop system pole locations.

Optimization of these parameters for other performance and robustness measures

is possible.

A first order low-pass filter is used to filter the reference signal. Usage of this

filter does not affect disturbance attenuation, but it improves tracking response.

We determine the cut-off frequency of the filter depending on the requirements

on the system overshoot and settling time. Also, Pade approximation is used

to remove delay term in controller. In this way, we can see the structure of the

overall controller clearly.

By using the hierarchical control structure, another Smith predictor based

controller is designed for the position loop. After the design of velocity controller,

position controller is designed by using closed loop transfer function of velocity

control system. Two different approaches are proposed for this purpose. They use

similar structure, however the internal controllers C0p stabilizes different transfer

functions.
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In the implementation of the overall controller Cv(s), shown in Fig. 2.2, the

feedback loop around C0v is a filter whose impulse response is finite duration

1− e−T̂ds

s
. So, this component can be implemented easily in a numerically reliable

manner. The controller also uses the (approximate) inverse of the stable minimum

phase part of the plant, 1/(KR̂ε(s)). Robustness to uncertainties inK, Td and the

parameters of R0(s) are also demonstrated. If an upper bound of multiplicative

uncertainty is given, then it is possible to use H∞ control techniques to modify

the design of C0 accordingly.
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