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ABSTRACT

SIMULATION OF AN FPGA IMPLEMENTATION OF
HOLOGRAPHIC VIDEO GENERATION IN REAL TIME

Timur Eylp Yilmaz
M.S. in Electrical and Electronics Engineering
Supervisor: Dr. Tarik Reyhan
Co-Supervisor: Prof. Dr. Ekmel Ozbay
September 2010

Holography is a promising method for three-dimensionalonis Different
research efforts are being spent to improve generation of holograms agel im
reconstruction from holograms. A computer generated hologram eaa b
precise method of generating a real like video in the future. Rhyleig
Sommerfeld diffraction method and Fresnel-Kirchhoff diffraction formula are
two algorithms suitable for FPGA implementation of hologreatculation.
Simulator image reconstructions and optical image reconstructidhsspatial
light modulator using the generated holograms are compared anskeien that
they are quite similar. A field programmable gate array (FPGA) mmgrgation

of real time holographic video generation based on Rayleigh-Sdeithe
formulation is simulated. FPGA implementation is tested aswfied by a
computer simulator. An FPGA board capable of capturing videatiand
giving video output for spatial light modulator (SLM) is eka as the
implementation platform for simulations. A small size hoémgrcalculator can
be implemented on the FPGA board. A custom board for spdwmfmgram
calculation algorithm can be designed to increase the performBipedined

architecture and SDRAM memories can be used to increase the perfarmance

Keywords: Computer generated holograms, Field programmable gate array,
Rayleigh-Sommerfeld diffraction, spatial light modulator, image rsitootion

using hologram.



Oz
GERCEK ZAMANLI HOLOGRAFIK VIDEO
URETIMININ FPGA UYGULAMASI SMULASYONU

Timur Eyldp Yilmaz
Elektrik ve Elektronik MUihendighi Bolumua Yuksek Lisans
Tez Yoneticisi: Dr. Tarik Reyhan
Tez & Yoneticisi: Prof. Dr. Ekmel Ozbay
Eylul 2010

Holografi ¢ boyutlu goruntd icin gelecek vadeden bir yontemdir.
Hologramlarin Uretilmesini ve hologramlardan elde edilen gdtént
gelistirmek icin farkh aratirmalar yapilmaktadir. Gelecekte bilgisayarla
Uretilmis hologramlar gercek gibi goriinen gorintilerin Gretilmesi icin nyigu
yontem olabilir. Rayleigh-Sommerfeld kirinim yontemi ve Fetdfirchhoff
kirinim yoéntemi hologram uretiminin saha programlanabilin kdipini (FPGA)
uygulamasi igin uygun iki algoritmadir. Uretilen hologari kullanarak optik
gérinti  olgturma sonuglart ile simulatér ile Gretilen gorintiler
karsilastiriimistir ve tutarli olduklar gorulmiitr. Rayleigh-Sommerfeld
formulasyonu ile gergcek zamanl holografik video tretiminin FRygulamasi
similasyonu yapilngtir. FPGA uygulamasi bir bilgisayar simulatort ile test
edilmis ve d@rulanmstir. Simulasyonlar i¢cin uygulama platformu olarak video
alabilen ve uzaysakik modulatoriine (SLM) uygun video ¢gkiverebilen bir
FPGA karti secilmitir. FPGA karti tUzerinde kuguk boyutlu hologram ureteci
uygulanabilir. Performansi arttirmak icin secilen bir holograetitih yontemine
uygun 0Ozel bir kart yapilabilir. Argik dizenli bir yapi ve SDRAM bellekler

performansi arttirmak igin kullanilabilir.

Anahtar Kelimeler: Bilgisayarla Uretilm§ hologramlar, FPGA, Rayleigh-

Sommerfeld kirinimi, SLM, hologram kullanarak gorintistitma.
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Chapter 1

| ntroduction

Communication plays an important part in human life. Magimethods are used
to communicate through human history. Visual communicagoane of the
effective communication methods as “a picture is worth a thousamdsiy
Extending the visual communications to 3D and even twi8Bo is one of the
dreams of the new technological age. Today technological devetaprhave
made the transfer of text, sound, image or video includinthtiee-dimensional
video possible. The invention of television was an ingrdristep for mass
communication and from the beginning of its usage; the fiswligamed about
three-dimensional televisions. One of the desires of researcheanssetring
three-dimensional video in real time and communicating witbet-dimensional

vision.

One of the display type used to display three-dimensiomalges is
stereoscopic displays [9]. Stereoscopic displays use human pisiperties to
display a three-dimensional image. The target scene is recoviledtwo
aligned cameras [9]. The recording process is similar to looking abjact
with two eyes. Then the recorded image on the right camerapiayis only to
right eye and the image of the other camera is displayed onhettett eye.
Various types of optical equipment can be used to achieve this@or brain
processes these two slightly different images and a three-dimahsision is
created in our mind. Thus stereoscopic three-dimensional digdayst show a
real three-dimensional image [28]. Today stereoscopic displayision sets are

commercially available.



Denis Gabor invented holography in 1947 and took NohbieeFn physics
in 1971 for his invention [1]. He stated that recording thep@rties of light
coming from a scene by using a coherent light source as a referentaeand
reconstructing the recorded complete information of the scene weylddsible
[1]. His idea did not become real until the laser was inventedDamis Gabor
stated that Emmett N. Leith and Juris Upatnieks publisheditst successful
hologram by the help of their knowledge in side-lookiagar in his Nobel
lecture. In this method information of the incoming light franscene is
recorded and thus three-dimensional image of the scene beconés wisen

the recorded hologram is illuminated [1].

The display is one of the important parts in a three-dimealksystem since
the observer interacts with the display and this interactitimeismpressive and
interesting part of a three-dimensional system [4]. To be allespiay a three-
dimensional image on a dynamic display SaVay et al have developed an
updatable holographic three-dimensional display [29]. Lucetné¢developed a
three-dimensional display which uses an acousto-optic modwdat scanners
to display three-dimensional images [14]. In fact develogirdynamic three-

dimensional display has become a goal for many researchers [4].

Optical reconstruction of a scene using hologram is important §echis
operation results in promising real three-dimensional imagetayla scene can
be reconstructed optically or on the computer using hologram.r@s$ults of
these two methods are close and relevant and thus computertmactoors of
the scene is used to verify the computer generated holograms bpfmwa o
reconstruction of the scene [4], [5], [6], [25]. Spatial light matihrs available
today are used to optically reconstruct images using hologrdnis]{46], [7].
Additionally, different researchers tried to extract more from spaitgit |
modulators. They used cascaded systems to increase the qualttye o
reconstructed image [18]. Reconstructing a color image by spldiat

modulators is also possible and implemented [17], [21], [EBFthermore,



reconstructing an image larger that the spatial light modulatoremodistructing
images at different depths using a single hologram is alsobp®$5]. These
work show that using a spatial light modulator for scene recansin using

hologram is useful and promising for the future.

The developments in computer technology made it possibigenerate a
hologram using a computer as stated above. However the tatrapal need of
computer generated holograms is huge since a lot of pointeabject must be
considered for a successful image reconstruction. To overcome thiemrobl
various methods are used. The use of a graphic processingrugiaphics
hardware as an application specific hardware to calculate the hologeam ar
methods to accelerate the computation of holograms on computer][2)sEB
of precomputed look-up tables is another method to acceleratalth#ation of
a hologram on computer [8]. Reducing the data to be usee icathulation is
also another method to reduce the time to calculate a holograconoputer
[14]. Some researchers used FPGAs to accelerate the calculation of ramolog
[10], [11], [12]. Some useful approximations are made to reduee th

computational time in FPGA based hologram generation sysidhq411].

In this thesis, we targeted to reduce the computational time foged
hologram generation. To reduce this time, we chose a methgentrate the
hologram in a faster way. We focused on hardware implementdtioriagram
generation and simulated an implementation of hologram genegrdtjorithm
in FPGA. We chose to use a FPGA because it can work in imreal and
different blocks in a FPGA can work simultaneously. This is @nthe main
strength of FPGA against processors. FPGAs can also do sona¢iameused
in calculation and displaying of hologram in a few clock cycleslewiai
processor needs a few hundred clock cycles to carry out the samerfuiicti
has floating point operation disadvantage against processdie ipast but
today it can do the calculations needed to generate the holdyrarsing its

special hardware embedded in it.



In this thesis, we have simulated the implementation of Rdyleig
Sommerfeld diffraction method in FPGA to generate a hologram aplaylighe
hologram on Holoeye HEO1080P phase-only spatial lighdutador. We chose
this method because it worked in our setup including tH@A=Bnd the SLM.
This implementation takes a color video in and uses onehef color
components as input, calculates the hologram of that monoehmmage and
outputs the result in a suitable format to drive the sphgiat modulator. The
reconstructed image of the monochrome input pattern is obtaihed tihe

hologram is displayed by using the spatial light modulato

The organization of this thesis is as follows. In Chapter &pgnam
generation and scene reconstruction using hologram methods areseliscus
computer generated hologram algorithms Rayleigh-Sommerfeld, Fresnel-
Kirchhoff and bipolar intensity method are summarized. Computer
reconstructions of images using holograms are discussed and scene
reconstruction by using dynamic displays is explained. In €hap, the
simulator prepared to verify and assist the simulation of thpdeimentation in
the FPGA is introduced, computer generation of holograms aylelgh-
Sommerfeld method and Fresnel-Kirchhoff methods for different pattedhs an
different scenarios are discussed, computer reconstruction of the scersasgby
holograms generated by these methods are stated and finally opiage
reconstruction results are shown. In Chapter 4, simulation of FPGA
implementation of Rayleigh-Sommerfeld method is discussedblibcks used
for this implementation are summarized and the decisions m@adehis
implementation are stated. Future developments and discusdiothe

implementation are discussed in Chapter 5.



Chapter 2

Hologram Generation and
Holographic Displays Using SLMs

2.1 Hologram Generation

A hologram can be generated by using an optical set up desigrreddaiing a
hologram on a holographic plate. There are different methods andgedspo
generate a hologram depending on the optical equipment used ietupdH.
The main idea in these setups is using a laser as coherersoighe. The laser
beam is split into two parts; one beam is nhamed the referencednebthe other
beam is named the object beam. Reference beam is directed to hologtaehi
and evenly distributed over it with suitable optical equipmedtdirectly goes
to holographic plate without diffraction or reflection apart from pagmation
diffraction. Object beam goes to desired object to illumirtaa@ad reflects from
the object onto the holographic plate. At the plate; the diffragiadtern created
by the interference of the reflected and the reference beams is recorded. Thi
interference pattern carries the information about the distributioneofight
fields over the aperture defined by the holographic plate incluolage and
magnitude [1].

Computer generated holograms are holograms that are calculatechypy usi
computers without using an optical setup. Since propagatndndiffraction of
light can be calculated numerically; calculating the hologram of aavidbject
is possible [1]. To generate a hologram by computer; fiesdésired object is

modeled and rendered by using several methods such as triantpghes



representation and point models [2], [3]. After modeling theabjreference
beam’s and object beam’s propagation, reflection, and diffraction ardatattu
by using numerical methods. At the end magnitude and graperties of light
at the virtual hologram plate created the interference of the reference beam and

the reflected object beam is found [1].

2.2 Image Reconstruction Using Holograms

Today a hologram can be used to reconstruct a scene optically arsihgya
computer. To optically reconstruct a scene by using an opticallyrdesto
hologram; a suitable laser beam is directed to recorded holograsrbglasing
suitable diverging lenses and mirrors [1]. The recorded haogiate diffracts

the incoming laser beam according to the recorded light proparso the
desired image is created as real image and virtual image and caaweel \ay

the observer. Optical image reconstruction method can alsosée for
reconstructing images from computer generated holograms. Howevegna s
represented by a computer generated hologram can be reconstructed by the help
of suitable displays such as SLMs or it must be printed bolographic film or

plate [1], [4], [18], [20], [21], [22]. Computer generated holograriated on
holographic film or plate are used to reconstruct images as optrealbrded
holograms are used to reconstruct images. Reconstruction gesmaom
computer generated holograms by using special displays iRrsim image
reconstruction from an optically recorded hologram. It uses the sy

as printed or optically recorded holographic film in image recoctsbiu from
optically recorded hologram. The special display must be psodeaxien to be

used as recorded hologram plate. The other optical elements andisnesiecl

to reconstruct an image from a computer generated hologram are the same

optical elements and methods used to reconstruct an image fromiailyopt



recorded hologram. Namely, in image reconstruction from computerageder

hologram by using special displays; the display is asetthe holographic film.

Image reconstruction from hologram by using computer is alssilge and
it is common to do so [4], [5], [6], [13]. This method is el used for viewing
the estimated results of an experiment in a short time.dased on numerical
calculation of propagation and diffraction of light that passesutith or reflects
from the hologram plate. The diffraction and propagation of deitigght beam
directed towards the hologram is calculated numerically and the \asidtine
desired observation point is calculated. This vision is thenstaated image of

the hologram.

2.3 Computer Generated Hologram Algorithms

Researchers have been dealing with computer generated holograorgyfome

and they developed different methods and algorithms for thisoperf], [8].

One of these methods is to calculate the diffraction of light a@epianar object

in space. In this method; hologram of a two-dimensionabens calculated to be
reconstructed as a two-dimensional real image. There are frequently use
methods used in computer generated holograms to computdfthetidin due to

a planar object in space. These methods are called Rayleigh-Sommerfeld
diffraction method, Fresnel-Kirchhoff diffraction formula and bipolaemnsity
method [4], [8]. For far field diffraction calculations; Fraunhofer agipnations

are more convenient than these methods [4]. Additionally thezeiterative

methods and algorithms to calculate the hologram of an dbject

For a successful generation of and reconstruction from a computer generated
hologram, optical properties of the target display film or deaiue the coherent

light source to be used must be taken into account. These omtogserties



include the number of pixels and pixel period of the displyiag, the medium
that reconstruction light beam travels through, the diffraction dfgbe display
device and its diffraction capability, geometrical properties oidtbplay device
such as cavity and size, the wavelength of the light beam Fendlistance
between the desired image location and the display devic&ljidke properties

are needed to make proper calculation of the hologram possible.

2.3.1 Rayleigh-Sommerfeld Diffraction Method

Rayleigh-Sommerfeld diffraction method is one of the methodsctrate used
to calculate a computer generated hologram that can be displayed ibgbée su
spatial light modulator. The diffraction formula is describedietail in [4]. The
scalar diffraction of monochromatic coherent light that travelshonraogeneous
and linear medium between two parallel planes can be expressecaas-avplie
decomposition (PWD). By using the plane-wave decomiposithe diffraction
field relation between the input objebt(x,y,0) and the output fields can be

written as [4]:

Ulx',y', z) = ff S[U(x,y,0)]exp[j(k.x' + k,y")| exp(jk,z) dk,dk,,
K

(2.1)

whereX is a set o{k,, k,) such that:
K2+ k% < (52, 2.2)

and 3 is the two-dimensional Fourier transform framy) domain to(ky , ky)

domain defined as:

S(ky k) = [2 7 Ux, y)expT®xtioN dxdy. (2.3)



The spatial frequencies of the propagating waves along, theand z axes are

represented ak, &, andk, where [4]
k,= |kZ—KkZ— kfu (2.4)

and

k== (2.5)

By using these equations; Equation (2.1) can be rewritten a

Uy, 2) = IS0y, 0l exp j [k2 - k2 - 162)}  (26)

whereJ~1 is the inverse Fourier transform fraoffy, ) domain to(x,y) domain

defined as:

S y) =7 7 (ke ky)exp/E* N dk dk,. 2.7)
To use Equation (2.6) in computer calculations it has to beewrin discrete
form. This can be done by sampling the Equation (2.6) vp#cttsal sampling
period equal toX; along all spatial axes with=nX;, y=mX;, and z=pX;. After
these operations discrete representation of Equation (2.6) isnait

Up(n,m,p) = N DFT"Y{DFT[Up(n,m,0)]H,(n',m’)} (2.8)

where VN is the discrete Fourier transform siZBFT is the discrete Fourier

transform written as:



’ ’ 1 —j ™
Up(',m') = =Ty Ty Up(n,m)e /2 w50 (2.9)

andDFT~1 is the inverse discrete Fourier transform written as:

N

\/% an:l nMu=1 UD (n,; ml)e]'ZTt(nI%+mI%) (210)

Up(n,m) =

and the transfer functial,,(n’, m’) is:

Hy(' ') = exp (j2m B2 - (' =292 — ' D), (210)

B = NX,/A )1

In Equations (2.9) and (2.1Q)is the number of samples idirection and
M is the number of samples jmdirection. Equation (2.11) is named as the
transfer function related to wave propagation. This function chawghsthe
distancez between the object and the hologram plane, number of samptes
and y direction &, the sampling periods which is equal to pixel period of the
spatial light modulator to be used in reconstruction anavineslengthi of the
coherent light source. Figure 2.1 shows the real part of a TraRgfetion
(2.11) calculated by R-S diffraction method t0~3.9cm,A=532nm, Xs=8um,
N=512. The variables, m’€ [1,512]. Figure 2.2 shows the imaginary part of

this transfer function.
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Figure2.1: Real part of a transfer function calculated by R-S diffraction

formula (Eq. 2.11).
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Figure 2.2 : Imaginary part of a transfer function calculated by R-S diffraction

2.3.2 Fresnel-Kirchhoff Diffraction M ethod

formula (Eq. 2.11).

The other method to calculate the diffraction field due to a planar objspace

is Fresnel-Kirchhoff diffraction formula. According to Fresnel diffraction

formula; the field over the hologram pladéx’,y’,z) is [4]:

jk k
Ux',y',z) = %(Izl)ﬂ‘ U(x,y,0) exp {jﬂ [(x' =22+ (¥ - y)z]}dxdy.

(2.13)



The equation above is the two-dimensional convolutionhef input object

U(x,y,0)with transfer functiork(x,y,z)which equals to [4]:

j . .y X2+y?
K(x,y,z) = — 2, €xp (jkz)exp (jk—>=) (2.14)
Equation (2.14) can be written in discrete form. This can be dpsarpling the
Equation (2.14) with spectral sampling period equakit@along all spatial axes
with x=n’Xs, y=m’X;, and z=pX;. After these operations discrete representation

of Equation (2.14) is written as:

N N
2T (n’—f)z"'(m'—i)z

’ ’ j , 2
K(n,m,p)=—;—pexp(]7np)EXp(]7 2p

) (2.15)

where N is the number of samples inandy direction. The hologram calculation

by using Equation (2.15) is done as:

Up(n,m,p) = DFT"Y{DFT[Up(n,m,0)]K(n’,m',p)} (2.16)

where DFT-1 is the inverse Discrete Fourier transform defined in Equation
(2.10) andDFT is the Fourier transform defined in Equation (2.9).

When we drop the constant termpgig; exp(jkz)) in Equation 2.13 and write the
inner integral with respect tofor a specific value of with overall discrete array
size equal taX, we can split the integral for each pixel of the desired display

device as follows [4]:

X/2 x2 x3 x4

- (x' —x)?
f U(x,y,0)exp []kT]dxz f Bdx + j Bdx + J Bdx + -
-X/2 x1 x2 x3

(2.17)
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where

B = U(xy, 0)exp [jk 22 (2.18)

and
Ux,y,0 =U(x;,y)=c;forx;<x<x;,; andy =0 (2.19)

In Equation (2.19)g;i is the magnitude of the pixel in the input image or object
The value ofy is kept constant at a fixed valueAfter these equations; it is seen
that for a single pixel's aredj(x,y,0) i.e. the input pattern is constant. If we
adjustx; , o, and the integral boundaries to coincide with the inpuepést pixel
boundaries and write the integral abouKx,y,0) will be constant for all split
integral parts [4]. And thus; we can writ§X,y,0) out of the integral. We can

write this situation as follows [4]:

i i x'—x)?
fxx”l Bdx = U(x;,y) f;‘” exp [jk %] dx. (2.20)

i

To write each of the integrals in (2.17) as Fresnel intedralsubstitutions:

~———=tanddx =

(x—x" V2 drviz
Vaz V2

and t|,_,, = 7; (2.212)

are done [4]. After these substitutions the equation for eachpsptitbecomes

[4]:

Ti+1 Ti+1 Ti
T j T j T
f exp <]—rz> dt = '[ exp (]—1'2) dt — j exp (]—1'2) dt
2 2 2
Tj 0 0
= C(Tiy1) +JjS(Tiyq) — C(T) — jS(70), (2.22)
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wherel <i < N. In the equation abov€(r;) andS;) are cosine and sine Fresnel
integrals. Each integral in (2.17) corresponds to an area epilefield which is

a pixel area and thus has a constant value equdlstg). If we assume that:

7
Ti_]' = (xl x]) NS (223)
we can write [4]:
Viz , ,
TZZU(xi' WIC(Tir1)-;) +iS(Tar1)-;) — C(zizj) — jS(Tizj)], (2.24)

wherel <i,j <N. The sum of Equation (2.17) alorglirection can be written as

follows [4]:

%Zli\il U MIC(Tar1)-5) +iS(Tarny—j) — C(Tiy) —jS(Tiy)]. (2.25)

This equation is the discrete form of the convolution alerdjrection. These
operations can be applied aloggdirection. If we assume that there dvke

samples iry direction, the equation alorygdirection becomes as follows [4]:

Viz . .
T;Z;lcd:l Ux, ¥1)[C(0r1)-1) +JS(0gs1)-1) — Clop_y) — jS(ar_0)],

(2.26)
where
y-y'W2 _ _doviz _
% = anddy = 7 and o|,_,, = oy. (2.27)

When we combine Equation (2.25) with (2.26) in both coordiaats directions,
we can derive the two-dimensional convolution of the equatiodsscrete form

as:
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X M N
U(xj,y.2) = — 5 €xXp (Ukz) Z z U(xi, ¥ 0{[iC(Ti+1)-;) + S(Tiirn—j)
=1 =1

—jC(ti—j) = S(tiij)] . C(0s1)-1) + S(Oks1)-1) — JC(Ok-1)
— S(op-1]}-
(2.28)

This equation calculates each pixel's wavefront contributiorhén diffraction
pattern or hologram plane. The real part of transfer function calcubgtede
Equation (2.15) forv=512, 1=532nm andz=50cm is plotted in Figure 2.3. The
variablesn, m’€ [1,512]. The imaginary part of this transfer function is plotted
in Figure 2.4.
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Figure 2.3 : Real part of transfer function calculated by Fresnel-Kirchhoff
diffraction formula (Eq.2.15).

17



N 7

(1,512) (512,512)

Figure 2.4 : Imaginary part of transfer function calculated by Fresnel-Kirchhoff
diffraction formula (Eq.2.15).

2.3.3 Bipolar Intensity Method

In computer generated holograms; huge computational power ise@coi
numerically compute optical diffraction and interference of lightsTieed for
huge computational power is a challenging problem of hologranergtion,
image reconstruction from hologram and real three-dimensionanvidio
overcome these complex calculation procedures several different metteods
introduced [3], [8], [9], [10], [11], [12], [14]. For calculation wgxtion; the

vision characteristics of human eye is carefully studied and sesasmgling and
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calculation reductions are introduced without significant degratthi@egmaging

performance of the system [9], [14], [15].

Bipolar intensity method is another numerical calculation metfard
diffraction and interference of light travelling from a source to halegplane.
It is named as bipolar because it allows the hologram plaeasitt output
representation to be both positive and negative which is gailysimpossible
but computationally possible [8]. In optical generation of bam; reference
beam is directed toward the hologram plane. This means that the refeeance
provides a nearly invariant DC bias to hologram plate. Thisrhases sure that
the intensity of light at the hologram plate is always largan the sensitivity of
the hologram recording plate which corresponds to intensitygbenysically
nonnegative [8].

In optical holography; the object beam and the reference beam are both
represented by spatially varying complex time harmonic eleceid frectors
[8]. The reference beam is namgdand the object beam is nhamedEgsSince
both object beam and reference beam originate from the same monodgiame |
source; their polarizations are thought to be same. On the holqigsen the
square of the magnitude of incoming light beams are regarded @sl opt
intensity. By these assumptions; one can write total intemsittern on the

hologram plate as [8]:

Itotar = |EG| + |E?| + 2Re{EoE;}. (2.29)

In this formula; the first term is the self-interference of the objeeinh
which is caused by interfering light beams reflected from different poimthe
object. This term causes unwanted image distortions dummgeiconstruction
process. The second term is named reference beam intensity. It addsasDC b
term to intensity of points on the hologram plane whichkes sure that the

intensity at the hologram plane is always larger than themwaimi sensitivity of
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the hologram recording medium. The third term is the interfereneesbrtthe
object beam and reference beam. This term is the necessary informatidorterm
hologram generation and using only this term is sufficientrdoonstruct

holographic image [8].

To reduce the computational cost of computer generated hologharisst
and second term in the formula can be omitted. The first term cambbied
because it contains the objects self interference patterns whiclyusauades
unwanted distortions in the reconstructed image. The secondcsre also
omitted because in computer generated holograms; normalizatidn an
guantization according to the display medium will be agaplio the results to
obtain the generated holograms [8]. To calculate and generate a hologisa
the third term which is the interference between the reference beam and object

beam is calculated.

When point source summation method is used to compute atfisomtal
parallax only hologram it is assumed that every point onlifecbhas magnitude
ap and phase, relative to the reference beam. Siyds constant for horizontal

parallax only hologram; the following equation fb¢x) can be written [8]:

D,(x) = 27"1‘,,(9:) + Dy, (2.30)

where

r,(x) = \/(x — xp)% + Z2. (2.31)

The total sum of object field for a single line for a constanan be written as

[8]:

Eo(x) = :Z Le(®) r:(”x) exp{i®, (x)}, (2.32)
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where Ny is the number of points on the object that contributedi¢odesired
hologram line for constant In this formula it is assumed that each point on the
object is a source. The functia(x) is the envelope function. This envelope
function limits the contribution region of the point on ti®gect. It is equal to one

in the contribution region of point, and equal to zero for other valuesxofl his
limitation is useful to limit the spatial bandwidth too&V aliasing and reduce the

number of calculations to generate the hologram [8].

The magnitude of the reference beam is assumed to be constant for the
hologram plane becaugeis larger enough thaq so the change in the magnitude
of the reference beam across the hologram line is very small. By tisese

assumptions one can write the reference beam as [8]:

E.(x) = ?ex pl{i®.(x)}, (2.33)

where

®,(x) = -2+ 2, (2:34)

where? is the magnitude of reference beam at the hologram plane’s.cCEmiter

magnitude is assumed to be constant at the hologram glane [

When we use Equation (2.32) and Equation (2.33) to cteripe third term in
Equation (2.29) i.dy(x) we find the following:

1,(x) = 2Re(T,”, e(x) ~exp{i®, ()} [Lexp(i®, ()]},  (2:35)

a
rp(x

I,(x) =2 :—: {Zgﬁ (Refe(®) r:(” exp{i®,(x) — iP, (x)}}, (2.36)

x)

21



whereRe{...} denotes the real part function atiddenotes the complex conjugate
function. This equation equals to:

2 cos{®,(x) — @,.(x)}. (2.37)

_ o4 Ny a
Ip(x) =272, 5600 5

In this equation; the normalization procedure is applied byra'ng? as

unity. Additional DC bias and scaling is done to the testilequation to make
sure that point values on the hologram plate can be displaydgtieodesired
display device such as spatial light modulators [4].

If we write the Equation (2.37) for a hologram which @ @& horizontal

parallax only hologram; we can write the intensity functisfid

Gen ) = Sy cos (B2 G = )2+ On—y)* +2) (239

where intensity of a pixel on the hologram plang, i, y5), NVis the number of

points on the object; is the magnitude of the currently calculated object pdint,
is the wavelength of the reference light, y; and z; are the coordinates of the
currently calculated object point aits the object point number of the currently

calculated point.

Every point on the object must be taken into account to calcalategle
pixel on the hologram plane when using Equation (2.3Bjs Theans that for
well defined and sampled objects and large holograms, the calculat@mill
be larger. To speed up this process; a pre-calculated look-up taldansbe
used. Several different tables can be generated for different look-up operati
and by using these tables; computation time of the hologambe reduced
dramatically [16].

22



2.4 Image Reconstruction Methods for Computer
Generated Holograms

Images from computer generated holograms can be reconstructednigy usi
various methods and algorithms. A computer generated holagrarbe printed

on a holographic film and the image from the hologram can be reaciest
optically. It is also possible to observe a computer generatiegram under
daylight if it is printed on a suitable holographic filmolelgraphic films are
good at creating realistic three-dimensional static imagesbutare not useful
for real time three-dimensional video imaging applications.

The technical advances in optics, material sciences and electronids vyiel

display devices such that light passing through or reflected tnendevice can
be modulated. These display devices can change the propetigg# directed

to it like a printed holographic film. One of the importgwbperty of these
devices is one can update the hologram frame displayed on tloe dsviast as
a monitor refreshes the image displayed on it. This type ofagligfevices are
called dynamic displays. They made possible to show a iegbg video in

real time. Today their number of pixels, pixel pitch, and falitor are high
enough to reconstruct holographic images but this is not bigbugh to

reconstruct realistic looking three-dimensional images [4].

Another method to create the output image of a computer generated
hologram is numerical reconstruction. Since diffraction, reflection and
propagation of light can be calculated numerically on computers, &@so
possible to calculate the resultant image of the calculated holouarmated
by a specific light beam at a desired point. In fact this oper&iomarly the
same operation when calculating a hologram on the computertigkadly this
method is easier because it does not need an optical setupgir@haime
parameters in the reconstruction process is also easier than optical

reconstruction. Another benefit of this method is you do neé ha feed your

23



calculated hologram located on the memory of your computer to déwice.

The result of a hologram can be quickly observed.

2.4.1 Dynamic Display Reconstruction

Today image reconstructions from holograms can be made by dydepigys

such as spatial light modulators. Spatial light modulit@n optical device that
can change the magnitude or phase property of the incoming éght lvhile
reflecting from or transmitting through it. It is made up wittotdimensional
pixels. Each pixel can modulate the incoming light indepehdentus spatial

light modulators have been used to reconstruct images from caploggam
images and computer generated holograms [4],[5],[6],[5]. Two-dimeaisieal
image of the input image can be reconstructed from properly calculated

computer generated hologram by using spatial light modulpthfS],[6].

There are several properties needed for a display device to properly
reconstruct images from holograms and to achieve a satisfying three-
dimensional vision to human eye. First of all, the pixed ®f the display device
must be small enough for a good image. The pixel period afdhiee must be
0.4pm-0.6um at maximum but low quality image reconstrugtistill possible
for large pixel periods [4]. Today the pixel period of a commerciafiaiplight
modulator can be as small as 8um [19]. Liquid crystal displatys10pum pixel
period are also available on the market and can be used amydigpice to
reconstruct images from holograms [17]. Additionally the fill facbdrthe
display device must be high. Today fill factors of spatialtligiodulators are
around 90% and this fill factor ratio is high enough to effetyiveconstruct an
image from a hologram. Another important criterion for the dispéwoe is the
number of pixels of the device that must be as high as poddigleer number

of pixels yields better reconstructed images and also enlargeblpassage
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area at the observation point. Number of pixels and pixel pefitide display

device together determine the output image size and quality.

A hologram contains the information of light magnitudel @hase that falls
on its surface. This means that for proper reconstruction of ageinthe used
display device must be capable of modulating both magnitud phase of the
incoming light. However today there is no such device ttzat effectively
modulate phase and magnitude of the incoming light ataime sime. A display
device which can modulate the phase of light also modulates thatutseyof
light but this is not fully controllable. To overcome tpi®blem two phase-only
spatial light modulators can be used successively [18]. $nntiethod; the first
spatial light modulator is used in a way such thatutpwat contains the desired
magnitude levels. The second spatial light modulator is tsetign the phase
of the desired output. For the second spatial light modultiterputput of the
first spatial light modulator is transformed into Fourier pl@y using a suitable
lens. After the second spatial light modulator the light besaback transformed

to object plane using a lens. To obtain a desired oatpyt) at a specific plane,

a(x,y) = la(x, y)lexplip(x, y)] (2.39)

must be solved [18]. Equation (2.39) represents the desiredta(tpy) as
magnitude and phase elements. To obtain this output thpleorfield in the
Fourier plane can be written as follows [18]:

A(u,v) = |A(u, v)|expli¢(u, v)], (2.40)

where

Alu,v) = %fx fy a(x,y) exp [—ii—; (ux + yv)] dxdy. (2.41)
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In this equation corresponds to the wavelength of the used light bean¥and

corresponds to the focal length of the Fourier-transforming lens [18].

In this method the values to be displayed on first spagjat lnodulator are
calculated iteratively such that(u, v)| is at the desired magnitude level in the
Fourier plane. The values for the second spatial light modulataratcelated
by subtracting the Fourier plane phatrm the desired phasgand takingZmr
modulus of the result. By these two spatial light modulaitors possible to
reconstruct good images from a hologram since both magnitadehase of the

output can be determined [18].

In early works to dynamically reconstruct images from holograms
researchers used different materials and devices as spatial light modilagors.
main problem with these modulators was that they do not fiaed enough
pixels. The number of pixels on the modulator was anottayigm. Since the
number of pixels was small proper reconstructions had low tgufdi.
Additionally updating time of a single pixel was lony display holographic
videos in the reconstructed images. In 1990 a modulator vehiclbe updated
in a very short time was developed and used to reconstruct ae iinwegy a
hologram [7]. However the reconstructed image was still smdlltla@ quality

was not good.

Another method to overcome the spatial light modulator prabieni990s
was to use a quickly updateable small array of light modulatixgls and to
scan the display area by using proper lenses and scanning nfigfofsor
example, an acousto-optic modulator was used as the spatiamagulator.
This acousto-optic modulator modulates the phase of lighhlibat passes
through it and scanners direct the modulated light towardetbieed! location on
the image volume. By using the scanners a relatively largehsiographic

image can be reconstructed with a small size acousto-optic spghal |
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modulator which can be updated in a short time and can dibplagraphic

videos [9].

Choosing a suitable spatial light modulator for reconstructenalso
important. Images from computer generated holograms generateaylsigR-
Sommerfeld diffraction formula or Fresnel-Kirchhoff diffraction formula can be
easily reconstructed by phase-only spatial light modulatorsnbage from a
computer generated hologram calculated by bipolar intensity methiode
effectively reconstructed by amplitude modulating spatial Iightulators [6].
Using a phase-only spatial light modulator to reconstruct imdgas
holograms generated by bipolar intensity method result lowalitgjumages
than using an amplitude-only spatial light modulatgr Jéwus the method used
in hologram generation and the estimations made to reducdatiaicumust be
taken into account for the reconstruction process. In other wordgram
calculation must be done by considering the display medamd the

reconstruction method to be used.

A phase-only spatial light modulator can be used as ajispgkvice to
reconstruct images from computer generated holograms [4], [5], [9], [R]
[21], [22]. In this case the phase of the light beam on theghain plane is
calculated and the incoming light beam to the phase-oalyasfight modulator
is modulated according to these calculated values. The light tdgni
information on the hologram plane is lost but the recongduichages are still
good enough. In some methods the magnitude informatiotheohologram
plane is used to generate phase information to be displaydtk @apatial light
modulator. In these methods coherent or incoherent light sourcsustadle
optical elements to distribute light equally to the spatightl modulator’s
surface are used to illuminate the spatial light modulator. Sostartitbns occur
during the reconstruction because of the edges of spatial lightiaod surface
roughness of the spatial light modulator and loss of datdeothblographic
plane [4], [5].
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The reconstruction of images from holograms with phase-guatia light
modulators can also be done for color holograms [17], [21], [23].tlkese
holograms, a new spatial light modulator is used for eachr colmponent of
the hologram. Then reconstructed color images are brought todmsthesing
beam splitters and lenses and finally a color image is obtaindd [23].
Intersecting the diffraction zones of the spatial light modulaatse merges
color hologram components [17]. These experiments are imptaatse this
method promises three-dimensional color images. In this adethdifferent
hologram for each color component on the hologram is calculatedisplayed.
This is because every color component on the hologram can trawelgh
different distances. Additionally the input pattern for eaclorcoomponent is
different. Furthermore the wavelengths of different color componentalsoe
different. A color image can be also calculated by reconstructing inoddlee
color components from a hologram and then superposing theaosiggonents
[4], [6]. In this method; the hologram is calculated and infea the hologram
is reconstructed for each color component in the source objectjsiplayed
reconstruction results are recorded and finally the recorded results

superposed on computer to visualize the desired color hplugranage.

There are experiments showed that it is also possible to useahrerent
light source to reconstruct holographic images [17], [21], [24]cnidly in
holographic reconstructions a coherent light source is used. sbhice is
usually a laser. In these experiments; light emitting diodeshacan produce a
nearly coherent light with a nearly constant wavelength are Luggd.emitting
diodes are successful to reconstruct holographic images with difieskrs
[17], [21], [24]. Additionally the speckle noise caused byttasn classic optical
reconstruction is removed [21]. These experiments are importantuoeréae
possible cost of future three-dimensional displays. Moretheyr are important
to reduce the possible power consumption of future holograpéytagls. They

are also important in reducing the size of possible future hologrdpsgplays.
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These improvements are caused by cheap, low power and smallligi#ed

emitting diodes.

Another important feature about holographic reconstructions ysiage-
only spatial light modulator is that one can reconstruct abjebich have larger
size than the used display device [5]. This means that agraofo can
reconstruct scenes that are larger than itself. In reconstructions frogrdrmb
using spatial light modulators to set images larger thardisplay device, the
guality of the reconstructed images are reduced but the size of the ima
increased. The quality of the points around the center of the reatestimage
is high but the quality dramatically reduces for points nbar édge of the
reconstructed image [5]. This shows that there is a trade-offebat image
guality and image size for display devices with limited nunabgrixels. This is
another important fact because it opens a way for future displdesgmaller in
size while creating images larger than their sizes with an imaajgygpenalty.
Actually this phenomenon is known for long time but innpéating this

phenomenon on a dynamic display is also important.

Another interesting achievement done in holographic reconsinuetith
phase-only spatial light modulator is one can display diffedepth objects on
single hologram [5]. This is caused by the properties dbgnam since a
hologram records the incoming light properties and thus withenused for
reconstruction, it is able to reconstruct images of objects difterent depths
with respect to the hologram plane [5]. The importance ofetkperiment is that
it showed the holograms of the images for objects at differerthsleyan be
superposed and the resultant hologram can used to reconstractsobn

different depth planes at the same time.
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2.4.2 Computer Reconstruction

Images from computer generated holograms can be reconstructede on th
computer by numerical simulation of the light propagationfabrit this method
uses the same discrete light propagation properties and apptmais as
computer generated hologram algorithms do. This methode fos observing

the properties of optically recorded holograms and verifying céengenerated
holograms quickly and easily [25]. In this method; a diffractioodel is chosen

to simulate the wavefront propagation and then a light beduch is the
complex conjugate of the reference beam in hologram generation isanded
backward propagation of this light beam is calculated to recmtstmage from

the hologram on the computer [6]. Using complex conjugate eofréference
beam reconstructs the real image while using reference beam directly

reconstructs the virtual image of the hologram [4].

The first step in computer reconstruction of images from hologianthe

representation of the hologram on the computer. Computer generatgdainus

are already represented in sampled format while optically recordegrawole
must be sampled and written in discrete form. To sample akd enhologram
discrete, one can record a hologram by using charge coupled devicesame
with high number of pixels and high sensitivity [13]. Tligeration must be
done with suitable lenses and other optical elements not tcedte effective
number of pixels of the camera. Additionally the size of objbet;size of the
camera sensor and the distance between the object and sensor takesh lreto

account in order to properly sample the hologram [26].
If computer reconstruction of image encoded in the hologramng tio

observe a hologram to be displayed on a display device; the faalogram

must be modified. Today the display devices cannot modulate itmagrand
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phase of the light at the same time. Thus while reconstruatinghage from a
hologram by using a spatial light modulator some of thedgnata data is lost.
Moreover a spatial light modulator cannot modulate light vafimite precision.
Most of the spatial light modulators today are driven by &bit0-bit interfaces
so their precision is limited. These limitations of spdigtt modulators must
be considered in computer reconstruction if the hologram is platndx
displayed on a spatial light modulator for optically reconstonctio do this the
magnitude or phase information on the hologram can be deletedddepem
the display device to be used and the remaining information lmeugtiantized

according to properties of the spatial light modulator to be.used

On the next step the method to numerically calculate the wavefront
propagation must be selected. The diffraction formulas stated I 2.3.2 and
2.3.3 can be used to calculate the light propagation asteaysed in hologram
generation. Other methods and formulas can also be used. Useful
approximations can also be done. Using the point source sspeypoethod as
it is used in construction of a hologram the following equmatan be written
[27]:

u(x) Y Z) = ff%ur(xOl yO)*h(xOJ yO) exp(ikr) dedyO- (242)

In this equation;* represents the complex conjugate functiorrepresents the
distance between source point on the hologram and destinationgn the
image plane and it is a function gfy, andz, &k represents the wave number,
represents the reference wave at the source poink agpresents the point on
the hologram. To overcome the huge calculations needed talatal the

Equation (2.42), the distancean be approximated asr as [27]:

x2+y?
2z

rz+ (2.43)
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if deviation of this approximation is small enough from tixact value [27].
After this step the equation can be written as follows and ig férm two-

dimensional Fourier transform can be used [27]:

exp(ikz) Cxt+y? .
u(x,y,z) = TGXP (lk 5 U Uy (%o, ¥0) " h(x0, o)

2 2
. €Xp (ik %) exp (ik WO:&) dxydy,. (2.44)

The above equations are transformed to digital form andréference wave is
back propagated from the hologram plane by using the equaltiove or by
using another equation to solve propagation of wavefréimally the image of

the field at the observation plane is obtained.

Computer reconstruction from holograms can be used to visuhliee-
dimensional holographic images as well [25]. For thisppse, the field of
image plane is calculated for different depths and then the resul@agpesnare
used to reconstruct three-dimensional model of the outpage. In other
words; first two-dimensional output fields from the holograme calculated.
After this step in focus object images inside these two-dinaal images are
found. Then these sharp images are added together by congite depth of
the images from the hologram plane. This results in a vofiarietage which
consists of two-dimensional sharp images of the hologradiffatent depths.
Finally the volumetric image is used to render three-dimensioodke! of the

output image encoded in the hologram [25].
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Chapter 3

Simulator Implementation

In this chapter, simulation implementation of hologram datans to verify the
method planned to be used in FPGA implementation iepted in detail. The

choices made for FPGA implementation are also presented irhHpsec.

3.1 Introduction

In hardware design process, time management is importantetcoove the
problems occur during the design. In fact for a hardware to be refmeseEn
working prototype more test and verification time is needed tiemign and
manufacturing time. This means that good verification and tessn@s
important as good design. It can be said that half of totabfymng time is
used for testing and verification of design.

The verification of the prototype starts from the beginning of gega. In
ideal cases verification and testing must be done at every dspgn This
seems to increase design time but in total, finding an error asasapgssible
results in a huge time saving through the prototyping psocesl makes

detection of an error at the last steps of the prototype, easier.

In this work, we implemented real time holographic videoegation on a
FPGA. The design process has two main parts. First p#reialgorithm part
and the second part is the FPGA implementation part. To véaehalgorithm
part first computer simulation of the algorithm is made and a#afying the
algorithm on the computer, the results are implemented ontaalogetup with
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spatial light modulator. The optical setup is shown guFe 3.1. In this step it is
seen that the output of the optical setup and computer siondatatch. This
showed that the algorithm implemented in the simulatiorke/well. After this

step the algorithm is implemented in hardware.

Cnmputer m I

Beam Splitter
A P1 P

Laser

L1 12

P2

Observer

SLM

Figure 3.1 : Optical setup used to reconstruct images from simulator generated
holograms. L1 and L2 denote the lenses, A denotes thel@jifbdenotes the
polarizer and P2 denotes the analyzer.

Suitable algorithms for FPGA implementation are chosen forlation. An
FPGA is a programmable hardware device that can process hugernamb
signals at the same time, but can do mathematical operationstsnitimited
number of resources embedded in it while a classical processor carsoees
event at a time but has nearly no resource limit in contrastRR@GA. Thus our
algorithm must need resources which do not exceed the matheropgcation
capability of the FPGAs. Additionally the chosen algorithrastmbe parallel
operation compatible to benefit from parallel processing capabilitye FPGA.
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By considering these limitations, it is clear that the algoritbrbe chosen
must not be an iterative algorithm. Iterative algorithms need hugputational
power and usually take a lot of time to get the result. Théemmgntation of an
iterative algorithm requires a lot of numerical comparisons anctdimsumes a
lot of FPGA resource. Furthermore parallel processing benefit of B@AF
cannot be exploited by using an iterative algorithm. Finallyvaare coding of

an iterative algorithm in FPGA reduces the calculation speed dcathati

Bipolar intensity method described in 2.3.3 is one of thesipte alternative
methods to calculate the hologram. However this algorithm neetisige
computation power. Although a FPGA can overcome this problkentime
required to finish the calculation is longer than other alterndimegram
generation methods. Additionally, for each point on the halogplane full
object plane must be considered and so for each point on thgrdrol@lane,
whole input image must be read from memory and processesl.midmory
reading periods increases the computational time since an arithmiétin an
FPGA does not have cache memory hardware. A cache for arithmetic unit can
be implemented but this cache will be small and will noable to fully store
the input image. For these reasons it is not a good ideapiement bipolar
intensity method for real time holographic video calculation RGA. Using
look-up tables for this algorithm decreases the computation bhuhe FPGA

cannot store large look-up tables [8].

Rayleigh-Sommerfeld and Fresnel-Kirchhoff diffraction methods are two
alternatives that can be implemented in FPGA. These algorithmsfewed
operations than bipolar intensity method. These two algostemploy two-
dimensional Fourier transforms which can be implementdePiBA easily and
fast enough. The transfer function matrices used in these algordghmspe
calculated on the computer and loaded in a memory to be us&P®GA.

Complex multiplications and quantization needed to implerttegge methods
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for spatial light modulator reconstructions can be also implemeintettie

FPGA. For these reasons, these two algorithms are selected.

While implementing Rayleigh-Sommerfeld and Fresnel-Kirchhoff
diffraction methods for simulation, the display device to besdusn
reconstruction and the input video source of the FPGA implatien must
also be taken into account. The display device planned toditisisa phase-
only spatial light modulator with 8um pixel period, 192@80 pixels with 8-bit
modulation quantization [19]. Since two-dimensional Fouremsforms will be
used, a maximum size hologram (2048X1024) must be generatedniorum
truncation and zero padding need in Fast Fourier Transform catigms. But
input video limits the hologram size, too. Since mogiitdi video formats
available today employ 4:3, 16:9 or 16:10 formats andglesivideo connection
can feed a 1920X1080 video at 60 frames per second at maximuwygraml
generation with 2048X1024 pixels is not implementablengughe current
standards. To avoid zero padding needed for the Fast Fourier Trarasidrto
generate a hologram that fits into the target size; a 1024X108gram size is
appropriate. Feeding an input video image with size 1024X1€@n be
implemented by cutting a part of the input image workangs0 frames per
second with a size of 1280X1024. This size does not meet8) 16:9 or 16:10
ratios but it is a VESA standard available and used today.

3.2 Computer Simulation Results

The computer simulations here are done using Rayleigh-Sommerfeld oelFres
Kirchhoff diffraction formulas. For computer simulations excepgle point
diffraction simulation; a 1024X1024 grayscale image is usedeamlut image
since the image reconstruction from the hologram will be implézdefor
single color component. Then the hologram of the image andesti from the

input image is calculated. At this step; properties of recaetstgu light and
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display device are taken into account to properly construct tlogram. After
this step the planar image is reconstructed from the hologrsing the

computer by back propagating the virtual reference wave.

These steps are first done for a small point at the center. Its ddfrattthe
hologram plane is observed. Since the diffraction of a singtd pad a square
is known, this pattern is used as the first step in simualatoverify that the
diffraction formulas are correct and working. After this verificationcpss a
grayscale image is used to generate a hologram. Then the generatgdrhaso
used to reconstruct the image using the computer to sepotisible output
image of the hologram. In this step first the reconstructiorome dising both
magnitude and phase of the complex valued hologram. If the resulfficient
then the magnitude of the calculated hologram is used ase pifasmation of
the phase-only hologram used for reconstructions. Thus weaserah optical
reconstruction using a phase-only spatial light modulator evther plane data is

copied from the magnitude information of the computed hologram

On the next step the information on the hologram is quant@zeimulate
the optical reconstruction of a hologram by using an 8 bit pbalsespatial
light modulator. The results obtained here are the expected oafults of the

optical reconstruction process.

The input patterrJ,(n, m,0) that is used as the small point to start the

verification is shown in Figure 3.2.
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11) ——n (512,1)

(1,512) (512,512)

Figure 3.2: The input pattern that is used to simulate diffraction frasmgle
point.

When Rayleigh-Sommerfeld method is used to calculate the diffinaiatiol
of this input pattern; the Equation (2.8) is used. Paramet&mguation (2.8) are
set asA=532nm, z=z4cm, Xs=8um andN=512. The variables;, m, n, m’ €
[1,512]. When the Equation (2.8) is solved for Figure 3@ the parameters
stated above, the following diffraction field,(n,m,p)is obtained. The
magnitude of the diffraction field is shown in Figure 3.3 phdse is shown in

Figure 3.4.
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(1,1) ——n (512.,1)

(1,512) (512,512)

Figure 3.3 : The magnitude of the diffraction field at a distance of 4am
Rayleigh-Sommerfeld method shown by Equation (2.8).
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(1) ——n (512.1)

o
A

(1,512) (512,512)

Figure 3.4 : The phase of the diffraction field at a distance of 4 cm for
Rayleigh-Sommerfeld method described by Equation (2.8).

When Fresnel-Kirchhoff method is used to calculate the diffraction dield
this input pattern, Equation (2.16) is used. Parameters iatiequ(2.16) are set
as A=532nm, z=4cm, Xs=8um. The variables, m, n, m’€ [1,512]. When the
Equation (2.16) is solved for Figure 3.2 and the parameters sthtee, the
following diffraction field is obtained. The magnitude of thérection field is

shown in Figure 3.5 and phase is shown in Figure 3.6.
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(11) ——n (512,1)

(1,512) (512,512)

Figure 3.5 : The magnitude of the diffraction field at a distance of 4am
Fresnel-Kirchhoff method using by Equation (2.16).

41



(1,1) ——n (512,1)

(1,512) (512,512)

Figure 3.6 : The phase of the diffraction field at a distance of 4 cm for Fresne
Kirchhoff method using Equation (2.16).

On the next step the calculations are done ZsB60cm distance using

Equation (2.16) and Equation (2.8). The two-dimensianait pattern used for

these calculations is as follows:
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(1,1) ——n (1024,1)

(1,1024) (1024,1024)

Figure 3.7 : The two-dimensional input image used in simulations.

For this image; first Rayleigh-Sommerfeld method is usedatoulate the
hologram and reconstruct the image from the hologram. Then Fresoeh&ff
method is used to calculate a hologram and reconstruction iisrhdlogram is
calculated. Equation (2.8) is used for Rayleigh-Sommerfeld caloulatnm
Equation (2.16) is used for Fresnel-Kirchhoff method. Parametersese th
Equations are set ds532nm,z=50cm, Xs=8um, N=1024. The variables, m,
n, andm’e [1,1024]. Figure 3.8 shows magnitude and FiguresB@vs phase
of the hologram calculated by Rayleigh-Sommerfeld method. FigliesBows
the phase of the reconstructed image and Figure 3.11 shewsattnitude of

the reconstructed image.
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(1,) ——n (1024.1)

(1,1024) (1024,1024)

Figure 3.8 : Magnitude of the hologram calculated by Rayleigh-Sommerfeld
diffraction using Equation (2.8).
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(1,1) ——n (1024,1)

(1,1024) (1024,1024)

Figure 3.9 : Phase of the hologram calculated by Rayleigh-Sommerfeld
diffraction using Equation (2.8).
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(1,1) ——n (1024,1)

(1,1024) (1024,1024)

Figure 3.10 : Phase of the reconstructed image calculated by Rayleigh-
Sommerfeld diffraction using Equation (2.8).
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(1,1) —n (1024,1)

(1,1024) (1024,1024)

Figure 3.11 : Magnitude of the reconstructed image calculated by Rayleigh-
Sommerfeld diffraction using Equation (2.8).

From these figures, it can be seen that a hologram generated andgan
reconstructed by Rayleigh-Sommerfeld diffraction method can be used
successfully. The output image seems to be the same imageiapuhbut it is
not the same image since the input image contains only realensiwhile the
output image is formed of complex numbers, but the imaginarg parthe
reconstructed image are very small. The imaginary parts in the nectedt
image are result of computational noise. This computationale nigsisnot
observed in the real part of the reconstructed image. In this reconstyuaiio

data loss due to quantization or spatial light modulatorpgat@s is
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implemented. Thus it is expected that the reconstructed imége same image

as the input image.

The simulation results for Fresnel-Kirchhoff method are shown below
Equation (2.16) is used for Fresnel-Kirchhoff method. Parameters sn thi
Equation are set ds532nm,z=50cm,Xs=8um, N=1024. The variables andm
€ [1,1024]. Figure 3.12 shows magnitude and Figure 8H®vs phase of the
hologram calculated by Fresnel-Kirchhoff method. Figure 3.14 shivsvphase
of the reconstructed image and Figure 3.15 shows the mdgnié the

reconstructed image.

(1,) ——n (1024.1)

(1,1024) (1024,1024)

Figure 3.12 : Magnitude of the hologram calculated by Fresnel-Kirchhoff
diffraction using Equation (2.16).
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11) ——n (1024.1)

(1,1024) (1024,1024)

Figure 3.13 : Phase of the hologram calculated by Fresnel-Kirchhoff diffraction
using Equation (2.16).
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(1,1) ——n (1024,1)

(1,1024) (1024,1024)

Figure 3.14 : Phase of the reconstructed image calculated by Fresnel-Kirchhoff
diffraction using Equation (2.16).
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(1,1) —n (1024,1)

(1,1024) (1024,1024)

Figure 3.15 : Magnitude of the reconstructed image calculated by Fresnel-
Kirchhoff diffraction using Equation (2.16).

It is possible to observe the true reconstruction results oicabpt
reconstruction when data loss due to quantization and spagtialniodulator
properties are implemented. Two options are available when ther&oieg
generated by Rayleigh-Sommerfeld method and Fresnel-Kirchhoff method are
modified to be displayed on the spatial light modulator.t Eipgion is to write
the phase of the hologram directly to the display device.r8eoption is to
write the magnitude of the hologram as phase informationecspiatial light
modulator. For these simulations; a more realistic grayscale iaftetp shown

in Figure 3.16 is used. Since target SLM can modulate fghsmall angles,
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larger object size in the input pattern results in more pixels méribate to
reconstructed image and better reconstructed images are obtainedorEquat
(2.8) is used for Rayleigh-Sommerfeld calculation method. Parameténss in
equation are set ds532nm,z=50cm,Xs=8um, N=1024. The variables, m, n;
andm’e [1,1024]. Figure 3.17 shows the calculated hologram maimiio be
written to the spatial light modulator. Figure 3.18 shoWws phase of the
resultant image for hologram generated by Rayleigh-Sommerfeld dheten
magnitude information is used for the display device. Figui® 3hows the
magnitude of the resultant image for hologram generated byeighyl

Sommerfeld method when magnitude information is used fadiipday device.

(Ll) ———n (1024,1)

l

(1,1024) (1024,1024)

Figure 3.16 : The two-dimensional gray scale input pattern.
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(1,1) ——n (1024.1)

(1,1024) (1024,1024)

Figure 3.17 : Magnitude of the hologram calculated by Rayleigh-Sommerfeld
method using Equation (2.8). This information is the infation written on to
phase only computer generated hologram.
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(1.1) ———n (1024,1)

(1,1024) (1024,1024)

Figure 3.18 : The phase of the reconstructed image calculated by Rayleigh-
Sommerfeld method using Equation (2.8).
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(1,1) ——n (1024,1)

(1,1024) (1024,1024)

Figure 3.19 : The magnitude of the reconstructed image calculated by
Rayleigh-Sommerfeld method using Equation (2.8).

Figure 3.20 shows the calculated hologram phase to be wottbe spatial
light modulator. In this calculation, Equation (2.8) is udearameters in these
equations are set as532nm,z=50cm, Xs=8um, N=1024. The variables, m,

n, and m’ € [1,1024]Figure 3.21 shows the phase of the resultant ifaage
hologram generated by Rayleigh-Sommerfeld method when phasenation

is used for the display device. Figure 3.22 shows the muagnof the resultant
image for hologram generated by Rayleigh-Sommerfeld method whee phas
information is used for the display device.
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(1,) ——n (1024,1)

(1,1024) (1024,1024)

Figure 3.20: The phase of the hologram calculated by Rayleigh-Sommerfeld
method using Equation (2.8).
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(1,1024) (1024,1024)

Figure 3.21: The phase of the reconstructed image using Equation (2.8).
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(1024.1)

(1,1024) (1024,1024)

Figure 3.22: The magnitude of the reconstructed image using Equation (2.8)

The simulation for the new pattern to simulate the results ofgusnly
magnitude information of the hologram on phase-onlyiapleght modulator is
also done for Fresnel-Kirchhoff method. Equation (2.16) is dsedFresnel-
Kirchhoff method calculations. Parameters in these equations are set as
A=532nm,z=50cm,Xs=8um, N=1024. The variables, m, n, andm’e [1,1024].
Figure 3.23 shows the magnitude of the calculated hologrignmeF3.24 shows
the phase of the reconstructed image and Figure 3.25 shewsatinitude of

the reconstructed image.
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(1,])) ——n (1024,1)

(1,1024) (1024,1024)

Figure 3.23 : The magnitude of the hologram calculated by Fresnel-Kirchhoff
method using Equation (2.16).
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(1,) ——n (1024.1)

(1,1024) (1024,1024)

Figure 3.24 : The phase of the reconstructed image calculated by Fresnel-
Kirchhoff method using Equation (2.16).
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(1,1) ——n (1024,1)

(1,1024) (1024,1024)

Figure3.25: The magnitude of the reconstructed image calculated by Fresnel-
Kirchhoff method using Equation (2.16).

When we observe the output results it is obvious thatgtimality of the
reconstructed images is deteriorated. This is because of huge satahibe
using only the magnitude information of the generated hologfidra results
found are still good enough to show the grayscale input imdgeever the
reconstructed image of Rayleigh-Sommerfeld method cannot retain the
magnitude information of the input image. The reconstructed inmgeot
successful to show white dots on the die. The white dothermlie are more

visible in reconstructed image generated by Fresnel-Kirchhoff methbthe
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reconstructed image does not show the dark body of the diboffoimages the

edges of the input images are clear and visible.

On the next simulation the phase of the generated hologramet to
reconstruct the image from the hologram. The input pattern usethifo
simulation is shown in Figure 3.7. The calculated hologrames the same
holograms as shown in Figure 3.8, 3.9, 3.12, and &8 during the
reconstruction, only the phase information of the hologranses.uAdditionally
this phase information is quantized in order to simulateithitged modulating
precision of the spatial light modulator. In the calculatiorss mtonstructions;
Equation (2.8) is used for Rayleigh-Sommerfeld calculation apdiion (2.16)
is used for Fresnel-Kirchhoff method. Parameters in these equations ase set
A=532nm,z=50cm,Xs=8um, N=1024. The variables, m, n, andm’€ [1,1024].
The phase of the reconstructed image by Rayleigh-Sommerfeld metsioalwn
in Figure 3.26 and the magnitude of this reconstrucgshown in Figure 3.27.
Figure 3.28 shows the phase of the reconstructed image hbyeFkaschhoff
method while Figure 3.29 shows the magnitude of the stagried image.
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(1,1) ——n (1024,1)

(1,1024) (1024,1024)

Figure 3.26 : Phase of the reconstructed image generated by Rayleigh-
Sommerfeld method using Equation (2.8).
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(1,1) ——n (1024,1)

(1,1024) (1024,1024)

Figure 3.27 : Magnitude of the reconstructed image generated by Rayleigh-
Sommerfeld method using Equation (2.8).
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(1,1) ——n (1024,1)

(1,1024) (1024,1024)

Figure 3.28 : Phase of the reconstructed image generated by Fresnel-Kirchhoff
method using Equation (2.16).
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(1,1) ——n (1024,1)

(1,1024) (1024,1024)

Figure 3.29 : Magnitude of the reconstructed image generated by Fresnel-
Kirchhoff method using Equation (2.16).

In these reconstructions; only the sharp edges are visible@thnchses the
magnitude information on the hologram is lost and thues réconstructed

images do not show the magnitude variations in the impageé.

3.3 Optical Reconstruction Results

The last part of the verification process is to use the generategréois to

reconstruct the images by using an optical setup. This stéjevéie past steps
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in the simulation process. If the reconstructed images on theutempatch the
optically reconstructed images this means that both holograeragjem and
reconstruction process is working properly and transfer function and
reconstruction information can be used for hardware implementatiom. Th
holograms generated and shown in the previous parts are gptezihstructed

and their results are shown here.

Simulations shown in Figures 3.19 and 3.27 are reconstrudtiedhe same
phase precision of the actual spatial light modulator usedoptical
reconstruction in order to be able to observe the effect of the ligngsision of
the spatial light modulators. The optical image reconstructfoora these
holograms are shown in Figures 3.30 and 3.31. The dempeconstruction
calculations are carried out with infinite precision except the sphdgiat
modulator phase precision. Optically reconstructed images are the ithages
implemented the quantization and data loss due to sgagfdl modulator
properties during computer reconstruction process. The otheagrhnie do not
need reconstruction because optical and computer reconstructions &&nn

compared.

The results for holograms generated by Rayleigh-Sommerfeld matieod
shown below. Figure 3.30 shows the image reconstructed fromotbgrém
shown in Figure 3.17. There is additional distortion anrégconstructed image
because the laser used as the reference light in this reconstruatmmaally
directed to spatial light modulator. Thus the output imagems as it is
projected on a ball. Figure 3.31 shows the reconstructed image tfrem
hologram shown in Figure 3.9. The optical setup useleget reconstructions is

shown in Figure 3.1.
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Figure 3.30 : Optically reconstructed image from the hologram showngnrei
3.17 using the setup shown in Figure 3.1.
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Figure 3.31: Optically reconstructed image from the hologram showngnréi
3.9 using the setup shown in Figure 3.1.

The reconstructed images from the holograms generated by Rayleigh-
Sommerfeld diffraction are similar to reconstructed images on the computer.
This shows that the computer program used for generating raolognd
simulating the image reconstruction from it by using Rayl&gmmerfeld
method can be used for generating the transfer function needed for FPGA
implementation. This benefits the design process in such éhatgvery step in
the hardware can be simulated on the computer numerically. The otiguéry
step in hardware implementation has a reference to be compared. Thislpvill
to find out numerical errors in the design easily. In the hardwnplementation
phase verifying the calculation methods and devices will hefimdoout timing
failures in an easier way. Since we need a reference to verify the caltsilati
and the optical reconstructions match computer reconstruction ofmiuges
from holograms generated by Rayleigh-Sommerfeld diffraction choosing
Rayleigh-Sommerfeld method for hardware implementation is more agte.
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Chapter 4

Simulation of FPGA Implementation

4.1 Introduction

In this chapter, we present the simulation of implementation of eRyoyl
Sommerfeld algorithm for hologram generation in FPGA. In thst ftep we
had to decide on which platform we will implement the desfge.could design
our custom board for the implementation; we could obtain tegsmnal high-
end application board; or we could obtain one of the general gm0
boards on the market. We decided to use a general purposébdardan order
to implement this work. We chose a general purpose FPGA board betaus
easy to obtain one of these boards; the documentation fooé#rd Is easy to
access; finding assistance for the problems that we may encouritey the
design period is easier since lots of people use the saard bwr different
purposes. Designing our custom board for this applicatia veé feasible for
the first attempt since a lot of design time must be consubeddre the
implementation to design the board. Using a professiobiggl end board was
not feasible either because accessing assistance for the bugs and retrors a
documentation of these type boards are relatively harder than gengrase

boards.

There are lots of alternative general purpose boards available maitket.
For our implementation the following specifications must le¢. first of all, the
board must have a video input in order to get a video streampuatspattern and

a digital visual interface video output to display the generatddgram on
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Holoeye HEO 1080P spatial light modulator. Additionatlymust have a fast
and large memory available on the board. The memory need igraolo
generation is large and becomes larger when the desired input ant z¢p
increase. Moreover the board must have another on board memorycahible
used as buffer for the video output process. This memory seatesant but it
is critical as buffer for video output since our target displayadewnly supports
60 Hz video input. If the speed of hologram generation isfagitenough to
support 60 Hz operation; this buffer makes sure that treowdtput is at 60 Hz.
Furthermore the FPGA on the board must be as large as possitdésamust
be as fast as possible. It must be capable of calculating the reqairgdex
operations in Rayleigh-Sommerfeld diffraction method. The Mk B6ard of
the Xilinx is one of the boards that meet the requiremeatedstibove and we
chose ML 505 as the board to implement the algorithm.

After choosing the board we had to choose the input videdhendutput
video criteria. First of all, we decided to use red color compooietite input
video stream as a monochrome input signal. The video inpuV{SA input in
our board and analog color signals of the VGA input are conveote3ibit
digital signals. Secondly, we chose the size of the generategr&imie. For this
step many design iterations are made in order to reach a suitalilenscA
square shaped input and output are chosen because reusing dimersonal
Fast Fourier Transform blocks in the FPGA is only possihjethis way.
Additionally, we had to keep the size as large as possibie whrefully
consuming the limited digital signal processing hardwarelaai in FPGA.
The FPGA on the board has 48 digital signal processintk®lembedded in it.
A 1024 point Fast Fourier Transform unit consumes nearlyofiaifese blocks,
and this shows that there will be no block available after@mphting the
complex multiplier block. It is possible to reduce the nundfarsed blocks but
this means that speed and precision of the calculation wilatdfised. After
some trials, the size for this implementation was chosenetash512X512

pixels. This is relatively low especially for the target spdiigit modulator but
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choosing a 1024X1024 pixel frame would result in settlinghva poorer
precision of calculation because of the limited resources in the FPi@&Anput
is taken as the 512X512 pixel frame at the middle of the wigeb frame and
the other pixels in the input video frame are ignored. The ouigeb format is
chosen in the same manner. The resultant 512X512 pixeltastdisplayed in
the middle of the output image and pixels outside of #mll frame are
displayed as black pixels. After taking these decisions the #igoris

implemented on the board and simulated.

4.2 mplementation

The overview of the implementation in the FPGA is showRigure 4.1

\Iﬂgﬁto H{Input Video Buﬁerw ﬁ 1D FFT (H) }—‘ % 1D FFT (V) q’—*{}(ernel Multiplication }—>Data
12C Main Memory Kernel Memory

Video

Dataa{ 1D IFFT (V) }J L 1D IFFT (H) }J%‘Conversion&Scaling Output

Figure4.1 : FPGA implementation architecture.

In this architecture, we can refer the Fourier transform blocks, transfer function
multiplication block and scaling and conversion blocksthes main operation
blocks. Input video capture, frame buffer and 12C blocks can be regasded

auxiliary operation blocks.

4.2.1 Auxiliary Operation Blocks

As stated above, the implementation contains blocks that arelatd with the

calculation of the hologram in FPGAs. Memory interfaces, input argut
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video frame buffers, clock buffers and synthesizers, and 12C interfazdkear
auxiliary operation blocks in the implementation. These blogksk for the
purpose of hologram calculation implementation. However thegadado any

operation related with the hologram calculation algorithm.

The first two auxiliary blocks in this implementation are thieck
synthesizers and buffers. In our implementation; various differeckslare
needed for various operations. The video output block needsVit®7 and
148.5 MHz clocks in order to display the result on the taspeatial light
modulator. These clocks are synthesized by the dedicatekl bidters and
synthesizers block located in FPGA. The synthesizer blocksinoriock input
and output buffers, phase locked loops to multiply andddi¢iocks in order to
synthesis the desired clock. The target 297 MHz and 1¥8i3 clocks are
generated by the 33 MHz clock input to FPGA generated by twsmllators
located on the ML 505 board. Figure 4.2 shows the bloagram of clock
synthesizers. In this figure; OUTPUT 1 is the 297 MHz cloak @uWTPUT 2 is
the 148.5 MHz clock generated to use in DVI video outputesta@CKED
signal of the buffer on the left side is inverted and given as s&g#dl to buffer
on the right side to make sure that the buffer on the rightiremn reset

condition while the output of the buffer on the left side istable.

OUTPUT 1
33 MHz 297 MHz 148.5 MHz
CLK IN CLK FX CLK IN CLK FX
— — OUTPUT 2
RST LOCKED RST LOCKED

Figure 4.2: Block diagram of clock synthesizers

The second auxiliary block used in the implementationasl2C interface

block. The video input and video output integrated circuitsh@nboard are
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connected to the same [12C bus. This bus is used to comfapnd start the
operation of the video integrated circuits. All required regisierthe video
integrated circuits are modified by this interface. This step is ritapbbecause
any programming error in this step causes the integrated cirduib neork
properly. Additionally; the video integrated circuits mbst programmed in a
special order given in the manufacturer's data sheets. For thal diggual
interface integrated circuits, the 12C programming interface is usezbéd the
internal phase locked loops in the integrated circuit. This opar&idone in
synchronization with the clock generating circuits in the FPGArder to lock
the loop properly. Image size, input and output typeutignd output level

properties of video integrated circuits are adjusted by thisnttface block.

Another auxiliary block used in the implementation is théew input
buffer. The function of this block is to capture the target framledarvideo input
frames, buffer this frame and ignore the rest of the input video freinieblock
captures the target frame and writes it to input video buffers inn@atauseful
for the hologram generation blocks. This block is responsibledpturing the
monochrome signal in the input frame and for writing ithte buffer memory.
Writing data to memory is done in a way that horizontalartical lines can be
addressed easily. The block diagram of video input buffer engiv Figure 4.3.
Here ANALOG VGA IN is the input VGA signal to the block aR&SET is the
digital reset signal for the block. VGA DATA CLK is the clociyrsal for the
digital output side of the video input buffer. VGA DATA OU9g the 8 bit data
bus that carries the grayscale input video information. VGA DADAT
VALID is the signal that shows a valid data is availabl&/BA DATA OUT
signal. VGA OUT PIXEL ADDRESS is the 18-bit bus that wlkahe location
of the pixel data that is available at the VGA DATA OUTPUhe video
output buffer is needed for outputting the hologram. Thiswiduffer contains
the calculated hologram information and displays it at the cehtirecoutput
video frame. The other parts in the output video frame are getdoThis block

is necessary to make sure that the video output always w6kt frame rate.
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Additionally this buffer is responsible for displaying théxgbs at correct
locations on the target display device. The block diagramdefovoutput buffer
is given in Figure 4.4. Here VIDEO DATA IN is the 8-litput signal that
carries the pixel data of the currently displayed pixel. CLK 28¥ @GLK 148.5
are required clock input signals for the block. RESET is theakignreset the
block. HSYNC OUT and VSYNC OUT are video synchronizatiomaig for
DVI output integrated circuit. DATA ENABLE is the signahweh shows that
valid display data is available on the 12-bit OUTPUT DATADBGLK OUT is
the clock output for the DVI output integrated circuit. READKGs the clock
that goes to SRAM interface. READ ADDRESS is the 18-bit tha$ goes to
SRAM interface to read the display data. READ EN is the sitjralshows a
valid address is available on READ ADDRESS bus for SRAtdrface.

VGA DATA CLK

ANALOG| VIDEO .
VGA IN | BUFFER | VGA DATA OUT

VGA DATA OUT VALID

RESET

VGA OUT PIXEL
ADDRESS

Figure 4.3: The block diagram of video input buffer.
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VIDEO
DATA IN

CLK 297

CLK 148.5

RESET

VIDEO
BUFFER
orT

HSYNC OUT
VSYNC OUT
DATA ENABLE
CLK OUT

OUTPUT DATA
READ CLK
READ ADDRESS
READ EN

Figure4.4. The block diagram of video output buffer

The last auxiliary block used in the FPGA is SRAM memaigrfaces of

the hologram buffer and video output buffers. This memoryfatte is designed

to operate as interface between the SRAM memory, hologram calcudatibn

video transmitting blocks. There are two memory interfaces for tbeovi

buffers, one for hologram video and one for output video. Theseaomye

interfaces make the implementation of video input and video butimeks

easier by providing them a fast and easy access interface. The SRAM memory
interface block diagram is shown in Figure 4.5. HOLOGRAM [RAIN is the

8-bit display data signal that comes from “arc tan” conversioockbl

HOLOGRAM CLK is the clock signal to synchronize the sigraming from
the hologram calculation part. HOLOGRAM ADDRESS is the 18abidress
signal to show the location of the data available in HOLOGRBRITA IN
signal. HOLOGRAM DATA VALID is the signal that shows a iabddress is
available in HOLOGRAM ADDRESS signal. READ CLK, 18-bitERD
ADDRESS signal, READ EN and 8-bit VIDEO DATA OUT signare the
signals connected with video output buffer block. They are tsesend the
pixel data of the display from SRAM interface to VIDEO BUFFER TOU
SRAM CLK is the clock signal that goes to SRAM integrat@duit. SRAM
ADDRESS is the 18-bit address bus of the SRAM integratediCiSRAM
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DATA is the 32-bit data bus for the SRAM integrated circBRAM WE is the

active low write enable signal for the SRAM integrated circuit.

HOLOGRAM
DATA IN I
— VIDEO
HOLOGRAM CLK DATA OUT
HOLOGRAM SRAM ADDRESS
ADDRESS |
HOLOGRAM | R AM INTERFACE | SRAM CLK
DATA VALID
READ CLK SRAM DATA
READ ADDRESS SRAM WE
READ EN
RESET

Figure 4.5: The block diagram of the SRAM memory interface.

4.2.2 Main Operation Blocks

The main operation blocks in the hologram generation implexhen are the
Fourier transformation blocks, main memory interface, transfer function
memory and transfer function multiplication block and scpimd conversion

block. These blocks contribute to the hologram calculation djrectl

The first main block of the implementation is the main memnotgriace.
The main memory in this work is a 256 MB DDR2 SDRAM noeyn Xilinx
provides a DDR2 memory interface but pin assignments of theidev
interface must be adjusted for ML 505 board. In FPGA applicatwathsDDR?2
memory usage, a good interface is important to make sure thdeioe works
properly and fast. The memory interface for the DDR2 memory monsghle
for adjusting the data delays caused by the internal routing ofathesignals in

the FPGA. For this adjustment and proper operation, fipttifirst-output
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(FIFO) buffer memories are used in the DDR2 interfaces implemented in
FPGAs. These buffer memories provide a stable interface for both BRIR2
and user side. The sizes of these memories are important and changes
application to application. In our case, two reading buffers ard vimiting
buffers are used. The sizes of these buffers are equal and they are 5biX128
memories. The bit depth of 128 comes from the DDR2 interfackeoFPGA.
During calculations, each pixel is represented as 32-bit red@Zbd imaginary
numbers in order to avoid overflow problems. Representing et with less

bit precision is also possible but these buffers must berdsbifpr the largest
representation situation possible in the calculation process. Siacevill
calculate a 512X512 hologram because of the resource needs and do ou
operations in a row-by-row or column-by-column way a 512 addsesx
buffer is required. If the FIFO buffers are properly designed, jpossible to

extract more from these memories.

The remaining important blocks in our implementation are tberiér
transform blocks. The Fourier transform block used in the desigrXilinx IP.
There are two Fourier transform blocks in the system, the forwandielFo
transform and the inverse Fourier transform blocks. Fourier transfrtinei
main operation in hologram generation with Rayleigh-Sommerfglarighm. In
this algorithm, two-dimensional Fourier transform and twoeshsional inverse
Fourier transform operations are performed in order to calculate thgrémio
Two-dimensional Fourier transform can be divided into oneedsional Fourier
transforms in vertical and horizontal directions and applyisgétessively. For
two-dimensional Fourier transforms, first horizontal transfosmperformed.
After finishing the horizontal transforms for each line in the pattdne
resultant matrix is the used as input for vertical Fourier transfofims.main
memory of the system is used as buffer for these operatiore.s@ime

architecture is used in the inverse Fourier transform operation.
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The settings of the forward and inverse Fourier transforminckblare the
same. The architecture of the transform block is the Radix-2 archit¢8@]re
This architecture is selected in order to reduce the resource usagéonfadigit
the input bit widths of the transform blocks are set thi2s, and this answers
that there will be no overflow throughout the transform opersti@ince our
input is 8-bit and there are 512 points in one dimenstoaasform, the result of
one dimensional Fourier transform cannot be larger thantd &xcluding the
sign bit. When we consider the second transform made footther axis,
additional 9 bits are required to avoid any overflow. This makesminimum
bit depth of the transform 26 bits. When the sign badded it is found that
Fourier transform blocks must be capable of representing at leagt 2gAed
numbers. The block diagram for Fourier transform block is shoviagure 4.6.
CLK is the clock signal used in Fourier transform block, AN REAL is the
27-bit bus to input real part of the input data, DATA IN IKAs the 27-bit bus
to input imaginary part of the input data, START is thgnal that starts the
input data loading, DONE is the output signal that shdhe transform
operation is finished, UNLOAD is the signal to start @awlimg of the outputs,
INPUT INDEX is the 9-bit output that shows the index of itgut at the input
data bus, DATA VALID is the output signal that shows valata is available at
the output bus, OUTPUT INDEX is the 9-bit output baishow the index of the
current output, DATA OUT REAL is the 37-bit signed outpuis for real part
of the computed result, and DATA OUT IMAG is the 37-bgred output bus

for imaginary part of the computed result.

Conventional 32-bit floating point operation is not usetause for video
input and output, unsigned numbers are used. Converghgebn unsigned
number and floating point number consumes limited digighadi processing
slices in the FPGA. Another reason to use only 27 bitsaising sure that the
Fourier transform blocks are as small as possible. When the blockadecfon
27-bit configuration; the real and imaginary part of the outptesrepresented

as 37-bit signed numbers. The inputs for these blocks are &albd gigned
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numbers. By this configuration, the blocks are made to benal as possible
while making sure that no overflow occurs. When the blocksewested for
biggest input levels for all samples, no overflow occurnedany Fourier
transform. The result of this test can be seen on FigureTh&.maximum
number obtained at the output is 66846720 which can be repressre?b-bit

unsigned number.

INPUT INDEX
START ——
CLK DATA VALID
OUTPUT INDEX
DATA IN REAL —

FFT BLOCK DATA OUT REAL

DATA IN IMAG
UNLOAD DATA OUT IMAG

DONE

Figure 4.6: The block diagram of Fourier transform block

To validate the Fourier transform blocks, some tests were madéhdse
tests a Fourier transform block and an inverse Fourier transfavok fare
cascaded. Then a known pattern is given as input to Fouriefotmranblock.
This pattern is shown in Figure 4.8. The output of theriEotransform block
and inverse Fourier transform block are compared with the simulatiolisresu
These comparisons showed that the input array and the outpubftinage test
blocks match and so both blocks work fine. The input eftést block is shown
as xn_re signal in Figure 4.9 and the output of the testkbis shown as
xk_re_out signal in Figure 4.10. The simulation windowpresented in Figure
4.11.

80



ke

[aluTal1]

000000

00000000

WL

0ooo|

DoCon000g

00000000

L L1}

ooon

000000

00000000

*1'0000000

T

ooty ¥

{

Ol

R T R T

I DOOGG

000OTLT

TTTTO00

a0

00000000

000000000T

Qog

00000000

s S e L B S

£
v
\..+i
o
4
.\...
e
<
\..
v
\..+i
o
e
-\._
L
e
o
v
\..+i
o
i
4
.._T

Figure 4.7 : The simulation result that shows no overflow exist.
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Figure 4.8 : The one-dimensional input pattern used for Fourier transtestn t
block.
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The transfer function multiplication operation in Rayleigh-Sommerfel
method is implemented by the transfer function memory block earcsfer
function multiplication block. Transfer function multiplicatioblock is a
complex multiplier block with one 27-bit signed compieput array and one
16-bit signed complex input array for transfer function. It isegated with the
help of Xilinx CoreGen IP generation software and it uses @&atigignal
processing blocks in the FPGA. The transfer function is repeters 16-bit
signed number array in the FPGA. This 16-bit notation can roplifed by
sacrificing the precision of the transfer function but this resaoliew quality
reconstructed images. The result of the complex multiplier isated to 27 bits
to feed into inverse Fourier transform block. Figure 4.12 shthes block
diagram of complex multiplier block. CLK is the clock signaéd in this block.
INPUT A REAL IN is the 27-bit real input bus for the firatmber. INPUT A
IMAG IN is the 27-bit imaginary input bus for the first nuenb INPUT B
REAL IN is the 8-bit real input bus for the second numberURNB IMAG IN
is the 8-bit imaginary input bus for the second number. RESREAL OUT is
the 35-bit bus for the real part of the output and RESULAGVMOUT is the 35-
bit bus for the imaginary part of the output.

k|
INPUT A REAL IN . o
INPUT A IMAG IN | EFL}[]F; EELfiER (RESULT | ST‘_LT REAL m*_T
INPUTBREALIN | procK | RESULT IMAG OUT
INPUT B IMAG IN

Figure4.12 : The block diagram of complex multiplier block

Another important part in transfer function multiplication preces the
transfer function memory part. The memory must be capable mfctall the
transfer function values. A single transfer function value is repiesges an 8-

bit real and an 8-bit imaginary number. This means that eachdrdnsttion
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value need 16-bit storing unit. There are 262144 different transferidnnct
values. This shows that a 512 KByte memory is requiredtdoing the transfer
function. Usage of main memory for the transfer function stonageases the
process time and thus slows the calculation process. The trangfgoruin the
main memory reduces the effectivity of the DDR2 memory since theefou
transform results and transfer function values cannot be locatdte isame
memory banks. Transfer function is stored in a memory different riein
memory to increase the calculation speed. The transfer functionrésl sto
memory blocks located in the FPGA. However the memory blockseifrPGA
are limited and can store approximately 2 MBit data and sontesé tmemory
blocks are used by the Fourier transform blocks. To reduce the mezeyrihe
symmetry of the transfer function is exploited. The transfer fomas divided
into four matrices of equal size and only one of them is stdred others are
obtained by rotating the original one 90 degrees. Thus the trdusfgion can
be represented by a matrix, one fourth of the actual transfer funamnT#is
reduces the memory required by the transfer function. This praperiploited
in this work and the transfer function is represented by filkfliegmory and a
memory address generator which maps all pixels with the salue t@mthe
same memory location. This transfer function memory is iragdlas read only
memory for simplicity. The transfer function memory blocks isnapke block
that takes in a clock signal and an 18-bit address signalwpdte the desired

16-bit data two clock cycles later.

Another block used in the implementation is the “arc tan” conmefsiock.
This block is generated by using Xilinx CoreGen software. Blosk is used to
find the phase of the output and scale it overagular region with 8-bit
precision. The input of this block is a complex numbehwi-bit precision for
real and imaginary parts and the 8-bit output of this bloc#tiriscted to the
output video buffer. The output of the inverse Fourier transtback is used as
input for this block. The block diagram of the “arc tan” conwersblock is
shown in Figure 4.13. In this figure, CLK represent the clotkhe block, X
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DATA IN represents the 16-bir real data input, Y DATA IN represéms16-
bir imaginary data input, and PHASE OUT represents the 8Haise output

scaled over 2 angular region.

CLK
X DATA IN | ARCTAN CONVERSION |50y o0 oUT
Y DATA IN BLOCK —

Figure4.13: The block diagram of “arc tan” conversion block.

These blocks are used during the hologram generation. All of itinesh be
properly configured to work without errors. The optimizatidérih@se blocks is
done by considering the overall system, the available resoacgshe signal
interface between the neighboring blocks. There must not betempaolata loss
during the calculations. The balance between higher precisidnlilited
resource must be considered at every step. A successful holognanmatin
system can be achieved by considering these design consaraihfsding an

implementable solution.
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Chapter 5

Conclusions

In this thesis, hologram calculation in real time is studiBHaere are several
different algorithms available today to calculate the hologram of pecio
However, these algorithms require huge computational power. Datatioeg
useful approximations and parallel processing techniques ard¢ausedlice the
hologram generation time. In this work, first different meth@mshologram
generation are discussed and simulated to find the useful methbdréware
implementation. After this step, parallel processing byqu$iPGA is focused
on. Real time implementation of hologram generation with emd2ayleigh-

Sommerfeld method in FPGA is attempted and simulated.

The algorithms for hologram calculation; Rayleigh-Sommerfeld method
Fresnel-Kirchhoff method and bipolar intensity method are reviewed and
discussed. Fresnel-Kirchhoff method and Rayleigh-Sommerfeld method
presented here are useful for hardware implementation in FPGA since they
require less numerical operations and they do not require pointalisgation
as bipolar intensity method. They perform calculation inRbwerier domain and
thus they do not require pointwise calculations. A drawbackesietimethods is

they can be used to calculate the hologram for planar inputs.

Simulations of Rayleigh-Sommerfeld method and Fresnel-Kirchhoffadeth
are presented and discussed. This simulator can calculate the habygusig
the methods above and can reconstruct the images from the computed
holograms. Additionally the results of these simulatioesused as reference in
the hardware implementation of the hologram generation. Sevptalpatterns

are used to observe the output of the simulators for two metratishey are
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compared. In these simulations both methods work fine in redilogeneration
and image reconstruction. Finally, optical image reconstructionsliffarent
holograms generated by Rayleigh-Sommerfeld method are presenteceynd th
are compared with computer image reconstructions. It is seen thardrmlo
with only phase information is more successful than thegnaio with only
magnitude information in optical image reconstructions. Coearpunage
reconstructions and optical image reconstructions for hologramsatgehdry

Rayleigh-Sommerfeld method are matched.

When the holograms generated by Rayleigh-Sommerfeld method and
Fresnel-Kirchhoff method are compared, it is seen that they do noh.nat
normal case, the holograms generated for the same input pattersarzed
parameters must match. Optical image reconstructions from holograms
generated by Rayleigh-Sommerfeld method are successful and matofagee i
reconstructions of the simulator. Optical image reconstructions liagrams
generated by Fresnel-Kirchhoff method are not successful. This shengss a
problem in the Fresnel-Kirchhoff simulator and it does not wandperly. A
missing or wrong variable in the Fresnel-Kirchhoff equation roayse the
simulator to fail. Several attempts are done to find the problémdisuccessful

result is obtained.

The hardware implementation took a lot of iterations and trial-and-ettors
is seen that all limitations of hardware and implementation ristonsidered
to start the design. Additionally a good simulation andfieation method must
be selected before starting the design. The simulator develop&hyteigh-
Sommerfeld method is used as reference to verify the hardwasenanidte the
hardware implementation. It is seen that it is necessary to dnagference to

verify the hardware implementation and simulate it.

The expected calculation time for one frame is found as followes: th

horizontal transform for a single line is completed in 3500kckycles. Reading
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the input from and writing the output of transform blockDBR2 memory
consumes 600 clock cycles. Thus total process for singletdikes 4100 clock
cycles. So a two-dimensional Fourier transform takes approxynatel
2X512X4100 clock cycles. The inverse Fourier transform consuneesatme
time as forward Fourier transform. The transfer function multipbioatakes
approximately 512X522 clock cycles since pipelined architecture is Sgsck
input and output frames are buffered, they are not used in timing ateoul
The hologram calculation time for 100MHz system clock and 26{x WDR2
memory clock was found to be approximately 90ms. This corrésponll fps

frame rate.

The DDR2 memory interface can process 128 pixel data in one burst.
Additional FIFO to store one row or column is required. 8iate memory in
the FPGA was mostly consumed by transfer function memoryreemdory for
FFT and IFFT blocks; the remaining memory in FPGA was nougm A
solution for this problem can be reducing the hologram sizeu&ion in the
size also increases the speed of hologram calculation. The size lofldgram
must be chosen carefully by considering software and hardware longati
before the implementation. Reducing the size of hologram aernbeof the

design process causes all work done until that time to be lost

Future work can be described as follows. For implementatioNllorb05
board, size of the hologram can be reduced in order to decrease tleymem
requirement. However, implementing a specific algorithm on a geperpbse
board reduces the performance since some useful tricks cannot bmémiad
on general purpose board. A board can be designed for a specdgraml
calculation algorithm. For Rayleigh-Sommerfeld method, pipeéirchitecture
can be used with several FPGAs cascaded with each other. Theadatar
between these FPGAs must be one directional except comgnallsiand there
must be a dual port SDRAM between each FPGA. Using dualSiaiRAM

allows pipelining two-dimensional FFT and IFFT calculatioAslditionally
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using SDRAM dramatically reduces the memory read-write time requird wi
respect to DDR2 memory in column wise operations since DDB®ories are
optimized for burst read and write operations and SDRAMs do aibbetween
read and write operations for addresses from different locations. bncbstard
implementation additional memory can be used to store th&féramnction.
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Appendix A

ML 505 Board Features

The features of the ML 505 general purpose demo board can be spathzes
follows:

* FPGA: Xilinx Virtex-5 LX50T-1FFG1136.

 CPLD: XC95144XL.

 256-MB DDR2 SODIMM RAM.

e 262144x32 bit ZBT synchronous SRAM.

* VGA Video Input.

* DVI Video Output.

* 33MHz-27MHz-100MHz single ended clock sources.

» 200MHz differential clock source.

* General Purpose DIP switches (8), LEDs (8), pushbut®&)ns (
» JTAG configuration port for use with Platform USB downloadeab
* 32 MB linear flash.

« 2 MB SPI flash.

» Expansion header for 32 single-ended 1/0.

» Stereo AC97 audio codec.

* RS-232 serial port.

e 16 character x 2 line LCD display.

 PS/2 mouse and keyboard connectors.

e 10/100/1000 tri-speed Ethernet.

« USB interface chip with host and peripheral ports.

93



Bibliography

[1]

[2]

[3]

[4]

[5]

[6]

J.E. Kasper and S.A. Feller, "The Complete Book of Halo", John
Wiley & Sons Inc., 1987.

I. Hanak, M. Janda, and V. Skala, “Computer generated tsottgy of
triangular meshes using a graphical processing unit”, Intenadtimurnal
of Image and Graphics, Aug 2006.

L. Ahrenberg, P. Benzie, M. Magnor, and J. Watson, “Qaempgenerated
holography using parallel commodity graphics hardware”, Optigedss
Vol. 14, pp. 7636-7641, August 2006.

M. Kovachev, R. llieva, P.Benzie, G. B. Esmer, L. OnujalWatson, and
T. Reyhan, “Holographic displays using spatial light oiatbrs”, inThree-
Dimensional Televisigneds. H. M. Ozaktas, L.Onural, Springer, pp. 529-
555 2007.

F. Yaras, M. Kovachev, R. llieva, M. Agour, and L. Onutélolographic
Reconstructions Using Phase-Only Spatial Light ModulatoBDTV
Conference: The True Vision - Capture, Transmission aisgl&y of 3D
Video, 2008pp.PD-1-PD-4, 28-30 May 2008.

M. Kovachev, R. llieva, L.Onural, G. B. Esmer, T. RayhR. Benzie, J.
Watson, and E. Mitev, “Reconstruction of computer generated halsgra
by spatial light modulators” inMultimedia Content Representation,
Classification and Securifyeds. B. Gunsel, A. Jain, A. Tekalp, B. Sankur,
Springer, pp. 706-713, 2006.

94



[7]

[8]

[9]

[10]

[11]

[12]

[13]

[14]

S. Fukushima, T. Kurokawa, and M. Ohno, “Real-time hologram
construction and reconstruction using a high-resolution spéitat
modulator”, Applied Physics Letters Vol. 58, pp. 787-7891L

M. Lucente, “Interactive computation of holograms using a-opkable”,

Journal of Electronic Imaging Vol. 2, no. 1, Jan.1993.

M. Lucente, "Diffraction-Specific Fringe Computation for Electro-
Holography”, Doctoral Thesis Dissertation, MIT Dept. of Eleetri
Engineering and Computer Science, Sept. 1994.

I. Hanak,P. Zemcik, M. Zadnik, and A. Herout, “Partial qa#d
interpolation for acceleration of hologram synthesis on FPGA”jc@lpt

Society of America, 2008

I. Hanak,P. Zemcik, M. Zadnik, A. Herout, and V. $katAccelerated
optical field computation for hologram synthesis using FRGIDTV-

Research Internal Report, 2007

T.A. Nwodoh, “Using field programmable gate arrays to scalthespeed
of holographic video computation”, Journal of Electronic Imagiiog 12,
pp. 558-566, July 2003.

U. Schnars, T. Kreis, and W. Juptner, “CCD-recording anchemigal
reconstruction of holograms and holographic interferograms”, SPIE Vo

2544, pp 57-63, 1995.

M. Lucente, “Computational holographic bandwidth compogssi|BM
Systems Journal Vol. 35, pp. 349-365, 1996.

95



[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

L. P. Yaroslavsky, “Computer generated holograms and 3-Dalvisu

communication”, Journal of Holography and Speckle Vol.5,1pp. 2008.

M. Lucente, "Optimization of Hologram Computation for Reshd
Display”, in SPIE Proceedings 1667 Practical Holography (SPIE,
Bellingham, WA, Feb 1992), S.A. Benton, pp 32-43.

T. Ito, T. Shimobaba, H. Godo, and M. Horiuchi, “Halaghic
reconstruction with a 10-um pixel-pitch reflective liquid-crystaipthy by
use of a light-emitting diode reference light”, Optics Letters \2@l. pp.
1406-1408, 2002.

A. Jesacher, C. Maurer, A. Schwaighofer, S. Bernet, and M. Rvscte,
“Near-perfect hologram reconstruction with a spatial light modulator”,
Optics Express Vol. 16, pp. 2597-2603, 2008.

HOLOEYE Photonics AG “HDTV Phase Panel Developer "KHEO
1080P Specification Sheet, Oct. 2007.

T. Inoue, H. Tanaka, N. Fukuchi, M. Takumi, N. Matstond . Hara, N.
Yoshida, Y. lgasaki, and Y. Kobayashi, “LCOS spatial ligmbdulator
controlled by 12-bit signals for optical phase-only modulétio
Proceedings of SPIE Vol., no. 1, 6487, 2007.

F. Yarg, H. Kang, and L. Onural, “Real-time phase-only color hologmaph
video display system using LED illumination”, Appliegtis Vol. 48, pp.

48-53, Sept. 2009.

A. Michalkiewicz, R. Lymarenko, X. Wang, M. Kujawinsk®.Budnyk,

and P.J. Bos, “Simulations, registration and reconstruction gitadi

96



[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

holograms of arbitrary objects by means of liquid crystal onasilispatial
light modulator”, Proceedings of SPIE Vol. 5947, 2005.

Y. Sando, M. Itoh, and T. Yatagai, “Color computer-generatddghams
from projection images”, Optics Express Vol. 12, pp. 2487324@ay
2004.

T. Yamaguchi and H. Yoshikawa, “Real time calculation Holographic
video display”, Proceedings of SPIE Vol. 6136, 2006.

M. Koenig, O. Deussen, V. Padur, and T. Strothdtésualization of
hologram reconstruction”, Proceedings of SPIE Vol. 4302, p@78@001.

T. Kreis, “Digital holography methods in 3D-TV3DTV Conference, 2007
pp.1-4, 7-9 May 2007.

M. Janda, I. Hanak, and V. Skala. “Scanline rendering ofadligologram
and hologram numerical reconstruction”3pring Conference on Computer
Graphics 2006pp. 66-74, 2006.

G. B. Esmer, "Computation of Holographic Patterns betwedtedT
Planes”, M.S. Thesis, Bilkent University Department of Electraad

Electronics Engineering, June 2004.

S. Tay, P. A. Blanche, R. Voorakaranam, A.V. Tung, W, 5. Rokutanda,
T. Gu, D. Flores, P. Wang, G. Li, P. St Hilaire, J. TAsimR.A. Norwood,
M. Yamamoto, and N. Peyghambarian, “An updatable holographée-t
dimensional display”, Nature Vol. 451, pp. 694-698,200

Xilinx Inc, “Xilinx Logicore Fast Fourier Transform v7.0 Proxt
Specification”, June 24 2009.

97



