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Abstract
The influence of the Rashba spin–orbit coupling (RSOC) on the two-dimensional (2D)
electrons and holes in a strong perpendicular magnetic field leads to different results for the
Landau quantization in different spin projections. In the Landau gauge the unidimensional
wave vector describing the free motion in one in-plane direction is the same for both spin
projections, whereas the numbers of Landau quantization levels are different. For an electron
in an s-type conduction band they differ by one, as was established earlier by Rashba (1960
Fiz. Tverd. Tela 2 1224), whereas for heavy holes in a p-type valence band influenced by the
2D symmetry of the layer they differ by three. The shifts and the rearrangements of the 2D
hole Landau quantization levels on the energy scale are much larger in comparison with the
case of conduction electron Landau levels. This is due to the strong influence of the magnetic
field on the RSOC parameter. At sufficiently large values of this parameter the shifts and
rearrangements are comparable with the hole cyclotron energy. There are two lowest spin-split
Landau levels for electrons as well as four lowest ones for holes in the case of small RSOC
parameters. They give rise to eight lowest energy bands of the 2D magnetoexcitons, as well as
of the band-to-band quantum transitions. It is shown that three of them are dipole-active, three
are quadrupole-active and two are forbidden. The optical orientation under the influence of
circularly polarized light leads to optical alignment of the magnetoexcitons with different
orbital momentum projections in the direction of the external magnetic field.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

The influence of the spin–orbit coupling (SOC) on the
two-dimensional (2D) Wannier–Mott excitons in double
quantum well (DQW) structures, as well as the possibilities
of nonconventional electron–hole (e–h) pairing in these
conditions were discussed in [2, 3]. The main results are
breaking of the spin degeneracy of the electrons and holes,
changes of the exciton structure, and new properties of the
Bose–Einstein condensed excitons. There are two types of
SOC. One of them described by Dresselhaus [4] is known to
be intrinsically present in zinc blende structure. The Rashba

spin–orbit coupling (RSOC) [1, 5] depends on the electric
field strength Ez perpendicular to the layer surface.

Side by side with questions related to the Bose–Einstein
condensation (BEC) phenomenon, there exist a vast number
of investigations in the field of spin–orbit coupling effects.
Some of them will be cited below, including the special,
instructive monograph [6] and the papers [7–13]. Since the
mid 1980s, as was mentioned in [7], there has been extensive
interest in the effects of an applied electric field normal
to the layers on the optical properties of semiconductor
quantum wells (QWs) and superlattices (SLs). The arising
inversion asymmetry leads to anisotropic optical transitions.
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The theoretical calculations of the Pockels effect for
GaAs/Ga1−xAlxAs and SLs demonstrate this statement [7].
In [6] it was underlined that the spin degeneracy of the
electron and hole states is the combined effect of the inversion
symmetry in space and time. The first operator we denote by
Î and the second one by K = σ2K0, where σ2 is the Pauli
matrix and K0 is the complex conjugation operation. They
change the Bloch wavefunctions in solids characterized by the
wavevector Ek and spin index σ with two projections in the
following way:

I9σ (Er, Ek) = 9σ (−Er, Ek) = 9σ (Er,−Ek), σ = ↑,↓,

K̂9↑(Er, Ek) = 9
∗

↓
(Er, Ek) = 9↓(Er,−Ek), K̂2

= −1.
(1)

The time inversion operator K̂ flips the spin side by side with
the complex conjugation operation.

The first symmetry operator gives the equality

Eσ (Ek) = Eσ (−Ek), (2)

whereas the time inversion operator leads to Kramers
degeneracy

E↑(Ek) = E↓(−Ek). (3)

It takes place, even if the space inversion is absent. The
invariance of the Hamiltonian under the action of two
inversion operations leads to two-fold spin degeneracy of the
single-particle states with arbitrary wavevector Ek as follows:

E↑(Ek) = E↑(−Ek) = E↓(−Ek); E↑(Ek) = E↓(Ek). (4)

These relations are true for both electrons and holes.
Nevertheless the Rashba spin splitting of 2D hole systems
is very different from the more familiar case of 2D electron
systems. In [6] this was explained by the fact that the holes
have typically larger masses and smaller kinetic energies. The
SOC is more important for holes than for electrons. When
the carriers are moving through the inversion asymmetric
potential, the spin degeneracy is removed even in the absence
of an external magnetic field B. In this case there are two
different branches of energy, E↑(Ek) 6= E↓(Ek), and the spin
splitting is present. In quasi-2D QWs this spin splitting can be
the consequence of a bulk inversion asymmetry (BIA) of the
underlying crystal (for example, as in zinc blende crystals), or
of a structure inversion asymmetry (SIA) of the confinement
potential.

In both cases of inversion asymmetry the spin splitting
takes place in the absence of B, i.e. E↑(Ek) 6= E↓(Ek), but
the Kramers degeneracy continues to exist, E↑(Ek) = E↓(−Ek).
This spin splitting is not due to the Zeeman effect because
B = 0. In [6] the origin of the spin splitting is related with
the motion of the electron through the inversion asymmetric
spatial environment, the interaction with which is due to the
SOC. The periodic parts of the electron Bloch functions are
affected by the atomic fields that enter into the Pauli spin–orbit
term, whereas the envelope functions are affected by the
macroscopic environment. Following this picture, SIA leads
to spin splitting, which is due to both the macroscopic electric
field and the microscopic electric field from the atomic cores.

SIA spin splitting is always proportional to the
macroscopic field strength times a prefactor depending on
the microscopic spin–orbit interaction (SOI). This prefactor
depends only on the matrix elements of the microscopic SOI
and is due completely to the BIA. To reveal the origin of
the spin splitting in a simpler way the following idea was
suggested. One can imagine the electron moving with velocity
V‖ to the plane of the layer subjected to the action of a
perpendicular electric field Ez.

In the reference frame moving together with the electron
the Lorentz transformation induces the magnetic field B =
(V‖/c)Ez, which acts on the electron spin giving rise to such
an indirect Zeeman effect. The estimations made showed that
the spin splitting obtained in such a way is 5–6 orders of
magnitude smaller than the experimentally observed values
of the SOC. The discrepancy is due to the fact that the idea of
Lorentz transformation neglects the contribution of the atomic
cores to the SOI felt by Bloch electrons in a solid [6]. Another
important detail, which must be remembered, is related to
the crystallographic symmetry group of the solids. The spin
splitting induced by the atomic cores, which is also called
BIA splitting, also depends on the irreducible representations
of the double group of the wavevector Ek. For example, in the
case of Ek parallel to the 〈111〉 direction the wavevector group
is C3v. It has the double-group irreducible representations
04, 05 and 06. In the case when the electron and light
hole (LH) states transform according to the 2D representations
04, whereas the heavy hole (HH) states transform according
to the 1D representations 05 and 06, the BIA spin splitting
vanishes for electrons and LHs and exists for HHs [6]. RSOC
and intrinsic SOI under certain conditions lead to a Dirac
cone formation out of a parabolic band and it is possible
to create a ‘Mexican-hat-like’ energy dispersion law [8].
The Mexican-hat-like dispersion has a line of degenerate
low-energy points forming a ring. It can appear in a variety
of physical systems. Such peculiarities were demonstrated
in [2, 3]. The Mexican-hat-like dispersion law leads to a weak
crystallization transition [9], whereas in cold atom physics
it gives rise to topologically different ground states of the
Bose–Einstein condensed atoms and molecules [8].

Now the Landau quantization of electrons and holes
depending on their band structure will be discussed. In
the calculations of [10, 11] of the hole Landau levels
in the strained asymmetric p-type GeSixGe1−x QWs the
cyclotron masses were determined. Self-consistent hole
subband calculations were combined with calculations of the
Landau levels using a 6× 6 Ek · Ep Hamiltonian for the topmost
08 and 07 bulk valence bands.

To include the magnetic field in the calculation of
the Landau levels the canonical momentum p̂ = −ih̄ E∇ is
substituted by the kinetic momentum π̂ = p̂− q

c
EA(Er), where q

is the electric charge of the quasi-particle [6]. These questions
will be discussed in section 2.

As was mentioned in [12, 13] the Rashba model can be
described by purely group theoretical means. For an electron
in an s-like conduction band the total angular momentum
with SOI is j = 1/2. Both the wavevectors Ek and the electric
strength EE are polar vectors, whereas their cross product
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[Ek× EE] is an axial vector. Its point product with the spin axial
vector Eσ gives rise to the triple scalar product [Ek × EE] · Eσ .
This expression is an invariant under the action of the group
symmetry elements forming the identity representation 01.
Similar arguments were given in [14]. In the first quantization
representation the wavevector Ek is substituted by −i E∇. In
the 06-type conduction band the triple scalar product is the
only term of the first order in E∇ and EE compatible with the
symmetry of the band.

The band structure described by the Hamiltonian with
RSOC

He = −
h̄2
4‖

2me
Î − iα

(
σ̂x
∂

∂y
− σ̂y

∂

∂x

)
;

1‖ =
∂2

∂x2 +
∂2

∂y2 ; α = αeEz

(5)

has the dispersion laws

E±e =
h̄2k2
‖

2me
± |α|k‖; k‖ =

√
k2

x + k2
y . (6)

One of them contains the loop of minima [1, 5]. The topmost
valence band in our case is p-like with orbital quantum
number l = 1 and with total angular momentum equal to
j = 3/2. The four-fold band states give rise to HHs and LHs
forming in cubic crystals the irreducible representation 08 at
the point k = 0. The angular momentum matrices with j= 3/2
give rise to axial vectors EJ = (Jx, Jy, Jz) and EJ = (J3

x , J3
y , J3

z ).
Now the SOI Hamiltonian contains two invariants

HSOC
h = β1[Ek × EE] · EJ + β2[Ek × EE] · EJ . (7)

In 3D structures the prefactor β2 is always much smaller than
β1 [12, 13], but in 2D structures the 08 four-fold band is split
into HHs and LHs [21].

For the LHs the effective Rashba Hamiltonian has the
lowest order in the Ek term and is the same as for the conduction
electrons. For the HHs the effective Rashba Hamiltonian
happens to be third order in Ek and remains first order in the
spin operators Eσ as follows [12, 13]:

HSOC
h = βhEz(σ̂+k3

− − σ̂−k3
+), (8)

where

σ± =
1
2

(
σ̂x ± iσ̂y

)
; k± =

(
kx ± iky

)
;

σ̂x =

∣∣∣∣∣0 1

1 0

∣∣∣∣∣ ; σ̂y =

∣∣∣∣∣0 −i

i 0

∣∣∣∣∣ ;
σ̂z =

∣∣∣∣∣1 0

0 −1

∣∣∣∣∣ ; Î =

∣∣∣∣∣1 0

0 1

∣∣∣∣∣ .
(9)

The Hamiltonians (5) and (8) contain chirality terms of the
type (K±)J . As is usual in the literature the values J = 1–3
are considered. Two of them, J = 1 and 3, are the topics
of our paper. The first order chirality (J = 1) discussed by
Rashba [1] and Dresselhaus [4] in 3D crystals also occurs in
single layer graphene [15–17]. Third order chirality occurs
for HHs in GaAs-type QWs with the 2D crystal group of
symmetry. This was well grounded in the text of [12, 13].

Second order chirality is realized in biased and unbiased
bilayer graphene as one can see from [18–20]. The massless
Dirac-type fermions in single layer graphene moving along
the cyclotron trajectory accumulate a Berry phase equal to
π , whereas the fermions in bilayer graphene accumulate the
phase 2π . This difference influences the quantum Hall effect
taking place in these structures [20]. Alongside a single term
(K±)J one can consider also the mixed combinations.

Now we will add the zero order Hamiltonian supposing
that the holes have the same parabolic dispersion law
h̄2k2
‖
/2mh as the conduction electrons, but with different mass.

Below we will see that in the presence of the RSOC such
a simple supposition is not sufficient. Indeed, the parabolic
Hamiltonian together with the RSOC Hamiltonian (8) gives
rise to two spinor branches of the complete dispersion law [12,
22]

E±h (k‖) =
h̄2Ek2
‖

2mh
±

∣∣∣∣βhEz

2

∣∣∣∣ ∣∣∣Ek‖∣∣∣3. (10)

The lower branch with the minus sign due to the term k3
‖

has an
unlimited decrease penetrating deeply inside the energy gap
at large values of k‖. To avoid such an unphysical situation
we will add into the zero order Hamiltonian a positive
quartic term |δhEz|k4

‖
with the positive parameter |δhEz| also

proportional to Ez as the cubic term; the parameter δh can be
determined experimentally. This correction leads to the new
dispersion law

h̄2k2
‖

2mh
−

∣∣∣∣βhEz

2

∣∣∣∣ k3
‖
+ |δhEz|k

4
‖
, |δhEz| > 0. (11)

It only has a minimum at the point k‖ = 0 if the term |βhEz/2|
is small and supplementary extrema, one maximum and a
second minimum, if the parameter |βhEz|

2 exceeds some
value

|βhEz|
2
≥

64
9

h̄2
|δhEz|

mh
; |Ez| ≥

64
9

h̄2
|δh|

mhβ
2
h

. (12)

In the case of equality the last two extrema merge into a
bending point k‖ = 3|βh|/(16|δh|). In the case of a conduction
electron the RSOC term is proportional to |Ek‖| instead of |Ek‖|3

and the lower dispersion branch has a loop of minima as
Rashba had shown [1, 5] without deep penetration into the
energy gap. These properties of the spinor dispersion laws for
electrons and holes are represented in figure 1. The energies
for electrons and holes are counted in opposite directions.
They will be taken into account in the process of Landau
quantization.

The electric field strength Ez depends on the density of
charges in the system [12, 13]. The interaction constants αeEz
and βhEz were evaluated in [2, 3] for different values of Ez,
arriving at the conclusion that at Ez = 100–200 kV cm−1 the
RSOC is a dominant mechanism for the energy band spin
splitting. The main goals of the [2, 3] were to show that
changing these parameters is an alternative method to examine
the BEC of the 2D Wannier–Mott excitons and their crossover
from the low density regime with atom-like structure of
the e–h pairs to the high density e–h pairs. In the latter

3
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Figure 1. The dispersion laws for the 2D e–h pair. The upper
dispersion laws concern the conduction electron and follow the
formula (6). The lower dispersion laws concern the 2D HHs. The
left part is drawn following [12] and the formula (10), whereas the
right part reflects the expression (11). The energies for the electrons
and holes are counted in opposite directions.

case the electrons and holes form a Fermi degenerate gas.
The weak interaction of the particles near the corresponding
Fermi levels gives rise to their coherent pairing and to
Bardeen–Cooper–Schrieffer (BCS)-type condensation [23].

In the presence of the SOC the real excitonic order
parameter is changed due to the mixing of the spin states.
One of the most distinct effects, which is expected to take
place in the frame of exciton condensation is the controllable
mixing of the dark and bright exciton states [2, 3]. Their
mixing could lead to a change of the intensity of the coherent
light emission. It was supposed that the ground exciton state
is composed predominantly of the dark excitons, which do not
couple to the light due to the total spin projections of the e–h
pair being equal to ±2. In the frame of this model the bright
excitons with spins (±1) are situated above the dark excitons.
Similar questions will be discussed below in the case of 2D
magnetoexcitons.

This paper is organized as follows. In section 2 following
the papers [1, 5] we will apply the Landau quantization
procedure in the variant of the SOC Hamiltonian (8)
depending on the wavevector k3

±. The SOI couples the Landau
levels corresponding to one spin projection with the Landau
levels related to another spin projection. The numbers of
these correlated Landau levels differ by one when the SOC
Hamiltonian is expressed by the first order wavevector Ek and
they differ by three when the SOC Hamiltonian contains the
third order components k3

± of the wavevector. We believe
that the latter variant represents the original results of the
second section. Section 3 is dedicated to calculations of the
matrix elements of the Coulomb interaction between electrons
and holes on the basis of the new spin-split states. The
energy spectrum of the 2D magnetoexcitons with mixed spin
orientations will be derived. The quantum transitions from the

ground state of the crystal to the new exciton states will be
described in section 4 paying most attention to the mixing of
the bright and dark states.

2. The Landau quantization of two-dimensional
holes in the presence of Rashba spin–orbit coupling

Following the papers [1–3, 5, 12, 13] the full Hamiltonian
describing the Landau quantization of 2D holes in a strong
perpendicular magnetic field taking into account the RSOC
consists of two parts. The zero order Hamiltonian for holes is

H0 =

[
1

2mh

(
ÊP−
|e|

c
EA(Er)

)2

+ |δhEz|

(
ÊP−
|e|

c
EA(Er)

)4
]
EI,

(13)

where ÊP = h̄k̂ = −ih̄ E∇ is the canonical momentum and the
vector potential is written in the Landau gauge EA(Er) = (Ax =

−Hy, Ay = 0, Az = 0).
The second part of the full Hamiltonian is the

RSOC Hamiltonian (8), in which instead of the canonical
momentum, the kinetic momentum is introduced. It has the
properties

h̄K̂ = P̂−
|e|

c
EA(Er); K̂ = k̂ −

|e|

ch̄
EA(Er);

K̂x = −i
∂

∂x
+

y

l2
; K̂y = −i

∂

∂y
;

[K̂x, K̂y] =
i

l2
K± = Kx ± iKy;

[K+,K−] =
2

l2
; l2 =

h̄c

|e|H
.

(14)

Following [24–28] we will introduce the creation and
annihilation operators for the holes with positive electric
charge sgn(q) = +1, q = |e| in the form

a =
l
√

2
K+, a†

=
l
√

2
K−; [a, a†

] = 1.

(15)

Indeed, acting with these operators in differential form on
the wavefunctions of the Landau quantization, which in real
space representation and Landau gauge have the expressions
(exp[igx]/

√
Lx)ϕn(y), one can obtain

a† eigx

√
Lx
ϕn(y) =

eigx

√
Lx

1
√

2

(
η −

∂

∂η

)
ϕn(η),

a
eigx

√
Lx
ϕn(y) =

eigx

√
Lx

1
√

2

(
η +

∂

∂η

)
ϕn(η),

η = gl+ l
∂

∂y
.

(16)

The increasing and decreasing differential operators 1
√

2
(η −

∂
∂η
) and 1

√
2
(η + ∂

∂η
) in the space of wavefunctions ϕn(η)

play the same role as the Bose operators a†, a in the space

of the Fock states |n〉 = (a†)n
√

n!
|0〉 in the second quantization

4
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representation. In this representation using the Bose operators
a†, a, the zero order Hamiltonian (13) can be written

H0 = h̄ωch[(a
†a+ 1

2 )+ δ(a
†a+ 1

2 )
2
];

ωch =
|e|H

mhc
; δ =

|δhEz|h̄4

l4h̄ωch
> 0.

(17)

The RSOC Hamiltonian (8) in differential form can be
transcribed

ĤSOC
h = iβhEz{σ̂x[K̂

3
y − (K̂

2
x K̂y + K̂yK̂2

x + K̂xK̂yK̂x)]

+ σ̂y[K̂
3
x − (K̂

2
y K̂x + K̂xK̂2

y + K̂yK̂xK̂y)]}, (18)

whereas in the second quantization representation it is

ĤSOC
h = iβ2

√
2h̄ωch

∣∣∣∣∣ 0 (a†)3

−a3 0

∣∣∣∣∣ ; β =
βhEz

l3h̄ωch
.

(19)

The full Landau–Rashba Hamiltonian has the form

Ĥ = h̄ωch

{
[(a†a+ 1

2 )+ δ(a
†a+ 1

2 )
2
]Î

+ iβ2
√

2

∣∣∣∣∣ 0 (a†)3

−a3 0

∣∣∣∣∣
}
. (20)

Here the unit 2D matrix I = | 1 0
0 1| was introduced.

The solution of the Schrödinger–Pauli-type Hamilto-
nian (20) was chosen in spinor form with column wavefunc-
tion

Ĥ

∣∣∣∣∣f1f2
∣∣∣∣∣ = Eh

∣∣∣∣∣f1f2
∣∣∣∣∣ ; Eh = h̄ωchεh. (21)

It is equivalent to write

[(a†a+ 1
2 )+ δ(a

†a+ 1
2 )

2
] f1 + iβ2

√
2(a†)3f2 = εh f1;

[(a†a+ 1
2 )+ δ(a

†a+ 1
2 )

2
] f2 − iβ2

√
2(a)3f1 = εh f2.

(22)

The functions f1 and f2 are expressed through the Fock states

f1 =
∞∑

n=0

cn|n〉; f2 =
∞∑

n=0

dn|n〉;

∞∑
n=0

|cn|
2
+

∞∑
n=0

|dn|
2
= 1.

(23)

Taking into account the equalities

a† 3
|n〉 =

√
(n+ 1)(n+ 2)(n+ 3) |n+ 3〉;

a3
|n〉 =

√
n(n− 1)(n− 2) |n− 3〉;

a†a|n〉 = n|n〉,

(24)

equations (21) will transform into

∞∑
n=0

cn[n+ 1
2 + δ(n+

1
2 )

2
− εh]|n〉

+ iβ2
√

2
∞∑

n=0

dn
√
(n+ 1)(n+ 2)(n+ 3) |n+ 3〉 = 0;

∞∑
n=0

dn[n+ 1
2 + δ(n+

1
2 )

2
− εh] |n〉

− iβ2
√

2
∞∑

n=0

cn
√

n(n− 1)(n− 2) |n− 3〉 = 0.

(25)

Multiplying these equations by 〈m| and using the proper-
ties (24), we will obtain the linear algebraic equations for the
coefficients cm and dm. For the first three values of m = 0–2
they are

c0(
1
2 + δ − εh) = 0; c1(

3
2 + 9δ − εh) = 0;

c2(
5
2 + 25δ − εh) = 0.

(26)

For any other values of m ≥ 3 we have obtained the general
equations

cm(m+ 1
2 + δ(2m+ 1)2 − εh)

= −iβ2
√

2
√

m(m− 1)(m− 2)dm−3;

dm−3(m− 5
2 + δ(2m− 5)2 − εh)

= iβ2
√

2
√

m(m− 1)(m− 2)cm;

|cm|
2
+ |dm−3|

2
= 1.

(27)

They lead to the dispersion equation

(m+ 1
2 + δ(2m+ 1)2 − εh)

(
m− 5

3 + δ(2m− 5)2 − εh

)
= 8β2m(m− 1)(m− 2); m ≥ 3. (28)

Its solution εh depends simultaneously on two Landau level
numbers (m + 1/2) and (m − 5/2) and will be denoted as
εh(m− 5/2;m+ 1/2). The exact solution of equation (28) is

ε±h (m− 5/2;m+ 1/2)

= (m− 1)+
δ

2
[(2m+ 1)2 + (2m− 5)2]

±

{(
3
2
+
δ

2
[(2m+ 1)2 − (2m− 5)2]

)2

+ 8β2m(m− 1)(m− 2)

}1/2

, m ≥ 3. (29)

The Landau quantization task in the presence of the RSOC can
be solved exactly. In the case of a conduction electron with
a linear term K± in equation (5) this was proved earlier by
Rashba [1, 5]. The case K2

± was considered in [29]. Now we
have proved the same in the case of holes with cubic term K3

±

in equation (18) and quartic term k4
‖

in the Hamiltonian (13).

5
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Figure 2. The dependences of the four lowest Landau levels Eh(Ri)
with i = 1–4 on the magnetic field strength measured in units of
tesla at the parameter Ez = 10 kV cm−1 and the parameter δ with
c = 10.

In the particular case β = 0, the two solutions (29)
become

ε+h (m+
1
2 ) = m+ 1

2 + δ(2m+ 1)2

ε−h (m−
5
2 ) = m− 5

2 + δ(2m− 5)2
; m ≥ 3. (30)

The parameters β and δ depend on the electric and magnetic
field strengths Ez = x kV cm−1 and H = yT in the forms
β = 1.2× 10−2x

√
y and δ = 10−4cxy.

The four lowest Landau levels for a heavy hole with
mh = 0.25m0 being multiplied by h̄ωch = 0.4y meV are

Eh(R1) = h̄ωchε
−

h (
1
2 ,

7
2 ), Eh(R2) = h̄ωch(

1
2 + δ),

Eh(R3) = h̄ωchε
−

h (
3
2 ,

9
2 ), Eh(R4) = h̄ωch(

3
2 + 9δ).

(31)

They are represented in figure 2.
The state Eh(R1) has a nonmonotonic dependence on

the magnetic field strength H. The inset of figure 2 shows a
positive maximal value of 0.23 meV at H = 3 T accompanied
by a slowly decreasing behaviour with a negative minimal
value of −1 meV at H = 28 T, followed by a monotonic slow
increase.

The danger of obtaining negative values and of
penetrating deeply and unlimitedly inside the semiconductor
energy gap revealed in the range H = 28 T was stopped
and avoided due to the presence of the δ term in the
Hamiltonian (13). The product δh̄ωch in expressions (31),
where each factor is proportional to H, leads to the quadratic
dependence H2, which is observed in figure 2, especially
looking at another three dependences Eh(R2), Eh(R3) and
Eh(R4). They have a linear dependence on H in the range
of H ≤ (10–15)T, where the term δ = 10−2 y < 1 is small
in comparison with 1 and obtain a quadratic dependence at
higher values of H.

The spinor parts of the four hole wavefunctions are

|9h (R1, q; x, y)〉 =
eiqx

√
Lx

∣∣∣∣∣c3ϕ3(η)

d0ϕ0(η)

∣∣∣∣∣ ;
|9h(R2, q; x, y)〉 =

eiqx

√
Lx

∣∣∣∣∣ϕ0(η)

0

∣∣∣∣∣ ;
|9h(R3, q; x, y)〉 =

eiqx

√
Lx

∣∣∣∣∣c4ϕ4(η)

d1ϕ1(η)

∣∣∣∣∣ ;
|9h(R4, q; x, y)〉 =

eiqx

√
Lx

∣∣∣∣∣ϕ1(η)

0

∣∣∣∣∣ ;
η =

y

l
+ ql.

(32)

The valence electrons in the same conditions are described by
an equivalent set of spinor wavefunctions

|9v(Rj, q; x, y)〉 = iσ̂y|9h(Rj,−q; x, y)〉∗, (33)

so that their spin projections and wavevectors have opposite
directions in comparison with those of the holes. To obtain
the conduction and valence electron Bloch wavefunctions
the spinor wavefunctions (33) must be multiplied by the
corresponding periodic parts. They are needed for the
calculations in the next sections. For valence electrons the
periodic parts are chosen the same as in the absence of the
RSOC, because the latter cannot change the basic electron
band structure of the semiconductor.

Now for completeness we will recall the main results
obtained by Rashba in the case of the electron conduction
band. They are needed to obtain a full description of the 2D
e–h pair and of a 2D magnetoexciton in the condition of a
Landau quantization under the influence of the RSOC.

The lowest Landau level of the conduction electron in the
presence of the RSOC was obtained in [1]:

|9e(R1, p; xe, ye)〉 =
eipxe

√
Lx

∣∣∣∣∣a0ϕ0(ye)

b1ϕ1(ye)

∣∣∣∣∣ ;
εeR1 = 1−

√
1
4 + 2α2; |a0|

2
+ |b1|

2
= 1;

|a0|
2
=

1

1+ 2α2

[
1
2+

√
1
4+2α2]2

;

|b1|
2
=

2α2
|a0|

2

[
1
2 +

√
1
4 + 2α2]2

.

(34)

The next electron level situated higher on the energy scale is
characterized by the pure spin oriented state

|9e(R2, p; xe, ye)〉 =
eipxe

√
Lx

∣∣∣∣∣ 0

ϕ0(ye)

∣∣∣∣∣ ; εeR2 =
1
2
.

(35)

The two lowest Landau levels (LLLs) for the conduction
electron are characterized by the values me = 0.067m0,
h̄ωce = 1.49 meV · y and the parameter α = 8 × 10−3x/

√
y.

6
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They are denoted as

Ee(R1) = h̄ωce

(
1−

√
1
4 + 2α2

)
;

Ee(R2) = h̄ωce
1
2 .

(36)

The lowest Landau energy level for the electron Ee(R1)

has a nonmonotonic anomalous dependence on the magnetic
field strength near the point H = 0 T. It is due to the singular
dependence of the RSOC parameter α2

= 6.4 × 10−5x2/y,
which is compensated in the total energy level expression
by the factor h̄ωce of the cyclotron energy, where h̄ωce =

1.49y meV. The second electron Landau energy level has a
simple linear dependence on H.

The combinations of two LLLs for a conduction
electron with four LLLs for an HH give rise to eight
possible band-to-band transitions. They will be denoted
as Fn(eRi; hRj), where n = 1–8, i = 1, 2 and j = 1–4.
The energies of the corresponding band-to-band transitions
Ecv(Fn)without the semiconductor energy gap Eg are equal to

Ecv(F1)− Eg = Ee(R1)+ Eh(R1),

Ecv(F2)− Eg = Ee(R2)+ Eh(R1),

Ecv(F3)− Eg = Ee(R1)+ Eh(R2),

Ecv(F4)− Eg = Ee(R2)+ Eh(R2),

Ecv(F5)− Eg = Ee(R1)+ Eh(R3),

Ecv(F6)− Eg = Ee(R2)+ Eh(R3),

Ecv(F7)− Eg = Ee(R1)+ Eh(R4),

Ecv(F8)− Eg = Ee(R2)+ Eh(R4).

(37)

Their dependences on the magnetic field strength at the
parameters Ez = 10 kV cm−1 and c = 10 are shown in
figure 3. As one can see the LLLs for electrons and HHs do
not penetrate deeply inside the semiconductor energy gap Eg,
if the parameter δ is not too small. The introduction of the
parameter δ allows us to avoid the unphysical shrinkage of the
energy gap between the valence and conduction bands.

In figure 3(a) the energies Ecv(Fn) − Eg of the
band-to-band quantum transitions in a large range of magnetic
field strength are represented. The hole level hR1 gives rise to
quantum transitions F1 and F2 to the electron states eR1 and
eR2. The hole level hR2 gives rise to the quantum transitions
F3 and F4 to the same electron states eR1 and eR2. Another
two hole levels hR3 and hR4 give rise to two groups of
quantum transitions F5, F6 and F7, F8 correspondingly. The
dependences Ecv(Fn)− Eg of these eight quantum transitions
are represented in figure 3(b) in the range of H < 0.5 T. They
differ essentially from figure 3(a) and are determined not only
by the hole Landau levels but also by the conduction electron
Landau levels.

The obtained results concerning the electron and hole
LLLs as well as the energies Ecv(Fn) of the band-to-band
quantum transitions will be used to determine the lowest levels
of the magnetoexciton states. The Coulomb e–h interaction in
the frame of these magnetoexciton states will be studied in
section 3.

Figure 3. The dependences on the magnetic field strengths of the
band-to-band quantum transition energies Ecv(Fn) for eight
combinations of two LLLs of a conduction electron with four LLLs
for an HH with the parameters Ez = 10 kV cm−1 and c = 10. (a) A
large interval of magnetic field strength; (b) a small interval of the
values of H.

3. The Coulomb electron–hole interaction and the
energy spectrum of the two-dimensional
magnetoexcitons

The e–h Coulomb interaction is calculated below taking
into account the influence of the RSOC in the frame of
the conduction and valence bands. The corresponding Bloch
wavefunctions including their periodic parts are

|9c(R1, p; x, y)〉 =
eipx

√
Lx

Uc,s,p(Er)

∣∣∣∣∣a0ϕ0(ηc)

b1ϕ1(ηc)

∣∣∣∣∣ ;
|9c(R2, p; x, y)〉 =

eipx

√
Lx

Uc,s,p(Er)

∣∣∣∣∣ 0

ϕ0(ηc)

∣∣∣∣∣ ;
ηc =

y

l
− pl;

7
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|9v(R1, q; x, y)〉 =
eiqx

√
Lx

1
√

2
(Uv,P,X,q(Er)

+ iUv,P,Y,q(Er))

∣∣∣∣∣ d0ϕ0(ηv)

−c3ϕ3(ηv)

∣∣∣∣∣ ;
|9v(R2, q; x, y)〉 =

eiqx

√
Lx

1
√

2
(Uv,P,X,q(Er)

− iUv,P,Y,q(Er))

∣∣∣∣∣ 0

−ϕ0(ηv)

∣∣∣∣∣ ;
|9v(R3, q; x, y)〉 =

eiqx

√
Lx

1
√

2
(Uv,P,X,q(Er)

+ iUv,P,Y,q(Er))

∣∣∣∣∣ d1ϕ1(ηv)

−c4ϕ4(ηv)

∣∣∣∣∣ ;
|9v(R4, q; x, y)〉 =

eiqx

√
Lx

1
√

2
(Uv,P,X,q(Er)

− iUv,P,Y,q(Er))

∣∣∣∣∣ 0

−ϕ1(ηv)

∣∣∣∣∣ ;
ηv =

y

l
− ql.

(38)

Here Uc,s,p(Er) is the s-type conduction band periodic part,
whereas 1

√
2
(Uv,P,X,q(Er)± iUv,P,Y,q(Er)) are the p-type valence

band periodic parts.
The orthogonality between the conduction and valence

electron Bloch wavefunctions is attained due to their
orthogonal periodic parts, whereas the orthogonality of the
wavefunctions belonging to the same bands and having the
same periodic parts is reached due to different numbers of
Landau quantization wavefunctions ϕc,n(y, p) and ϕv,m(y, p).
The conduction and valence electrons have the same electric
charge −|e| and their dimensionless variables have the same
structure y

l − pl and y
l − ql. The last variable is y

l + ql in the
case of the hole wavefunction ϕh,n(y, q) due to the positive
value of the hole charge |e|.

The Hamiltonian of the Coulomb electron–electron
interaction can be calculated in the same way as was
demonstrated in the paper [30]. Differently from it we
have dealt with spinor-type wavefunctions for electrons and
holes with a column representation (38). The creation and
annihilation operators for conduction and valence electrons
are denoted as a†

c,Ri,p, ac,Ri,p, a†
v,Rj,q, av,Rj,q. The Hamiltonian

of their Coulomb interaction has the form∑
p,q,s

Fc−v(c,Ri, p; v,Rj, q; c,Ri, p− s; v,Rj, q+ s)

× a†
c,Ri,pa†

v,Rj,qav,Rj,q+sac,Ri,p−s. (39)

The wavefunction of a magnetoexciton state created by the
electron on the Landau quantization level eRi and by the hole
on the hole state hRj has the form

9ex(Ek, fn) =
1
√

N

∑
t

e−ikytl2a†
Ri,

kx
2 +t

b†
Rj,

kx
2 −t
|0〉;

n = 1– 8; i = 1, 2; j = 1– 4. (40)

Here the hole operators b†
Rj,q = av,Rj,−q and bRj,q = a†

v,Rj,−q
were introduced. Using the hole operators the Coulomb
repulsive Fc−v interaction is transformed into the attractive
Coulomb e–h interaction Fe−h, the average value of which is

〈9ex(Ek, fn)|H
e−h
Coul|9ex(Ek, fn)〉 = −

1
N

∑
p,s

eikysl2

× Fe−h(e,Ri, p; h,Rj, kx − p; e,Ri, p− s;

h,Rj, kx + s− p) = −Iex(e,Ri; h,Rj; Ek). (41)

Taking into account the spinor-type conduction and valence
electron wavefunction as well as the results of [30], we obtain

Iex(F1, Ek) = Iex(e,R1; h,R1; Ek)

= |a0|
2
|d0|

2I(0,0)ex (Ek)+ |a0|
2
|c3|

2I(0,3)ex (Ek)

+ |d0|
2
|b1|

2I(0,1)ex (Ek)+ |b1|
2
|c3|

2I(1,3)ex (Ek);

Iex(F2, Ek) = Iex(e,R2; h,R1; Ek)

= |d0|
2I(0,0)ex (Ek)+ |c3|

2I(0,3)ex (Ek);

Iex(F3, Ek) = Iex(e,R1; h,R2; Ek)

= |a0|
2I(0,0)ex (Ek)+ |b1|

2I(0,1)ex (Ek);

Iex(F4, Ek) = Iex(e,R2; h,R2; Ek) = I(0,0)ex (Ek);

Iex(F5, Ek) = Iex(e,R1; h,R3; Ek)

= |a0|
2
|c4|

2I(0,4)ex (Ek)+ |a0|
2
|d1|

2I(0,1)ex (Ek)

+ |b1|
2
|c4|

2I(1,4)ex (Ek)+ |b1|
2
|d1|

2I(1,1)ex (Ek);

Iex(F6, Ek) = Iex(e,R2; h,R3; Ek)

= |c4|
2I(0,4)ex (Ek)+ |d1|

2I(0,1)ex (Ek);

Iex(F7, Ek) = Iex(e,R1; h,R4; Ek)

= |a0|
2I(0,1)ex (Ek)+ |b1|

2I(1,1)ex (Ek);

Iex(F8, Ek) = Iex(e,R2; h,R4; Ek) = I(0,1)ex (Ek).

(42)

The creation energies of the eight magnetoexciton states are

Eex(Fn, Ek) = Ecv(Fn)− Iex(Fn, Ek). (43)

Their dependences on the magnetic field strength H can
be demonstrated only in the range H ≥ 7 T, because the
magnetoexcitons exist only in the range of high perpendicular
magnetic field.

One can remember that in the GaAs-type crystal the
electron cyclotron energy h̄ωce becomes comparable to and
larger than the 2D Wannier–Mott exciton binding energy and
at the same time the magnetic length l becomes smaller than
the exciton Bohr radius just at the values H ≥ 7 T. Of most
interest are the four lowest exciton energy levels at the point
k = 0 where the optical quantum transitions take place. These
levels are Eex(F1, 0), Eex(F2, 0), Eex(F3, 0) and Eex(F6, 0).
Their positions on the energy scale and dependences on the
magnetic field strength are represented in figure 4 in the actual
range of magnetic field.

The creation energies of the lowest magnetoexciton levels
F1 and F2 at the point k = 0 depending on the magnetic field
strength H > 7 T have a general increasing behaviour with
small minima in the vicinity of H = 20 T.

8
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Figure 4. The dependences of the creation energies of the four
lowest magnetoexciton levels taken at the point k = 0 on the
magnetic field strength H ≥ 7 T at the electric field strength
Ez = 10 kV cm−1 and the parameter δ with c = 10.

The dependences of Ecv(Fn) on the magnetic field
strength H < 7 T represented also in figure 3 present interest
in the case of the 2D Wannier–Mott exciton, when the
Coulomb e–h interaction is more important than the Landau
quantization effects.

The probabilities of the quantum transitions in the lowest
exciton states as well as in the case of band-to-band quantum
transitions will be discussed in section 4.

4. Band-to-band quantum transitions, optical
orientation, exciton alignment, and spin polarization
in the presence of the Rashba spin–orbit coupling

To deduce the selection rules and the probabilities of the
quantum transitions from the ground state of the crystal to the

magnetoexciton states as well as in the case of band-to-band
quantum transitions one needs to know the Hamiltonian of
the electron–radiation interaction describing the band-to-band
transitions in the presence of the RSOC. Following the
paper [31], using the electron creation and annihilation
operators a†

c,Ri,p, ac,Ri,p,a
†
v,Rj,q and av,Rj,q introduced above,

as well as the photon creation and annihilation operators
(CEk,±)

†,CEk,± and conserving only the resonance terms of the
Hamiltonian, one can write

He−rad =

(
−

e

m0

) ∑
Ek(kx,ky,kz)

√
2π h̄

Vωk

×

∑
i=1,2

∑
j=1,2

∑
g,q
{[CEk,−(Eσ

+

Ek
· EP(c,Ri, g; v,Rj, q; Ek))

+ CEk,+(Eσ
−

Ek
· EP(c,Ri, g; v,Rj, q; Ek))]a†

c,Ri,gav,Rj,q

+ [(CEk,+)
†(Eσ+
Ek
· EP(v,Rj, q; c,Ri, g;−Ek))

+ (CEk,−)
†(Eσ−
Ek
· EP(v,Rj, q; c,Ri, g;−Ek))]a†

v,Rj,qac,Ri,g}.

(44)

One can remember that the optical orientation effects are
related to the absorption of the circularly polarized radiation.
In this case the light is characterized by the photon creation
and annihilation operators (CEk,±)

† and CEk,± and circular

polarization vectors Eσ±
Ek

determined as

CEk,± =
1
√

2
(CEk,1 ± iCEk,2); Eσ±

Ek
=

1
√

2
(EeEk,1 ± iEeEk,2).

(45)

Here EeEk,1 and EeEk,2 are unit vectors of linear polarization

perpendicular to the wavevector Ek.
The circularly polarized light propagates without

confinement in the whole 3D space with volume V and its
direction is arbitrarily oriented as regards the 2D layer. The
e–h pairs and magnetoexcitons are lying on the surface of the
layer. The heavy holes are created in the p-type valence band
and are characterized by the orbital momentum projections
M = ±1 in the direction of the external magnetic field
perpendicular to the layer surface. These states are described
introducing the circular polarization vectors Eσ±1 for the heavy
holes and for the magnetoexcitons as follows:

Eσ±1 =
1
√

2
(Ea1 ± iEa2), (46)

where Ea1 and Ea2 are the unit vectors lying in the plane
of the layer. It is not surprising that the matrix elements
of the light–matter interaction Hamiltonian happened to
be expressed through the scalar products of the circular
polarization vectors of the light and matter in the form (Eσ±∗

Ek
·

Eσ±1). Looking at the valence electron wavefunctions (38) one
can observe that the states vR1 and vR3 are characterized by
the projection Mv = +1, whereas the states vR2 and vR4 are
characterized by the quantum number Mv = −1.

Taking into account that the hole in the valence band
has the projection M with the opposite sign in comparison
with the valence electron we can determine the quantum

9
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number M for the magnetoexciton states F1, F2, F5 and
F6 as equal to −1, whereas the states F3, F4, F7 and F8
are characterized by the quantum number M = +1. Other
quantum numbers characterizing the magnetoexciton states
are the 2D wavevector Ek and the numbers of Landau levels
taking part in the formation of the RSOC states eRi and hRj.
All these quantum numbers determine the matrix elements
of the Hamiltonian of the light–matter interaction (44), the
probabilities of the quantum transitions as well as the effects
of spin polarization and of magnetoexciton alignment.

The calculations of the matrix elements in (44) were
made using the electron wavefunctions (38). The matrix
elements which determine the quantum transitions Fn are
listed below. They can be represented in the form

(EσEk ·
EP(v,Rj, q; c,Ri, g;−Ek)) = δkr(q, g− kx)

× Pvc(g, k)e−ikygl2S(Fn; v,Rj; c,Ri; Ek), (47)

where the factors S(Fn; v,Rj; c,Ri; Ek) are

S(F1; v,R1; c,R1; Ek) = (Eσk · Eσ−1)

× [d0a08(v, 0,−kx; c, 0, 0;−ky)

− c3b18(v, 3,−kx; c, 1, 0;−ky)],

S(F2; v,R1; c,R2; Ek) = (Eσk · Eσ−1)

× [−c38(v, 3,−kx; c, 0, 0;−ky)],

S(F3; v,R2; c,R1; Ek) = (Eσk · Eσ+1)

× [−b18(v, 0,−kx; c, 1, 0;−ky)],

S(F4; v,R2; c,R2; Ek) = (Eσk · Eσ+1)

× [−8(v, 0,−kx; c, 0, 0;−ky)],

S(F5; v,R3; c,R1; Ek) = (Eσk · Eσ−1)

× [d1a08(v, 1,−kx; c, 0, 0;−ky)

− c4b18(v, 4,−kx; c, 1, 0;−ky)],

S(F6; v,R3; c,R2; Ek) = (Eσk · Eσ−1)

× [−c48(v, 4,−kx; c, 0, 0;−ky)],

S(F7; v,R4; c,R1; Ek) = (Eσk · Eσ+1)

× [−b18(v, 1,−kx; c, 1, 0;−ky)],

S(F8; v,R4; c,R2; Ek) = (Eσk · Eσ+1)

× [−8(v, 1,−kx; c, 0, 0;−ky)].

(48)

Here Pvc is the matrix element of the band-to-band optical
transition. In our case the transitions take place between
the s-type conduction band and p-type valence band, they
are of the allowed type following the Elliott classification
and Pvc can be considered as a constant which does not
depend on the wave numbers Qy and g [31, 32]. In the
expressions (48) there are also other factors, which play the
roles of normalization and orthogonalization conditions with
some corrections depending on the projections kx and ky of the
light wavevector Ek on the layer plane. These integrals are

8(v,m, g− kx; c, n, g;−ky) = 8(v,m,−kx; c, n, 0;−ky)

=

∫
∞

−∞

dy ϕ∗v,m(y− kxl2)ϕc,n(y) e−ikyy, (49)

where n and m are the numbers of Landau levels for
conduction and valence electrons.

In the case kx = ky = 0 we obtain from (49) the
Kronecker delta symbol δnm. It is the selection rule for
the dipole-active optical transition, which takes place only
when the number of Landau level of the electron in the
valence band remains unchanged after its transition into the
conduction band or, in other words, when the electron and
hole of the pair created during the optical quantum transition
have the same numbers of Landau levels n = m. The series
expansion of the integrals (49) on the small parameter (kx ±

iky)l gives rise to multipole quantum transitions. The term
in power zero determines the dipole-active transitions. The
term in power 1, i.e. proportional to (kx ± iky)l, gives rise
to the quadrupole-active optical quantum transitions with the
selection rule n = m ± 1 and probability proportional to
|EkDl|2 ≈ (l/λ)2, where EkD = kx Ea1 + ky Ea2 is the projection of
the light wavevector Ek on the layer plane, l is the magnetic
length and λ is the wavelength of the light.

These selection rules will be demonstrated below. Other
matrix elements of the electron–radiation Hamiltonian (44)
were calculated similarly. The optical quantum transitions
were calculated between the initial state in the form of the
ground state of the crystal in the presence of one circularly
polarized photon with wavevector EQ, i.e.

|i,±〉 = (C EQ,∓)
†
|0〉. (50)

Here |0〉 is the vacuum state of the crystal and of the photon
field. The final states coincide with the magnetoexciton
states (40).

The probabilities of the four quantum transitions
discussed above are the following:

|〈i,∓|Ĥe−rad|F1〉|
2

= |a0|
2
|d0|

2
(

e

m0

)2

|Pvc|
2 2π h̄N

VωQ
|(Eσ∓∗
EQ
· Eσ−1)|

2. (51)

Here N = S/(2π l2) and V = SL. It is a dipole transition.

|〈i,∓|Ĥe−rad|F2〉|
2 ∼= |EQ2Dl|6|(Eσ∓∗

EQ
· Eσ−1)|

2
≈ 0. (52)

It is a higher multipole transition and practically forbidden.

|〈i,∓|Ĥe−rad|F3〉|
2

= |EQ2Dl|2|b1|
2
(

e

m0

)2

|Pvc|
2 2π h̄N

VωQ
|(Eσ∓∗
EQ
· Eσ+1)|

2. (53)

It is a weak quadrupole transition because |b1|
2 < 1.

|〈i,∓|Ĥe−rad|F4〉|
2

=

(
e

m0

)2

|Pvc|
2 2π h̄N

VωQ
|(Eσ∓∗
EQ
· Eσ+1)|

2. (54)

It is a dipole transition. EQ2D is the projection of the light
wavevector EQ on the layer plane.

We have calculated the creation energies, the matrix
elements and the probabilities of the quantum transitions
for eight combinations of the electron and hole Landau
quantization states taking into account the RSOC.

The energies Ecv(Fi) of the band-to-band quantum
transitions were calculated for all eight states. For the four
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Figure 5. The quantum transitions from the ground state of the crystal to four magnetoexciton states, as well as for four band-to-band
quantum transitions, involving two conduction electron states and four HH states taking into account the RSOC depending on the magnetic
field strength.

combinations F1, F2, F3 and F4 the magnetoexciton binding
energies were calculated also. This allows us to discuss the
optical quantum transitions to the four lowest magnetoexciton
levels at the point k = 0. The first group of quantum transitions
concerns the magnetoexcitons, whereas the second group F5,
F6, F7 and F8 deals only with the band-to-band transitions.
Between the eight states four of them, F1, F2, F5 and F6,
are characterized by the HH orbital quantum number M =
−1, whereas the other four states, F3, F4, F7 and F8, are
characterized by the number M = +1.

Light with circular polarization Eσ±
EQ

will induce the

quantum transitions in the states with a given number M with
the probabilities determined by the factors∣∣∣(Eσ±∗

EQ
· EσM

)∣∣∣2. (55)

In the Faraday geometry when the light wavevector
EQ is oriented along the magnetic field direction the
circular polarizations Eσ±

EQ
coincide with the exciton circular

polarizations Eσ±1. In this case the light with circular
polarization Eσ±

EQ|| EH
leads to the factor (Eσ±∗

EQ|| EH
· Eσ±1) = (Eσ

∗

±1 ·

Eσ±1) = 1 and excites the exciton states with the same
polarizations Eσ±1. Such optical orientation of the exciton

states under the influence of the circularly polarized light
following [33] is called optical alignment.

There are three dipole-active optical quantum transitions
in the states F1, F4 and F7, two of them in the states F1
and F4 being strong, whereas the transition in the state F7 is
proportional to a small coefficient |b1|

2 < 1.
Another three quantum transitions, F3, F5 and F8, are

quadrupole-active with probabilities proportional to a small
factor | EQ2Dl|2 ≈ (l/λ)2, where l is the magnetic length
and λ is the wavelength of the light. The existence of the
quadrupole-active Wannier–Mott exciton states is a rare event
in crystal optics, so is the case of the 1s, 0+5 , ortho-exciton
state in Cu2O [32]. Such states in the case of magnetoexcitons
were not revealed until now to the best of our knowledge.
In addition one of the quadrupole transitions, F3, has a
supplementary weak factor |b1|

2 < 1. The remaining two
quantum transitions F2 and F6 are active only in the higher
order of the multipole transitions, which means that they are
practically forbidden. The described situation is represented
in figure 5. The four curves represented here are doubled
in reality with very small differences between them, as is
demonstrated in the inset for the concrete states F1 and F2.
The quantum transitions F1 and F2 take place on different
curves of this doublet.
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5. Conclusions

The influence of the RSOC on the properties of the
2D magnetoexcitons was determined. The interdependence
between the Landau quantization of the electron and hole
orbital motions and their spin projections was revealed in the
frame of the Landau gauge and the secondary quantization
description. The spinor-type wavefunctions (38) of the 2D
conduction and valence electrons in the presence of the RSOC
have different numbers of Landau quantization functions for
different spin projections. For example, they are ϕ0(y) and
ϕ1(y) in one case, and ϕ0(y) and ϕ3(y) in another one. For
a conduction electron, following the solution (38), if the
number of Landau level is n for the up spin projection, it is
equal to n + 1 for the down spin projection. For a valence
electron the number n of the Landau level for the up spin
projection is accompanied by the number n + 3 for the down
spin projection. It is determined completely by the fact that
the RSOC Hamiltonian for a conduction electron is linear
in the projections k± = kx ± iky of the in-plane wavevector
Ek‖, whereas in the case of a valence electron and an HH
the corresponding Hamiltonian contains the third order of
these projections, i.e. the expressions (k±)3. The shifts and
the rearrangements of the 2D hole Landau quantization levels
on the energy scale are much larger in comparison with the
case of the conduction electron Landau levels. This is due
to the strong influence of the magnetic field strength on the
RSOC parameter. At some values of this parameter the shifts
and rearrangements are comparable with the hole cyclotron
energy. The two LLLs R1 and R2 for a conduction electron
and the four lowest hole states R1, R2, R3 and R4 were
considered. The wavefunctions (38) were used to calculate
the matrix elements of the Coulomb direct e–h interactions
corresponding to the combinations F1 = (e,R1; h,R1); F2 =

(e,R2; h,R1); F3 = (e,R1; h,R2); F4 = (e,R2; h,R2); F5 =

(e,R1; h,R3); F6 = (e,R2; h,R3); F7 = (e,R1; h,R4) and
F8 = (e,R2; h,R4). The corresponding ionization potentials
were expressed through the ionization potentials of the bare
magnetoexciton states I(n,m)ex (k) calculated earlier in [30]. With
their help as well as with the knowledge of the coefficients a0,
b1, d0, c3 (27), (34), and so on, it was possible to determine
the dispersion laws (42), (43) of the eight new magnetoexciton
bands taking into account the RSOC. The new dispersion laws
could lead to new collective properties of the spinor-type 2D
magnetoexcitons.

The optical quantum transitions from the ground state
of the crystal to four magnetoexciton states were determined
on the basis of the exciton wavefunctions (40) and
electron–radiation interaction (44). It was shown that there
are three dipole-active quantum transitions in the states F1,
F4 and F7 with exciton alignments and polarizations Eσ−1,
Eσ1 and Eσ1 correspondingly, three quadrupole-active quantum
transitions F3, F5 and F8 with polarizations Eσ1, Eσ−1 and Eσ1
correspondingly and two forbidden quantum transitions F2
and F6. The alignment appears due to the factors |(Eσ±∗

EQ
·

Eσ±1)|
2, which depend on the scalar products between the

vectors of the light circular polarizations arbitrarily oriented
in space and the vectors of the circular polarizations Eσ±1 of

the HHs and of the magnetoexcitons as a whole, oriented
perpendicular to the layer along the magnetic field strength.
In the Faraday geometry when the light wavevector EQ is
parallel to the magnetic field direction, the vectors of the
light circular polarization Eσ±

EQ|| EH
coincide with the vectors

of the hole circular polarization Eσ±1, the dipole quantum
transitions transfer the polarizations from the light to the
matter, whereas the quadrupole quantum transitions vanish
because the projection EQ2D of the light wavevector EQ on the
layer surface equals zero.
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