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ABSTRACT: Range-separated hybrid functionals along with global hybrids and pure density functionals have been employed to
calculate geometries, ionization energies (IP)s, electron affinities (EA)s, and excitation energies of neutral and oxidized polyenes,
thiophene, and furan oligomers. Long-range correction with 100% HF exchange solves the problem of density functional theory
with incorrect chain length dependence of IPs and energy gaps. There is a possibility of overcorrection, if the short-range part of the
functional with no or low HF exchange is too small. The wB97XD functional with 22% of HF exchange in the short-range and a
range-separation parameter of 0.2 seems to be just right for conjugated systems at all chain lengths. The wB97XD functional
additionally produces negative orbital energies in very good agreement with IPs and EAs. With correct orbital energies, band gaps
correspond to transport gaps (Et) and not to optical gaps (Eg). Et is much larger than Eg in the gas phase, but the difference is
significantly smaller in the solid state. The accuracy of the negative orbital energies is good down to about 30 eV so that valence and
innervalence PE spectra can be modeled. wB97XD is therefore suitable for calculating band structures of conjugated polymers
employing orbital energies.

’ INTRODUCTION

Crucial properties for theoretical research on conducting
organic polymers (COPs) are ionization potentials (IP)s, elec-
tron affinities (EA)s, and excitation energies of neutral and
charged species. These properties relate to experimental obser-
vables and determine ease of doping, stability in neutral and
doped states, optical band gap (Eg), and conductivity. Instead of
calculating states, band structure calculations are often used,
which means that orbital energies and orbital energy differences
are used as approximations for energies and densities of states.
Therefore, an adequate theoretical level should correctly predict
IPs and EAs, and both should match the corresponding negative
orbital energies. To evaluate the density of states, lower and
higher lying orbital energies have to match states, too. Because all
of the properties depend on geometries, i.e., bond length
alternation (BLA) in neutral systems and defect sizes in ions,
geometries have to be predicted accurately.

In recent years, DFT has gradually replaced semiempirical
methods,1�4 Hartree�Fock (HF) theory,5�7 and perturbation
theory8,9 in research on COPs because it includes electronic
interactions self-consistently,10 accounts for electron correlation,11

and avoids spin-contamination in open-shell systems.12,13 Despite
many successes of DFT, a couple of vexing problems remain,
however. Foremost, there is the incorrect chain length dependence
of IPs14 and excitation energies15 of neutral systems, which leads to
underestimation of polymer properties no matter whether peri-
odic boundary conditions or extrapolation methods are applied.
Another important issue is the mismatch between the negative
energy of the highest occupied molecular orbital (�εHOMO) and
IPΔSCF (Ecat � Eneutral) as well as the experimental IP. �εHOMO

should be identical with the IPΔSCF with the exact exchange-
correlation functional,16,17 but it differs by a couple electronvolts
with most approximate functionals.18�21 Finally, there is contro-
versy about geometries, as pure DFT underestimates bond length

alternation,22,23 predicts larger defect sizes than semiempirical
methods,24 and does not confirm the existence of bound bipolar-
ons in doped systems.25�27

Some of the problems of DFTwith extended π systems can be
ameliorated by the inclusion of HF exchange.18,23,28 It was
shown, for instance, that bond length alternation increases to
reasonable values with hybrid functionals,23 that defect sizes
predicted with hybrid functionals agree with those at the MP2
level,12 that HOMO�LUMO gaps (EH�L) can be adjusted with
HF exchange to reproduce Eg,

23,28 and that orbital energy
differences agree better with differences between states.29 None-
theless, no global hybrid functional is able to predict the correct
chain length dependence of IPs,14 Eg’s,

15 or EH�L’s.
30 These

errors are a consequence of the self-interaction error (SIE) that
arises in DFT because exchange is approximated.

The SIE is now addressed with range-separated density
functionals31,32 that eliminate the SIE by using 100% HF
exchange for the long-range part of the exchange-correlation
functional.32�43 Therefore, SIE-free functionals with the correct
long-range behavior of the exchange-correlation potential hold
promise for improving the accuracy of theoretical results on
extended π systems. It is the goal of this investigation to test a
selection of new density functionals with respect to IPs, EAs,
fundamental gaps (Et) and Eg’s, bipolaron binding energies, and
excitation energies of dopedπ systems. Guided by the availability
of experimental data, polyenes, thiophene, and furan oligomers
were chosen as representative systems.

’METHODS

Structures of oligomers were optimized with a range of density
functionals, as summarized below. If not stated otherwise, the
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6-311G* basis set was employed. Thiophene and furan oligomers
of different size are designated nT and nF, respectively, n being
the number of rings. Polyenes44 and furanes45 are planar. Because
bithiophene is nonplanar in the gas phase,46 thiophene oligomers
were allowed to deviate from planarity. There are two main
structural alternatives: one with all interring dihedral angles
having the same sign and one with alternating signs (see
Figure 1). The latter are slightly lower in energy and have about
0.1 eV smaller excitation energies. This conformation leads to
bending and may not be adopted in a crystal. The lower energy
forms were used in the following because they are the lower
energy structures in the gas phase and probably in solution. In all
cases, planarization energies and influences on other properties
due to bending are relatively small. Cation energies were
obtained on the structures of the neutral forms to evaluate
vertical IPs and with optimized geometries to evaluate UV
spectra upon doping. Vertical IPs were calculated with theΔSCF
method as the difference between ground state energies of cation
and neutral species and are abbreviated as IPΔSCF.

Upon structure optimization, cations and anions become
planar and straight with pure DFT and with global hybrids. With
a range-separated hybrid functional, planarization occurs over
five rings, but the chain ends remain slightly twisted, as shown in
Figure 2 for 19T+ at the wB97XD/6-31G* level (description, see
below). Excitation energies are calculated with time-dependent
density functional theory. Most calculations were performed
with Gaussian 09.47 Calculations with BNL were done with
QChem.48

The density functionals are grouped into pure local density
functionals, gradient corrected (nonlocal) functionals (GGA),
meta-GGAs that depend explicitly on the kinetic energy
density,42,49�51 global hybrid functionals that use a constant
amount of exact (HF) exchange,42 and range-separated
functionals32 that use different amounts of DFT and HF ex-
change for short and long ranges. For comparison, HF theory was
included as well. The following density functionals were used:
Local Functionals. SVWN: Slater exchange52 and correlation
functional of Vosko, Wilk, and Nussair,53 identical to local spin
density approximation (LSDA). SVWN5: same as SVWNwith
correlation functional V from ref 53.
Gradient Corrected (GGA) Functionals. BLYP: gradient cor-
rected functional with Becke exchange54 and correlation
functional of Lee, Yang, and Parr.55 BP86: gradient corrected
functional with Becke exchange54 and correlation functional of
Perdew.56 PBEPBE: Perdew, Burke, and Ernzerhof57,58 ex-
change and Perdew, Burke, and Ernzerhof correlation
functionals.57,58 OLYP: OPTX modification by Handy59 of
Becke exchange54 and Lee, Yang, and Parr correlation
functional.55

Meta-GGA (Containing Explicit Dependence on the Kinetic
Energy Density).42,49�51 TPSSTPSS: Exchange and correlation
functional of Tao, Perdew, Staroverov, and Scuseria.50

Global GGA Hybrids (Constant Amount of HF Exchange).
B3LYP: Becke’s three-parameter hybrid functional with 20%
HF exchange60 and correlation functional of Lee, Yang, and
Parr.55 B3P86: Becke’s three-parameter hybrid functional with
20% HF exchange60 with the correlation functional of
Perdew.56 B3P86�30%: same as B3P86, but HF exchange is
increased to 30%. PBE1PBE: also known as PBE0, hybrid
version (25% exchange and 75% correlation weighting) by
Adamo and Barone61 of Perdew, Burke, and Ernzerhof57,58

exchange and Perdew, Burke, and Ernzerhof correlation
functionals.57,58

Global meta-GGAHybrids (Constant Amount of HF Exchange).
M06: meta hybrid functional with 27% HF exchange. M06-
HF: 100% HF exchange.
Range Separated Hybrid Functionals without Short-Range HF
Exchange. All local, GGA, and meta-GGA functionals listed
above were also used in their long-range corrected version. For
the long-range correction (LC) Hirao et al.’s range separation
scheme32 without short-range HF exchange and with a range-
separation parameter γ = 0.4 was employed. LC-wPBE: long-
range corrected35,42,49,51 Perdew, Burke, and Ernzerhof57,58

functional. wB97: range-separated version62 of Becke’s 97
functional γ = 0.4.63

Range Separated Hybrid Functionals with Short-Range HF
Exchange. CAM-B3LYP: Coulomb attenuated version of
B3LYP by Yanai et al.,64 includes 19% HF exchange at short
range and 65% HF exchange at long range, γ = 0.33. wB97X:
same as wB97 but containing 16% short-range HF exchange
and γ = 0.3.62 wB97XD: same as above with additional
dispersion correction, containing 22% short-range HF ex-
change and γ = 0.2.65

Range Separated Hybrid Functional with γ Tuning. BNL:
Baer�Neuhauser�Livshits37,43 using LDA exchange, the
LYP55 correlation functional subtracting a small part of the
Savin exchange.43 γ Tuning means that the range-separation
parameter is adjusted to reproduce IPΔSCF = �εHOMO.
Decreasing the value of γ increases the extension of the
short-range part. γ = 0 reduces range-separated functionals
to pure DFT or global hybrid functionals with constant HF
exchange equal to that of the basic functional.

’RESULTS

Degree of Planarity of Thiophene Oligomers. 6T66 and
8T67 have been crystallized, and their structural parameters have
been determined. Although 2T is nonplanar in the gas phase with
an interring angle of 148�,46 6T and 8T are planar in the crystal.We
are not aware of gas-phase structures for 6T and 8T. Theoretical
results indicate that the interring dihedral angle in 6T is larger than
in 2T but that 6T is slightly nonplanar in the gas phase. For
instance, the interring angles are 138.6� (2T) and 145.7� (6T) at
the MP2/6-311G* level; the energy for planarization of 6T is
1.4 kcal/mol. The agreement with the experiment for 2T is best
with LC-BLYP, 147.0�; CAM-B3LYP, 147.0�; and B3P86�30%/
6-311G*, 149.9�. Planarity increases more from 2T to 6T with
global hybrids than with range-separated functionals to 150.6� at
LC-BLYP, 152.2� at CAM-B3LYP, and 156.9� at B3P86�30%. In
general, more HF exchange leads to stronger nonplanarity.

Figure 1. 8T with same sign dihedral angles (top) and alternating sign
dihedral angles (bottom).
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Bond Lengths of Thiophene and Furan Oligomers. The
double bond lengths in the inner rings of 6T single crystals vary
from 1.367 to 1.380 Å.66 The ring single bond lengths of the two
inner rings are 1.400 Å and 1.403 Å, and the central inter-ring
single bond length is 1.444 Å. The BLA is therefore ∼0.07 Å.

Bond lengths in 8T67 are as follows: double bonds of inner rings,
1.38 Å; inner ring single bonds, 1.41 Å; and central inter ring
single bond, 1.43 Å. BLA in 8T is therefore 0.05 Å. Because there
is little difference between gas-phase structures of 6T and 8T at
the B3LYP/6-311G* level, part of the differences between

Table 1. Theoretical Bond Lengths and Dihedral Angles between the Innermost Rings for 6T and 6F

method outer ring double ring single inner ring double inter ring BLA dihedral

6T

exptl66 1.370/1.376 1.400/1.403 1.367/1.380 1.444 0.070 180.0

LSDA/6-311G* 1.378 1.397 1.378 1.421 0.043 163.4

LC-SVWN/6-311G* 1.352 1.411 1.352 1.451 0.099 149.0

LC-SVWN5/6-311G* 1.353 1.413 1.353 1.453 0.100 148.6

BLYP/6-311G* 1.392 1.416 1.393 1.443 0.050 163.1

LC-BLYP/6-311G* 1.353 1.413 1.353 1.450 0.097 150.6

B3LYP/6-311G* 1.378 1.413 1.378 1.443 0.065 158.5

CAM-B3LYP/6311G* 1.366 1.416 1.366 1.450 0.084 152.2

BNL-0.182/6-311G* 1.400 1.440 1.400 1.473 0.073 149.9

LC-BP86/6311G* 1.354 1.409 1.354 1.446 0.092 151.2

B3P86/6-311G* 1.376 1.408 1.376 1.438 0.062 159.2

B3P86�30/6-311G* 1.371 1.409 1.371 1.441 0.070 156.9

PBE1PBE/6-311G* 1.375 1.409 1.375 1.440 0.065 158.3

LC-PBEPBE/6-311G* 1.354 1.408 1.354 1.446 0.092 150.7

LC-wPBE/6-311G* 1.362 1.416 1.362 1.456 0.094 149.1

M06/6-311G* 1.371 1.408 1.371 1.439 0.068 158.4

M06-HF/6-311G* 1.364 1.426 1.365 1.462 0.098 146.6

wB97/6-311G* 1.368 1.424 1.367 1.463 0.095 150.9

wB97x/6-311G* 1.366 1.420 1.366 1.458 0.091 150.7

wB97xd/6-311G* 1.368 1.417 1.368 1.453 0.084 150.2

wB97xd/6-31G* 1.371 1.418 1.371 1.452 0.081 154.4

OLYP/6-311G* 1.393 1.410 1.390 1.442 0.053 160.8

LC-OLYP/6-311G* 1.352 1.410 1.352 1.448 0.096 150.2

TPSSTPSS/6-311G* 1.389 1.411 1.389 1.438 0.049 169.3

LC-TPSSTPSS/6-311G* 1.353 1.409 1.353 1.447 0.094 150.2

HF/6-311G* 1.351 1.429 1.351 1.462 0.112 148.3

MP2/6-311G* 1.393 1.409 1.393 1.447 0.054 145.7

MP2/6-311G* 1.391 1.405 1.391 1.439 0.049 180.0

6F

exptl45 1.362 1.408 1.358 1.432 0.074 180

LSDA/6-311G* 1.372 1.405 1.372 1.411 0.039 180

BLYP/6-311G* 1.386 1.424 1.387 1.431 0.044 180

LC-BLYP/6-311G* 1.347 1.420 1.347 1.436 0.089 180

B3LYP/6-311G* 1.372 1.420 1.372 1.429 0.057 180

CAM-B3LYP/6311G* 1.361 1.422 1.361 1.432 0.071 180

B3P86/6-311G* 1.370 1.415 1.370 1.425 0.055 180

B3P86�30/6-311G* 1.365 1.416 1.365 1.427 0.062 180

wB97xd/6-311G* 1.362 1.423 1.362 1.437 0.075 180

Figure 2. 19T+ optimized at wB97XD/6-31G*.
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experimental data of 6T and 8T might be due to experimental
uncertainties. 6F has slightly shorter inner-ring double bonds
(1.358/1.362 Å) and a shorter inter-ring single bond (1.432 Å)
than 6T. The central inter-ring single bond in 6F is 1.408-Å-
long.45 BLA is thus 0.074 Å, slightly larger than in 6T. In Table 1,
bond lengths of fully optimized nonplanar structures of 6T and of
planar 6F at various levels of theory are summarized. Planariza-
tion has a little effect on the bond lengths in 6T.
The general trends are as follows: pure DFT (LSDA) tends to

overestimate double bond lengths and to underestimate single
bond lengths. BLA is therefore too small. Gradient correction
(BLYP) predicts single and double bonds to be too long. Hybrid
functionals (especially B3P86�30% and M06) are very accurate.
Long-range correction shortens double bonds and comes some-
times close to values obtained with HF theory. Single bond
lengths are overestimated but not as much as with HF theory. As
a result, BLA is too large with all range-separated functionals.
CAM-B3LYP with only 65% of long-range HF exchange and γ =
0.33 and wB97xd with a rather large short-range part (γ = 0.2)
are doing better than the LC-functionals with 100%HF exchange
and γ = 0.4. CAM-B3LYP and wB97XD perform better for 6F
than for 6T. BNL predicts all bonds to be too long, but BLA is
accurate. HF theory overestimates BLA because it overestimates
single bond lengths and underestimates double bond lengths.
Correlation at the MP2 levels shortens the double bonds
correctly but lengthens the single bonds too much. The closest
agreement between theory and experiment for 6T is reached with
global hybrid functionals. For 6F, B3P86�30%, CAM-B3LYP,
and wB97XD give the best results.

Defect Sizes. Defect sizes of C41H43
+, C101H103

+, and 19T+

were previously investigated with pure DFT and with the
B3P86�30% global hybrid functional using Stevens�
Bach�Krauss pseudopotentials (SBK).12,13,24 Here, we are re-
peating some of the calculations with range-separated hybrids,
i.e., LC-wPBE and wB97XD, and with the “BLYP series”, i.e.,
BLYP, B3LYP, CAM-B3LYP, and LC-BLYP. Because of the size
of the systems, 6-31G* and SBK basis sets were used. Defect sizes
decrease by about six bonds (or about one ring) with 6-31G*
compared to SBK in 19T+ and C77H79

+ with the wB97XD
functional. Differences in bond lengths between 6-311G* and
6-31G* basis sets can be seen in Table 1 for wB97XD. 6-31G*
lengthens the double bonds and slightly shortens the single
bonds compared to 6-311G*.
Test calculations were done on 19T+ and 25T+ and on

C75H77
+ and C101H103

+ to determine the required chain lengths
for converged defect size. With LC functionals, defect sizes are
converged for 19T+ and C75H77

+. With global hybrids, defects
are delocalized and do not converge with increasing chain length.
Figure 3 shows differences inC�Cbond lengths between neutral
C76H78 and C76H78

+ and C77H79
+ cations with BLYP. The

expectation value of the spin operator (ÆS2æ) for C76H78
+ is

0.77. Figure 3 shows that odd- and even-numbered systems have
similar defect extensions and shapes when the wave function of
the open-shell system is not spin-contaminated. As soon as HF
exchange is included, unreasonably high ÆS2æ values are obtained
for long polyene cations, while global hybrids produce good ÆS2æ
values for thiophene oligomer cations.12,13 Spin contamination is
avoided with polyenes by employing odd-numbered systems and
investigating charged defects with closed-shell calculations.
The effect of HF exchange on defect size is established in

Figures 4 (BLYP and B3LYP) and 5 (wB97XD and HF) for
C75H77

+ (bond lengths are compared to those of C76H78, from
which the innermost bond was deleted to achieve the same chain
length and position of double bonds as in C75H77

+). Increasing
HF exchange leads to defect localization. While defects are
delocalized at BLYP and B3LYP, they spread over about 48
bonds (SBK) and 42 bonds (6-31G*) with the wB97XD func-
tional and over about 30 bonds at the HF/6-31G* level. The
criterion for determining defect size is that bond lengths in the
cation differ by more than 0.002 Å from those of the neutral
molecule.
Oligothiophene cations have one unpaired electron and have

to be treated in the open-shell formalism. The ÆS2æ values for
19T+ are BLYP, 0.75; B3LYP, 0.76; CAM-B3LYP, 0.88;
wB97XD, 0.90; LC-wPBE, 1.09; and LC-BLYP, 1.11. The values

Figure 3. Differences in C�C bond lengths between C76H78 and
C76H78

+ and between C76H78 and C77H79
+ at BLYP/6-31G*.

Figure 4. Differences in C�C bond lengths between C76H78 and
C75H77

+ at BLYP/6-31G* and B3LYP/6-31G*.

Figure 5. Differences in C�C bond lengths between C76H78 and
C75H77

+ at wB97XD/6-31G* and HF/6-31G*.
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do not increase from 19T+ to 25T+. As shown in Figure 2, cations
are nonplanar with range-separated hybrid functionals. The
planarization energy is very small, however, e.g., 2.24 kcal/mol
for 19T+ at wB97XD/6-31G*. Because the defect sizes are virtually
the same in planar and nonplanar forms at wB97XD/6-31G*,
planar cations were used in the following. In Figure 6, bond length
changes upon ionization in 19T+ are shown at the B3LYP/SBK
and CAM-B3LYP/SBK levels and in Figure 7 at CAM-B3LYP/
SBK and LC-BLYP/SBK. The inclusion of large amounts of long-
range HF exchange changes the defect shape and extension from
totally delocalized at B3LYP with a tendency to split into two
separate defects to a localized defectwith amaximum in themiddle
of the chain. LC correction to BLYP localizes the defect more than
CAM-B3LYP. LC-wPBE results (not shown) are almost identical
to those with LC-BLYP. With the LC correction and with
wB97XD, defects spread over about 9 or 10 thiophene rings. With

CAM-B3LYP, the defects spread over about 15 rings. The defect
size in 19F+ is 10 rings at wB97XD/6-31G*.
As demonstrated in Figure 8, it is possible to move the defect

from the middle of the chain closer to one end. This move
changes neither the energy of the cation nor the defect size and
shape. Therefore, defects are converged with respect to chain
length with the LC-corrected functionals.
It is also possible to obtain cations that exhibit two separated

defects, as seen in Figure 9 at LC-wPBE/SBK. A cation with two
half charges at either end of the chain is reminiscent of the DFT
problem with the unphysical dissociation of symmetrical radical
cations into two fragments with half charges. Such a state might
be a superposition of two nonsymmetrical cations and a valid
solution of the Schr€odinger equation, as discussed by Vydrov and
Scuseria49 for symmetrical radical cations. The problem with
pure DFT is that it underestimates the energy of such solutions
and predicts them to be global minima, whereas they should be
energetically degenerate with the radical/cation pair. HF, in
contrast, overestimates the energy of the linear combination.
At LC-wPBE, the split charge state lies 12 kcal/mol above the
single defect cation, suggesting that the problem is overcorrected
(too close to the HF result).
Defects in Dications. Geometries of 25T dications were

optimized with LC-wPBE and wB97XD functionals. Figure 10
shows the defects obtained with closed-shell and open-shell
(ÆS2æ = 1.44) calculations at wB97XD/SBK. It is clearly visible
that even with closed-shell calculations there is a tendency for
splitting the defect and placing the two charges at opposite ends
of the molecule. Open-shell calculations lead to a complete
separation of the two charges with an undistorted chain segment
in the middle. Figure 11 shows that LC-wPBE (ÆS2æ = 1.98) leads
to defects virtually identical to those of wB97XD/SBK. With
both methods, the defect size is nine rings.

Figure 6. Differences in bond length between 19T and 19T+ at B3LYP/
SBK (red squares) and CAM-B3LYP/SBK (blue diamonds).

Figure 7. Differences in bond length between 19T and 19T+ at CAM-
B3LYP/SBK (blue diamonds) and LC-BLYP/SBK (green triangles).

Figure 8. Localized defects at LC-wPBE/SBK in different positions
on 25T+.

Figure 9. Two defect types on 25T+ at the LC-wPBE/SBK* level.

Figure 10. Comparison of defects on 25T2+ with closed- and open-shell
calculations at the wB97XD/SBK level of theory.
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Ionization Energies.Gas phase ionization energies of neutral
1T through 5T were measured by Jones et al.,68 for 3T through
8T by da Silva Filho et al.,69 and for 1F through 4F by Distefano
et al.70 It was established recently14 that IPΔSCF’s of 1T, 1F, and
pyrrole are predicted quantitatively at the B3LYP/6-311G* level
and that the higher IPs can be obtained by adding the TDB3LYP
excitation energies of the cation to IPΔSCF. For longer oligomers,
the accuracy declines because B3LYP, like any other global
hybrid functional, increasingly underestimates IPΔSCF with
growing chain length. To find out whether range-separated
hybrid functionals improve the chain length dependence, vertical
IPΔSCF’s were calculated for 1T and 6T. In Figure 12, the errors
compared to the experimental IPs of 8.87 eV (1T)68 and 6.98 eV
(6T)69 are plotted. 1T entries include a zero point energy (ZPE)
correction of 0.059 eV. For 6T, the ZPE correction is negligibly
small. The third (green) bar shows the difference in errors
between the IPΔSCF’s of 1T and 6T. A short green bar indicates
therefore correct chain length dependence. Figure 12 reveals that
all range-separated functionals with the exception of BNL have
similar errors for 1T and 6T and therefore the correct chain
length dependence. The absolute IPΔSCF’s, however, are not
necessarily correct. The functionals that predict IPΔSCF’s of 1T
and 6T within about 0.3 eV of the experiment are LC-BLYP,
CAM-B3LYP (with some problems with chain lengths
dependence), LC-wPBE, the wB97 series, and LC-OLYP.
Figure 13 depicts the chain length dependence of B3LYP,

BNL, CAM-B3LYP, wB97xd, and LC-BLYP IPΔSCF’s compared
to experimental results. B3LYP IPΔSCF’s fall off too fast, and BNL
follows this trend. The reason is probably that with BNL, γ
tuning bymatching IPΔSCF and�εHOMO energy requires smaller

values with increasing chain length (for 1T,γ = 0.352; and for 8T,
γ = 0.168). Thus, the short-range part increases for longer
oligomers, and results get closer to those with global hybrids.
CAM-B3LYP and wB97xd with constant γ are very close to
experimental results and have the correct chain length depen-
dence. LC-BLYP predicts values slightly above experimental
values and a leveling off at a relatively short chain length. Such
a convergence is not seen in the experimental data. IPΔSCF’s
extrapolated to infinite chain length with second degree poly-
nomial fits are as follows exptl, 6.45 eV; CAM-B3LYP, 6.22 eV;
wB97xd, 6.48 eV; LC-BLYP, 7.08 eV.
For furan oligomers IPs are available only up to a chain length

of 4 rings.70 Figure 14 compares the IPΔSCF of 1�9 Fwith several
functionals to these experimental values. The first IP of the
monomer is predicted quantitatively with B3LYP, CAM-B3LYP,
and wB97XD. However, in contrast to results for thiophene
oligomers, CAM-B3LYP and wB97XD slightly overestimate the
decrease with increasing chain length and underestimate the
IPΔSCF of long oligomers. LC-BLYP slightly overestimates the IP
of the monomer but agrees quantitatively with experimental
results for the longer oligomers. LC-BLYP again predicts the
onset of convergence, while B3LYP and BLYP predicta acceler-
ated decrease of IPΔSCF’s with increasing chain length. Experi-
mental IPs70 extrapolate to about 6.4 eV, LC-BLYP to 6.66 eV,
wB97XD to 5.98 eV, and CAM-B3LYP to 5.82 eV.
Excitation Energies and Optical Band Gaps. UV spectra

become simpler as oligomers get larger. Because we are inter-
ested in long oligomers and polymers, monomers are not
representative and were not considered. In Figure 15, errors in

Figure 11. Comparison of defects on 25T2+ with open-shell calcula-
tions at the wB97XD/SBK and LC-wPBE/SBK levels of theory.

Figure 12. Errors in IPΔSCF of 1T and 6T at various levels of theory.

Figure 13. Chain length dependence of IPΔSCF of thiophene oligomers.

Figure 14. Chain length dependence of IPΔSCF of furan oligomers.
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the first excitation energies of 2T and 6T are plotted. The
experimental Eg’s are 4.09 eV71�73 for 2T and 2.8471,72 or
2.9274 eV for 6T. Solvent effects were shown theoretically to
be small in ref 13. To calculate the errors, we used 4.19 eV as
suggested by Andrzejak and Witek73 as the vertical excitation
energy for 2T and 2.92 eV for 6T.
For 2T, the HOMO�LUMO (1�10) transition is the leading

electron configuration of the first excited state with a CI

coefficient between 0.68 and 0.70 with all density functionals
and at the HF level. There is no other contribution with a CI
coefficient above 0.1. Double excitations, which are not included
in TDDFT, are of little importance in these systems according to
CASSCF calculations.75�77 The oscillator strength of the first
excitation energy is between 0.38 and 0.40 at all levels of theory
employed.
For the first excited state of 6T, pure DFT and global hybrids

predict the 1�10 transition to be the only electronic configura-
tion with a CI coefficient above 0.1; CI coefficients range from
0.69 to 0.71. At the HF level, the 1�10 transition has a CI
coefficient of 0.58, and there are contributions arising from
HOMO�1 to LUMO+1 (2�20) and HOMO�2 to LUMO+2
(3�30) with CI coefficients of 0.27 and 0.16. Range-separated
functionals produce values very close to those of HF theory.
Estimates of the oscillator strength range from 1.58 to 1.94
(Table 2).
Pure DFT underestimates excitation energies, and errors get

larger with increasing chain length. Hybrid functionals are quite
accurate for short oligomers, but the chain length dependence is
wrong. Long-range correction leads to proper chain length
dependence, but excitation energies are too high. Three func-
tionals are better than the rest: B3P86�30% with the smallest
absolute errors for 2T and 6T of +0.16 and �0.10 eV but the
wrong chain length dependence because of the opposite signs of
the errors, CAM-B3LYP with errors of 0.37 and 0.35 eV, and
wB97xd with errors 0.43 and 0.49 eV.

Figure 15. Errors in first excitation energies of neutral 2T and 6T at
various levels of theory.

Table 2. Spectroscopic Data (Energy (E) and Oscillator Strength (f), for 6T and 6T+, and ÆS2æ for 6T+; energies in eV, basis set:
6-311G*)

6T 6T+ 6T+ 1st excited state 6T+ 2nd excited state

exptl 2.85,72 2.9274 0.8474, 79 1.5974, 79

E f ÆS2æ E f ÆS2æ E f ÆS2æ

LSDA 2.121 1.58 0.75 0.914 0.34 0.75 1.746 1.35 0.76

LC-SVWN 3.924 1.90 0.95 1.222 1.17 0.95 2.120 1.11 1.31

LC-SVWN5 3.929 1.90 0.96 1.231 1.19 0.97 2.082 1.07 1.34

BLYP 2.036 1.62 0.75 0.864 0.25 0.75 1.646 1.75 0.76

LC-BLYP 3.835 1.88 0.98 1.231 1.23 0.99 2.018 1.01 1.38

B3LYP 2.557 1.86 0.77 0.942 0.45 0.76 1.786 1.78 0.88

CAM-B3LYP 3.271 1.94 0.85 1.042 0.82 0.82 1.904 1.49 1.13

BNL-0.182 3.025 1.86 0.78 0.908 0.94 2.001 1.47

LC-BP86 3.835 1.92 0.98 1.218 1.25 0.99 2.063 1.00 1.42

BP86 2.079 1.61 0.75 0.880 0.29 0.75 1.678 1.68 0.76

B3P86 2.833 1.88 0.77 0.953 0.48 0.76 1.828 1.74 0.89

B3P86�30 2.822 1.95 0.80 0.987 0.57 0.77 1.824 1.73 1.01

PBE1PBE 2.704 1.92 0.78 0.969 0.54 0.77 1.835 1.72 0.96

LC-PBEPBE 3.871 1.94 0.98 1.220 1.27 0.99 2.072 0.98 1.44

LC-wPBE 3.794 1.92 0.98 1.188 1.21 0.98 2.005 1.01 1.43

M06 2.691 1.85 0.78 0.934 0.52 0.77 1.801 1.67 0.94

wB97 3.729 1.91 0.94 1.159 1.13 0.94 2.063 1.11 1.33

wB97x 3.617 1.93 0.91 1.116 1.03 0.89 2.036 1.24 1.24

wB97xd 3.411 1.96 0.86 1.048 0.87 0.83 1.998 1.45 1.12

OLYP 2.136 1.62 0.75 0.893 0.31 0.75 1.707 1.71 0.76

LC-OLYP 3.858 1.90 0.98 1.231 1.24 0.99 2.042 1.01 1.39

TPSSTPSS 2.093 1.71 0.75 0.898 0.29 0.76 1.703 1.80 0.78

LC-TPSSTPSS 3.880 1.93 1.01 1.237 1.33 1.02 2.018 0.92 1.48

HF 3.938 1.87 3.03 1.033 1.86 3.85 5.440 0.13 3.54
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In Figure 16, excitation energies of 2T�12T with
B3P86�30%, CAM-B3LYP, and wB97XD are plotted versus
inverse chain length. The extrapolated excitation energies (linear
and polynomial fits give almost the same results) are 2.43 eV with
the solution data of Colditz et al.,72 2.47 eV according to the
solution data of van Haare et al.,74 2.85 eV at wB97XD, 2.67 with
CAM-B3LYP, and 2.00 eV at B3P86�30%.
The electronic configurations of excited states of furan oligo-

mers are very similar to those described above for 2T and 6T.
The excitation energies are less underestimated with global
hybrids, and the errors with CAM-B3LYP and wB97XD are
smaller than for thiophene oligomers (Figure 17). Extrapolation
with second degree polynomial fits predicts the following εmax

values for polyfuran: exptl,45 2.53 eV; CAM-B3LYP, 2.55 eV; and
wB97XD, 2.65 eV. LC-BLYP overestimates first excitation en-
ergies of neutral oligomers by 0.75 eV and extrapolates to 3.22 eV.
BLYP and B3LYP predict polymer values of 0.92 and 1.67 eV.
Excitation Energies of Cations.The 2T cation was produced

in a matrix at 77 K. It has a strong and a very weak absorption in
the UV spectrum.78 2T+ and 3T+ cannot be produced in solution.
3T seems to dimerize upon oxidation as the recorded absorption
spectrum is identical to that of 6T+.70 Starting with 4T, cations
were observed in solution.74,79 Upon oxidation of 4T to 9T,74,79

the absorption of the neutral form disappears, and the two new
features appear at lower energy. Both bands decrease in energy
with increasing chain length. For 12T, the absorption of the

neutral form decreases to half its original intensity upon oxida-
tion, while two new features appear.74

Theoretical analysis of the 2T cation spectrum shows that there
are four low energy bands, two of them with negligible oscillator
strengths.13,78 Double excitations contribute between 4 and 7% in
the ground and excited states.80 Because the lowest energy
transition of 2T is not dominated by the 2�1 transition, 2T is
not representative for longer oligothiophenes. For 3T to 9T, global
hybrid functionals predict two bands for cations, in agreement with
experimental results.13 The lower energy transition of oxidized
thiophene oligomers is due to an electronic transition from
HOMO to SOMO(2�1 transition) with a CI coefficient between
0.73 and 0.94. The smaller coefficients are caused by deexcitations,
and there is no correlation between CI coefficients and HF
exchange. The second excited state is dominated by a transition
from SOMO to LUMO (1�10 transition) with a CI coefficient
between 0.66 and 0.88. Again, the size of the CI coefficients
appears to be random with respect to the functionals, and density
functionals that predict small CI coefficients for the 1�2 transition
may predict large ones for the 1�10 transition.With all functionals,
there are small contributions of the 1�10 transition to the 1�2
state and vice versa. Between 8T and 12T, the 1�2 and 1�10
transitions do not mix anymore, but the 1�10 transition starts to
interact with 2�20 and 3�10 electronic configurations and splits
into two peaks.13 In agreement with experimental results, the third
band of 12T+ occurs at the same position as the absorption of
neutral 12T at the same level of theory.
Excitation energies of 6T and 6T+ are summarized in Table 2.

Pure DFT and global hybrids produce ÆS2æ values that are close to
the correct value of 0.75 for the ground state of 6T+. HF predicts
a value of 3.02, and long-range corrected functionals predict
values between 0.85 and 1.0. Normally, a deviation of 10% is
considered to be acceptable. CAM-B3LYP and wB97XD with
values of 0.85 and 0.86 are therefore borderline. Values of around
1 were shown to produce useless spectra for polyene cations.12

ÆS2æ values of the first excited state are only slightly above those of
the ground state, but spin contamination of the second excited
state is problematic. Only pure DFT is adequate in terms of ÆS2æ
for the second excited state; global hybrids are borderline.
Overall, there is a pretty good correlation between ÆS2æ values
and excitation energies, with larger spin contamination leading to
higher excitation energy.

Figure 16. First excitation energies of neutral thiophene oligomers with
different density functionals compared to experimental results.71,72,74

Figure 17. First excitation energies of neutral furan oligomers with
different density functionals compared to experimental results.45

Figure 18. Errors and first and second excitation energies of 6T+.



2576 dx.doi.org/10.1021/ct2003447 |J. Chem. Theory Comput. 2011, 7, 2568–2583

Journal of Chemical Theory and Computation ARTICLE

Figure 18 shows errors in excitation energies compared to
experimental values. The best agreement with experimental
results is achieved with BLYP. OLYP and TPSSTPSS are also
quite accurate. The more HF-exchange is used, the more the
results deviate from experimental results. Long-range corrected
functionals perform worse than global hybrids. Among the long-
range corrected functionals, CAM-B3LYP is the best, followed by
wB97XD. This is in line with the spin contamination. With all
functionals, the error in the second excitation energy is larger
than in the first.
The influence of HF exchange on cation spectra of 12T+ is

summarized in Table 3 and illustrated in Figure 19. For these
calculations, the smaller 6-31G* basis set was used. (For 6T+, the
differences in results with 6-311G* and 6-31G* basis sets are
about 0.1 eV.) Spin contamination does not increase from 6T+ to
12T+ for the ground state (GS) and first excited states. For
excited states 2 and 3, only pure DFT produces acceptable ÆS2æ
values.
The effect of HF exchange is spreading the peaks over a wider

range and splitting them into several contributions. Oscillator
strengths of the first peak increase while the oscillator strengths
of the higher energy peaks decrease with increasingHF exchange.
The vertical lines in Figure 19 at the experimental peak positions
show that BLYP underestimates the peak separations and that
LC-BLYP overestimates them. The agreement of peak positions
with experimental results is best with CAM-B3LYP and
B3P86�30%, which seems to produce oscillator strengths that
match the experimental peak heights better. The performance of
pure DFT is not as good as for 6T+. The close lying peaks are
most likely a result of the too close lying orbital energies with
pure DFT.
Orbital Energies. With the exact exchange-correlation func-

tional, �εHOMO should match IPΔSCF. The BNL functional
produces orbital energies that fulfill this requirement,20 but the
BNL functional suffers from incorrect chain length dependence
of IPΔSCF for extended π systems. Because γ is tuned to equalize
�εHOMO with IPΔSCF, �εHOMO gets too small as well. It is not
possible to find a value for γ that simultaneously produces a
correct IPΔSCF and a match between IPΔSCF and �εHOMO for
long oligomers.20,81 LC functionals with fixed γ were also shown
to improve orbital energies of small molecules because they
achieve cancellation of the Coulomb self-repulsion through the
exchange self-interaction term,82 as it is known from HF theory.
Differences between �εHOMO and experimental IPs are

plotted in Figure 20, differences between �εHOMO and IPΔSCF

in Figure 21. Figure 20 reveals that all pure DFT and global
hybrid functionals grossly underestimate �εHOMO IPs. Range-
separated functionals lower the orbital energies, and most of
them overestimate IPs. Excellent agreement with experimental
results is achieved with HF and the wB97 series, wB97XD
producing an almost perfect match. Results with CAM-B3LYP
and BNL are acceptable.
Figure 21 shows whether �εHOMO IPs are consistent with

IPΔSCF’s at a given level of theory, i.e., whether a theoretical level
leads to internally consistent results without reference to experi-
mental results. BNL is internally consistent by definition. HF,
which yields very good �εHOMO IPs, is internally inconsistent
because the IPΔSCF’s are too low. Long-range corrected func-
tionals suffer from overcorrection of the orbital energies and
predict larger �εHOMO IPs than IPΔSCF’s. The best results in
terms of accuracy compared to experimental results, internal
consistency, and chain length dependence are achieved with
wB97XD. CAM-B3LYP is acceptable.
The proof that �εHOMO is equal to the first IP with the

unknown exact exchange-correlation functional cannot be easily
extended to other orbital energies.83,84 Therefore, controversy
exists about lower lying orbitals and about unoccupied orbitals.
The energies of the relevant states can be calculated by adding
excitation energies of cations that create holes in the appropriate
orbitals to IPΔSCF. The idea to model photoelectron spectra in
this way is described in refs 14 and 20.
Figure 22 compares higher ionic states with negative energies

of lower lying orbitals for 1T at the wB97XD/6-311G* level. In
the valence region, there is a one to one correspondence between
negative orbital energies and the corresponding states. The states
arise from electronic transitions of β electrons from lower lying
orbitals into the SOMO. The contributions (CI coefficients) of
these transitions are above 0.98 in the energy range from the first
IP down to 15 eV. This means that these states are single-
configurational and that the ionization is a single electron
process. States with higher ionization energies than 16 eV are
multiconfigurational. Plotted in Figure 22 are all states that have a
contribution from an electron configuration that has a hole in one
of the β orbitals. The lengths of the peaks are the squared CI
coefficients of these electronic configurations. It can be seen that
the states with holes in β orbitals cluster around the negative
energy of the corresponding orbitals. For the whole energy range
from 8 to 28 eV, there is an excellent correspondence between
states and orbital energies. Figure 23 shows that thematch is even
better with the BNL functional.

Table 3. Ground state and Excited State ÆS2æ Values and Excited State Energies and Oscillator Strengths in the Absorption
Spectrum of 12T+ with Different Density Functionals

state 0 1 2 3

exptl74 0.62 1.45 2.68

ÆS2æ E f ÆS2æ E f ÆS2æ E f ÆS2æ

BLYP 0.75 0.48 1.02 0.75 1.11 1.70 0.83 1.58 1.60 1.06 0.61 0.81 0.86

B3LYP 0.77 0.48 1.53 0.76 1.35 1.57 1.44 1.96 2.22 1.06 0.74 1.94 0.96

B3P86�30% 0.78 0.42 1.59 1.67 0.81 2.50 2.52 0.48 1.68

CAM-B3LYP 0.89 0.55 2.06 0.87 1.53 1.80 1.25 0.58 1.54 1.77 2.87 3.23 0.74 0.57 1.26 0.96

LC-BLYP 1.10 0.90 2.29 1.20 1.55 1.90 0.48 0.75 2.68 1.79 3.41 3.50 3.83 0.83 0.32 0.29 1.32 1.43 1.38

wB97XD 0.90 0.62 1.98 0.90 1.60 1.75 0.71 1.23 2.27 1.17 2.99 3.04 3.70 0.66 0.39 0.46 1.03 1.01 0.94

LC-wPBE 1.09 0.84 2.27 1.18 1.51 1.87 0.43 0.81 2.70 1.81 3.30 3.40 3.70 0.58 0.58 0.29 1.34 1.32 1.39
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Figure 24 compares the wB97XD/6-311G* orbital energies
with experimental peak positions. The excellent match of negative
orbital energies with photoelectron peaks (PE) shows that the
wB97XD functional is capable (like BNL) of predicting reliable
orbital energies for small systems without any adjustments.
What is left to show is that the results are not deteriorating

with increasing chain lengths, a problem that cannot be solved
with BNL. Figure 25 compares negative orbital energies and
states to PE peaks of 4T. The resolution of the experimental 4T
spectrum is much less than that of 1T, but the overall agreement
between peak position and negative orbital energies holds over
the whole range of available PE peaks.
The only thiophene oligomer for which experimental EAs

seem to exist is 2T. 2T has a positive EA of 0.049 ( 0.005 eV

according to photoelectron spectroscopy (PES) of the anion.86

Since the electron is removed from a stable anion, the EA from
the PES experiment is adiabatic. Electron transmission spectros-
copy (ETS) produces an attachment energy at 0.2 eV.68 Attach-
ment energies are approximate negative vertical EAs.68 Thus,
2T� at the geometry of the neutral form is unbound according
to ETS.
To evaluate the contribution of the zero point energy (ZPE),

frequency calculations were carried out on 2T and 2T� at the
wB97XD/6-311+G* level. The ZPE correction for the EA of 2T is

Figure 19. Spectra of 12T+ with different density functionals and the
6-31G* basis set. Experimental peak positions are shown as black
vertical lines.

Figure 20. Difference between negative HOMO energies and experi-
mental IPs of 2T and 6T.

Figure 22. Ground and excited states of 1T+ (blue lines) compared to
negative orbital energies (green lines) at wB97XD/6-311G*.

Figure 21. Difference between negative HOMO energies and ΔSCF
IPs of 2T and 6T with different density functionals.
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0.135 eV. As this value is larger than the experimental adiabatic EA,
2T� is unbound in its equilibrium structure before ZPE correction.
Orbital energies of neutral species correspond to vertical EAs, and
a negative EA of 2T indicates that LUMO energy, if correct, must
be positive. There seem to be no PES experiments on longer
oligomers, and ETS data of longer oligomers do not simply
correlate with orbital energies from semiempirical calculations.68

Therefore, only the vertical EA of 2T is compared with experi-
mental values, and 6T is checked for internal consistency.
Because vertical and adiabatic EAs of 2T are negative before

ZPE correction, the electron would simply be removed from the

2T molecule with an infinite basis set. With finite basis sets, the
electron is forced to stay on the anion, and an attempt can be
made to estimate the energy difference between 2T and 2T�. At
the CCSD/aug-CCPVTZ level of theory, the vertical EA of 2T is
�0.428 eV with ZPE correction, which is reasonably close to the
ETS result of �0.2 eV. We were unable to include approximate
triples with the aug-CCPVTZ basis set, but with the 6-311G*
basis set, approximate triples contribute only 0.019 eV. Density
functional theory with the exception of LSDA predicts negative
EAs as well. The values of the vertical EAs including the ZPE are
LSDA, 0.476 eV; BLYP, �0.224 eV; B3LYP,�0.203 eV; CAM-
BLYP,�0.367 eV; LC-BLYP,�0.482 eV; wB97XD,�0.444 eV
with the 6-311G* basis set. Inclusion of diffuse functions with
6-311+G* and aug-CCPVTZ basis sets increases the EA by
0.2�0.3 eV.
Figure 26 shows the difference between vertical ΔSCF EAs

and LUMO energies of 2T and 6T with six different density
functionals. All levels of theory predict 6T� to be stable. LSDA
and BLYP have LUMOorbitals that are lying too low and predict
therefore EAs that are significantly larger than the ΔSCF EAs.
With global hybrids, i.e., B3LYP, the LUMO is pushed up and the
difference between negative LUMO energies and EAs decreases.
Long-range correction fixes this problem to a large extent, but the
agreement differs from functional to functional. CAM-B3LYP
does not correct enough, and LC-BLYP overcorrects. The
differences between orbital energies and EAs are larger for 2T
than for 6T. wB97XD leads to a near perfect match for 2T and 6T
between negative LUMO energy and EA. These findings are very
similar to those for IPs.

’DISCUSSION

Performance of Range-Separated Functionals. Taking all
results together and setting the maximal allowable error for any
property of any system to 0.5 eV, only the wB97XD functional
emerges as sufficient. The largest errors with wB97XD are for
excited states of cations. Second best is the performance of CAM-
B3LYP, which is superior in excitation energies of cations but
exceeds errors of 0.5 eV for orbital energies. M06 and TPSSTPSS
do not have any obvious advantages for conjugatedπ systems. All
range-separated functionals are capable of correcting the incor-
rect chain length dependence of IPs, Eg’s, and orbital energies
that make problems with pure DFT and global hybrids. Here,
CAM-B3LYP, which contains only 65% long-range HF exchange
and has therefore an incorrect long-range limit, tends to be

Figure 23. Ground and excited states of 1T+ (blue lines) compared to
negative orbital energies (green lines) at BNL/6-311G*.

Figure 24. Negative orbital energies (blue lines) at wB97XD/6-311G*
and experimental85 PE peaks (red lines) of 1T.

Figure 25. Negative orbital energies (blue lines), states (green lines) at
wB97XD/6-311G* and experimental85 PE peaks (red lines) of 4T.

Figure 26. Difference between negative LUMO energies and ΔSCF
EAs of 2T and 6T with different density functionals.
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slightly inferior. Bond length data, IPs and Eg’s show, however,
that the LC correction tends to overcorrect and approaches HF
results too closely. Therefore, BLA and nonplanarity are some-
what overestimated, and defect sizes may be underestimated with
the LC functionals which have no short-range HF exchange and
as a result an earlier onset of 100%HF-exchange (larger γ). Thus,
range-separated functionals that include a small amount of short-
range HF exchange perform decidedly better for conjugated π
systems than those without.
A comparison of thiophene and furan oligomers indicates that

there are differences between systems. Properties of furan
oligomers require more HF exchange and are better predicted
with LC functionals than those of thiophenes, although a
tendency to overshoot is also predicted here. For furans,
CAM-B3LYP might not be enough, and wB97XD appears to
be a good compromise. The larger error for the thiophene
compared to furan oligomers with LC functionals might be
due in part to the overestimated nonplanarity.
Caution has to be applied when cations or anions are to be

investigated. Range-separated hybrid functionals are more likely
to produce spin-contaminated wave functions than global hy-
brids. This causes inaccuracies in the higher energy peaks in
spectra of doped species. Here, LC functionals overshoot clearly
and CAM-B3LYP and wB97XD are more suitable. In particular,
because of the excellent match between its negative orbital
energies and states, wB97XD is the best choice overall.
The difference between the LC-corrected GGA functionals

and CAM-B3LYP, wB97X, and wB97XD is that the latter contain
short-range HF-exchange and a larger short range (smaller γ)
than the LC functionals. In this respect, the wB97 functional
resembles the LC functionals, but it produces generally smaller
errors than any of them. Therefore, the superior performance of
wB97X and wB97XD seems to be due to a suitable parametriza-
tion of the basic functional plus a proper amount of short-range
HF exchange in combination with an adequate size of the short
range. It is especially encouraging that the functional performs
extremely well on properties like excitation energies and orbital
energies, which were not included in the training set for the
parametrization.
Defect Sizes and Shapes. With range-separated hybrid

functionals, singly charged defects shrink and converge to a size
of about 9 or 10 rings or 36�40 carbon atoms for polyenes,
thiophenes, and furans. As mentioned above, defect sizes
approach those at the HF level (30 atoms) and are probably
underestimated. In dications, two clearly separated defects at the
chain ends form that extend also over about 9� or 10 rings. The
chain segment between the two defects is completely undis-
torted. Range-separated hybrid functionals were shown to cor-
rect the error of pure DFT and global hybrids with the wrong
dissociation limit of symmetrical radical cations.49 Therefore, a
crucial error of DFT is eliminated. This error might have
influenced results with global hybrids regarding the nonexistence
of bound bipolarons. The pronounced separation of two positive
charges into two defects located at the ends of the chains
confirms therefore that there is no bipolaron binding energy in
conducting organic polymers.
Orbital Energies, Transport Gap, and Optical Band Gap. In

principle, there are three band gaps: Eg, which is the first peak in
the UV spectrum (either the onset of absorption or εmax); the
electrochemical band gap Eel, which is the difference between
oxidation and reduction potential; and Et, which is the difference
between IP and EA. Although the three band gaps are obviously

correlated, the exact relationship between them is rather
complicated.87,88 In experiments on thin films, Eg and Eel are
often quite close, differing by several tenths of an electronvolt.
From a conceptual point of view, Eel and Et might be expected to
be closest because both correspond to the difference between
independent electron removal and electron attachment energies,
while electron and hole are not completely separated in the UV
experiment. The relationship between Et and Eg has been
investigated with PES, inverse PES (IPES), and UV spectroscopy
of thin films.88 The directly measured difference between IP and
EA of 6T is 4.2 eV. Eg is 3.0 eV. After applying a range of
corrections for polarization, relaxation, peak centers, difference
between surface and bulk, and so on, the difference between Et
and Eg was estimated to be 0.4 eV.88

In gas-phase calculations with global hybrid functionals, there
is a relatively closematch of Eg and EH�L.

18,28,30 Because accurate
negative orbital energies formally match IPs and EAs, EH�L

should match Et rather than Eg.
87,88 Given the small experimental

difference between the two and the considerable uncertainty in
the DFT orbital energies, the agreement was usually found to be
sufficient. Having now reliable orbital energies at the wB97XD
level allows us to address this issue more thoroughly. Vertical and
adiabatic IPs and EAs of 6T are collected in Table 4. The Et of 6T

Table 4. IPs, EAs, and Energy Gaps of Isolated 6T and a
Cluster of Five 6T Chains in eV with the wB97XD Functional

property 6T 5 � 6T diff solid�gas

6-311G* 6-31G* 6-31G* pl 6-31G* 6-31G*

IPΔSCF(vert) 6.85 6.61 6.44 5.73 �0.88

�εHOMO 7.04 6.80 6.64 6.01 �0.79

IPΔSCF(ad) 6.44 6.23 6.19 5.24 �0.99

EAΔSCF(vert) 0.61 0.51 0.80 0.92 0.41

�εLUMO 0.41 0.31 0.50 0.60 0.29

EAΔSCF(ad) 1.03 0.88 0.94 1.37 0.49

Et(vert) 6.24 6.10 5.64 4.81 �1.29

EH�L 6.63 6.49 6.14 5.41 �1.08

Et(ad) 5.41 5.35 5.25 3.87 �1.48

Eg 3.41 3.30 3.03 3.55 0.25

Figure 27. Five molecules of 6T stacked parallel; neutral form opti-
mized at wB97XD/6-31G*.
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in the gas phase amounts to 6.24 eV. This is matched fairly well
by the HOMO�LUMO gap (EH�L) of 6.63 eV. Eg calculated
with TDwB97XD/6-311G* is 3.41 eV. Thus, the difference
between Et and Eg is 2.83 eV for 6T in the gas phase. For
comparison, B3LYP yields Et = 6.18 eV� 1.23 eV = 4.95 eV. This
value is too small because of the incorrect chain length

dependence of IPΔSCF and EAΔSCF. EH�L = 5.12 eV � 2.27
eV = 2.85 eV, which is even smaller because of the incorrect
orbital energies with global hybrids. Eg = 2.56 eV, which is
underestimated (by 0.36 eV) because of incorrect chain length
dependence. The good match between EH�L and Eg at B3LYP is
thus a coincidence.

Figure 28. Molecular orbitals of a π-stacked cluster of five 6T molecules.
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Because the wB97XD gas phase values were shown to be reliable
throughout this paper, the large discrepancy between the theore-
tical (2.83 eV) and experimental (0.4 eV) differences between Et
and Eg can only be caused by solid state effects. In order to
investigate the influence of neighboring chains, we optimized a
cluster of five 6T chains (Figure 27) in neutral, positively, and
negatively charged states at the wB97XD/6-31G* level and calcu-
lated IPs and EAs. The results are included in Table 4. Although a
small π-stacked cluster is a very crude model for a herringbone
structured crystal of 6T, we believe that the model catches the
essentials at least qualitatively. Since wB97XD includes dispersion,
the geometry optimization yielded a reasonable distance between
the chains of 4.5 Å. The spacing between chains in the cation is
3.4 Å; in the anion it is 3.6 Å. In agreement with the experimental
crystal structures of 6T and 8T, the inner 6T is planar.
Vertical IP, adiabatic IP, and �εHOMO decrease from the gas

phase to cluster by between 0.8 and 1.0 eV. The electron affinitiy
increases by 0.3�0.5 eV. Thus, the transport gap is reduced by
1.1�1.5 eV in the cluster. About 0.5 eV of that is due to
planarization. The first excitation energy of the cluster is 0.25 eV
higher than that of 6T. Theory therefore predicts that the
difference between Et(vert) and Eg shrinks to 1.26 eV in the
cluster. For comparison with experimental results, we need to
consider furthermore that the solid state IPs and EAs are
adiabatic.88 For the cluster, we should therefore compare Et(ad)
to Eg. This difference is 0.32 eV, in very good agreement with the
experimental value of 0.4 eV.88 EH�L, albeit 1.08 eV smaller in the
cluster than in the gas phase, overestimatesEg of the cluster by 1.86 eV
mainly because it approximates Et(vert) rather than Et(ad).
The opposite effect of neighboring chains on Et and Eg is

caused on the one hand by the fact that HOMO and LUMO
delocalize to some extent over the whole structure (Figure 28),
which lowers the IP and increases the EA. On the other hand, Eg
increases because the HOMO�LUMO transition is symmetry-
forbidden in the cluster. The lowest allowed state involves
transitions between higher and lower lying orbitals, namely,
6�10, 5�20, 3�30, 2�50, and 1�60. The spectra of 6T and the
cluster are shown in Figure 29. Both spectra have one main
feature at similar energies, but the cluster peak has a much larger
oscillator strength. These findings rationalize the puzzling ob-
servation that there is a large solid state polarization energy for
IPs of organic solids (∼1.8 eV)89 but very little difference
between UV absorption energies of organic molecules in the
gas phase, in solution, and in the solid state. Our results
furthermore predict that the solid state polarization energy is
larger for IPs than for EAs, in contrast to earlier assumptions.88

’CONCLUSIONS

Range-separated functionals solve the DFT problem of in-
correct chain length dependence of IPs, excitation energies, and

orbital energies of conjugated systems. Using 100% of long-range
HF exchange can overcorrect, however, as is obvious from the
results on BLA, twist angles, and orbital energies. Of all range-
separated functionals tested, wB97X, wB97XD, and CAM-
B3LYP show the best overall performance, especially when
excited states of cations are included. The reason seems to be
that these functionals include short-range HF exchange and have
a larger short range. This pushes the onset of 100% HF exchange
further out and leads to less overshooting.

Because range-separated hybrid functionals correct the erro-
neous dissociation of symmetrical radical cations, a major error of
approximate DFT that might have had an impact on the nature of
the charge carriers in conducting polymers has been removed.
The fact that range-separated functionals not only confirm but
enhance the splitting of two charges on one chain into two
separated defects provides further support to our earlier claim13

that there are no bound bipolarons in conducting polymers.
Among all functionals, wB97XD appears most promising for

calculations on conducting polymers. In particular, the excellent
match of negative orbital energies (with binding energies of up to
30 eV) and IPs and EAs makes it useful for band structure
calculations. Only the higher excited states of charged systems
are somewhat problematic.

The good accuracy of wB97XD orbital energies allows assess-
ment of the relationship between EH�L, Eg, and Et in the gas
phase and in a cluster as a model for the solid state. EH�L

approximates Et(vert) with errors of 0.4 and 0.6 eV in the gas
phase and in the cluster, respectively. Et(vert) exceeds Eg by
2.8 eV in the gas phase and by 1.26 eV in the cluster. As IPs and
EAs of thin films are adiabatic, for the cluster, Eg has to be
compared to Et(ad), and the difference is only 0.32 eV. None-
theless, even if Eg is dominated by a HOMO�LUMO transition,
which may or may not be the case, it is not equal to EH�L.
Therefore, correct orbital energy differences do not predict
optical band gaps, and the “success” of DFT orbital energies
with global hybrids to do so is a result of error cancellation
between incorrect orbital energies, wrong chain length depen-
dence, and the neglect of solid state polarization effects.
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