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1. Introduction

In this article we investigate certain trade-offs in the repre-
sentation of random fields. We consider the representation of a
finite-energy non-stationary random field with a finite number of
samples. We study the optimum sampling rates and the trade-offs
between the number of samples and the representation error.

We may summarize our general framework as follows: We con-
sider equidistant sampling of non-stationary signals with finite
energy. We are allowed to take only a finite number of samples.
We investigate the optimal representation of the field with these
finite number of samples under the mean-square error criterion.
We seek the optimal sampling interval for a given number of sam-
ples. We deal with questions such as “At least how many samples
should we take to achieve a given level of error?”, “What is the
minimum error that can be achieved with a given number of sam-
ples?”, and “How sensitive is the error to the sampling interval?”.
We are not able to offer complete analytical solutions to these
problems, but we design sampling schemes that provide insight
into the answers of such questions.

An important aspect of our formulation is the restriction of the
total number of samples to be finite. Although several aspects of
the sampling of random fields are well understood (mostly for sta-
tionary fields and also for non-stationary fields), most studies deal
with the case where the number of samples per unit time is finite
(and the total number of samples are infinite).
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We now review a number of representative works related to
sampling of a random signal. A fundamental result in this area
states that the Shannon-Nyquist sampling theorem, which is gen-
erally given for deterministic signals, can be generalized to wide-
sense stationary (WSS) signals: A band-limited WSS signal can be
reconstructed in the mean-square sense from its equally-spaced
samples taken at the Nyquist rate [1]. In [2] a generalization of this
result is provided for multiband signals. Generalizations of this re-
sult where the samples differ from ordinary Nyquist samples have
also been considered: [3,4] offer various conditions under which
error-free recovery is possible. [5,6] show how much each sample
point may be shifted before error-free recovery is no longer pos-
sible. A formal treatment of this subject in a general framework
may be found in [6]. Methods for spectral analysis of nonuniformly
sampled data are reviewed in [7]. In [8], the truncation error as-
sociated with the sampling expansion is studied. An average sam-
pling theorem for band-limited random signals is presented in [9].
[10] further generalizes the Shannon-Nyquist sampling theorem to
non-stationary random fields; [11] clarifies the conditions in [10].
[12,13] consider sampling of varying classes of non-stationary sig-
nals using Loéve bifrequency spectrum. [14] reviews results related
to cyclostationarity in both deterministic and random frameworks.
Recovery of random signals from observations of a noisy or fil-
tered version of the unknown signal is also considered; such as
[15] which focuses on interpolation of the input signal from sam-
ples of the output, and [16] which focuses on a noisy measurement
scenario with a total bit constraint.

Another important aspect of our framework is the non-station-
ary signal model. A broad class of physical signals may be bet-
ter represented with non-stationary models rather than station-
ary models, which has resulted in increasing interest in these
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models [17]. Although some aspects of the sampling of non-
stationary fields are understood, such as the sampling theorem
of [10], our understanding of non-stationary fields falls short of
our understanding of stationary fields. Our purpose is to contribute
to a better understanding of the trade-offs in the representation of
non-stationary random fields.

In Section 2, we present the mathematical model of the prob-
lem considered in this article. The signal model we use in our
experiments, Gaussian-Schell model, is discussed in Section 3. In
Section 4 we present the numerical experiments. We conclude in
Section 5.

2. Problem formulation

In the specific measurement scenario under consideration in
this paper, a signal corrupted by noise is sampled to provide a
representation of the signal with finite number of samples. More
precisely, the sampled signal is of the form

gx) = f(x) +n(x), (1)

where x € R, f:R — C is the unknown proper Gaussian ran-
dom field (random process), n:R — C is the proper Gaussian
random field denoting the inherent noise, and g:R — C is the
proper Gaussian random field to be sampled in order to estimate
f(x). We assume that f(x) and n(x) are statistically independent
zero-mean random fields. We consider all signals and estimators
in the bounded region —oco < x; < x < xy < oco. Let D =[x, xy]
and D? = [x;,xy] x [x,,xn]. Let Ky(x1,X2) = E[f(x1)f*(x2)],
and Kp(x1,x2) = E[n(x1)n*(x2)] denote the covariance functions
of f(x) and n(x), respectively. Here * denotes complex conju-
gation. We assume that f(x) is a finite-energy random field,
ffooo Ky (x,x)dx < oo, and Kp(x,x), x € D is bounded.

M samples of g(x) are taken equidistantly with the sam-
pling interval A at x =§,...,&y € R, with A =&, — §;,
i=1,...,M —1. Hence we have g; € C observed according to the
model g; = g(§;), for i =1, ..., M. By putting the sampled values
in vector form, we obtain g =[g(&;),..., g 1" Let Kg = E[gg'
be the covariance matrix of g, ¥ denotes the conjugate transpose.

We note that contrary to standard textbook formulations of
sampling, here the unknown signal is not modeled as a deter-
ministic function. Rather, we consider a stochastic framework, and
would like to estimate the signal f(x),x € D, which is interpreted
as a realization of a random field. Hence for each x, f(x) is a
random variable whose probability distribution function depends
on x. Thus, for a given &, each sample g(£) is also a random vari-
able. Therefore, for a given set of sampling locations &;,..., &y,
the problem of recovering f(x),x € D is an estimation problem,
where given a vector of random variables g = [g(&,), ..., 21",
we would like to estimate f(x), for each x € D. An introduction to
these types of stochastic estimation formulations can be found in
[18, Ch. 5].

The vector g provides a representation of the random field
f(x). We do not have access to the true field f(x) but we can
find f(x | ), the minimum mean-square error (MMSE) estimate of
f(x) given g. For a given maximum allowed number of sampling
points My, our objective is to choose the location of the samples
(&1,.... &y € R, M < Mp), so that the MMSE between f(x) and
f(x | g) is minimum. This problem can be stated as one of deter-
mining

e(Mp) = gﬁxr(}E[/ |fx0) - Fx| g)!zdx}, 2)
D

subject to M < Mj. Here the samples are taken around the mid-
point xo = 0.5(&; + &,,), which along with A we allow to be op-

timally chosen. We now discuss certain features of Eq. (2). Further
discussion will be given in Section 4.

Noting that the observed values are in vector form, the linear
estimator for (2) can be written as [18, Ch. 6]

M
Fixl®) =) hjxg; (3)
j=1
=hXxg (4)
where the function h(x) =[h1(x), ..., hy(x)] satisfies the equation
Kyg(x) =h(x)Kg, (5)

where Kpg(0) = E[f(0g'] = [ELf(0g],.... ELf (gl is the
cross covariance between the input field f(x) and the measure-
ment vector g. To determine the optimal linear estimator, one
should solve (5) for h(x).

The error can be written more explicitly as

E[/\f(x)—f<x|g>|2dx]
D

=E[/ |f(x)—h<x>g)|2dx] (6)
D

— / E[|f®) —h@g)|*]dx 7)
D

= / (K (x,%) — 2Ksg(0hx) ' +hx)Kgh(x)") dx (8)
D

= / (K (x,%) — Kpg(0h(x0)T) dx. (9)
D

Before leaving this section, we would like to discuss a few as-
pects of our formulation. We note that we do not assume that the
fields are stationary and our formulation covers the general case
including non-stationary fields. The covariance function of a sta-
tionary field depends only on the distance between two points.
Here, however, such assumptions regarding the covariance func-
tion are not made; hence our formulation covers the general case
including non-stationary fields. In sampling problems, a common
approach is to assume that the field is stationary and effectively
bandlimited, and use approaches based on the classical Nyquist
sampling theorem. In that approach, interpolation formulas involv-
ing sinc functions are traditionally used; that is, the interpolating
functions in Eq. (3) are assumed to be sinc functions, and the
whole formulation is based on this assumption. Here we do not
restrict ourselves to this case, and the estimators can be more gen-
eral.

We note that the assumption of Gaussian fields makes the
MMSE estimator and the error analytically tractable, which could
be nonlinear and difficult to obtain for an arbitrary probability
distribution. Nevertheless, even for an arbitrary distribution, the
best linear mean-square error estimator is the same as the MMSE
estimator for a Gaussian field when the mean and covariance func-
tions are the same. (The estimator is called linear if f(x|g) is a
linear function of g, and the best linear estimator is the one that
minimizes the mean-square error over all such estimators.) Hence
our formulation covers the case of non-Gaussian random fields as
well. We also note that classical truncated sinc interpolation, being
linear, is a special case of our formulation.

We now comment on the contribution to the error introduced
by estimating the signal only in a bounded region. For notational
convenience let f’(x | g) be denoted as f(x). Let us define ]‘D (x) as
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fD x) = ]‘(x) for x € D and fD (x) =0 for x ¢ D. Then, the error of
representing f(x) with fp(x) can be expressed as

E[ / |00 — fD(X)|2dX:|

—00

=E /If(X)—fn(X)lzderf|f(X)—fD(X)}2dX] (10)
x¢D xeD

—E /|f(x)]2dx+/|f(x)—fD(x)]2dx} (11)
x¢D xeD

—F /|f(x)|2dx]+5[/ |f(x)—}D(x)|2dx] (12)
x¢D xeD

= / Ky (x,x)dx + &(Mp). (13)

x¢D

Hence (13) states the following fact: The total error in represent-
ing the signal with f‘(x) in x € D without trying to estimate signal
outside the region D, can be expressed as the sum of two terms:
(1) a term denoting the total energy of the signal outside the inter-
val D, (2) a term denoting the estimation error for the signal in the
interval D. Since we have ffooo K (x,x)dx < oo, the first term can
be made sufficiently small by taking a bounded but large enough
region D so that €(Mj) becomes a good measure of representation
performance over the entire line.

3. Gaussian-Schell model

Although the independent variable of the unknown signal in
our problem may be time or some other variable, in this pa-
per we choose our examples from optics, where the independent
variable is often space. In our experiments we use a parametric
non-stationary signal model known as the Gaussian-Schell model
(GSM). This model is widely used in the study of random optical
fields [19-21]. GSM beams have been investigated with emphasis
on different aspects such as their coherent mode decomposition
[22,19], or their imaging and propagation properties [21,23-26].
Our results will shed some light on sampling trade-offs in the rep-
resentation of these fields.

A Schell model source is characterized by the covariance func-
tion

K(x1,%2) = 1(x1)*°1(x2) v (1 — x2), (14)

where I(x) is called the intensity function and v(x; — x») is called
the complex degree of spatial coherence in the optics literature.
For a Gaussian-Schell model, both of these functions are Gaussian
shaped

2

I(x):Afexp<—2);—2) (15)
i

(% —X2)2>

16
797 (16)

V(X1 —X2) = exp<
where Ay > 0 is an amplitude coefficient and o7 > 0 and o, >0
determine the width of the intensity profile and the width of the
complex degree of spatial coherence, respectively. Hence the co-
variance function of a Gaussian-Schell model source takes the form

2,2 2

X5+ x (X1 —x2)
Kfr(x1,%)=A exp(— 1 2>exp(—7>. (17)
/ ! 40} 202

We note that as a result of the Gaussian shaped intensity profile;
as we move away from the x = 0, the variances of the random

variables decay according to a Gaussian function. We also note
that v(x; — xy) is simply the correlation coefficient function which

Kf(x1,x2)
may be defined as v(x; —x2) = pf(x1 — X2) = m

Hence, as a result of the Gaussian shaped complex degree of spa-
tial coherence function, the correlation coefficient between two
points decays according to a Gaussian function as the distance be-
tween these two points increases.

Ky (x1,x2) may be represented in the form

Kp(x1,%2) = ) b (x1) s (x2) (18)

k=0

where Ay are the eigenvalues and ¢y (x) are the orthonormal eigen-
functions of the integral equation | K (X1, X2)@ (x1) dX1 = Ak (x2)
[22,19]. Here we assume that the eigenvalues are indexed in de-
creasing order as iAo = A1,..., Ak = Agt1,-.., kK € Z4. In signal
processing, this representation is known as the Karhunen-Loéve
expansion [27]. In statistical optics it is referred to as the coher-
ent mode decomposition, where every eigenfunction is considered
to correspond to one fully coherent (fully correlated) mode.

The eigenfunctions ¢ (x) for GSM sources are Hermite polyno-
mials, whose exact form may be found in [19]. Since the eigen-
value distribution will play a crucial role in our investigations we
will discuss them in detail. The ratio of the eigenvalue A, to the
lowest eigenvalue Aq is given by [19]

An 1 "

A_o_<ﬁ2+1+ﬂ[(ﬂ/2)2+1]°~5> (19)

where 8 is defined as

p=20 (20)
o

Here 8 may be considered as a measure of the number of sig-
nificant eigenvalues, hence the effective number of degrees of free-
dom (DOF) of the source. The effective DOF of a family of signals
may be defined as the effective number of uncorrelated random
variables needed to characterize a random signal from that fam-
ily. The concept of the number of degrees of freedom is central
to several works, such as [28-32]. It is known that the random
variables that provide the best characterization of the source un-
der the mean-square error criterion are the random variables with
variances given by the eigenvalues associated with the Karhunen-
Loéve expansion. Hence the spread of eigenvalues can be used
to define the DOF of the signals. One can say that the DOF is
lower when the eigenvalue distribution is more concentrated, and
that the DOF is higher when the eigenvalue distribution is more
uniformly spread. This definition may be made more precise by
defining the effective DOF D(§) as the smallest number satisfy-
ing Y7 | A > €0, where § € (0,1] and &9 = [°° Ky(x,x)dx =
Zk>0 Ak < 00.

Returning to the Gaussian-Schell model, we note that as 8 in-
creases, the eigenvalues decay faster according to (19), so that the
number of modes required to effectively represent the source de-
creases. Similarly, as 8 decreases, the eigenvalues decay slower,
and the number of modes required to effectively represent the
source increases.

Before leaving this section, we would like to make a few re-
marks about the existence of the expansion in (18) for the GSM
source. We note that, in general, sources defined on the infinite
line do not have expansions with discrete eigenvalue spectrum.
To obtain such an expansion, one usually considers the source on
a compact region (which in our case corresponds to a bounded
region). Then the existence of such a representation is guaran-
teed by Mercer's Theorem, see for example [33, Ch. 7]. In [19],
an expansion with discrete eigenvalue spectrum is investigated for
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Fig. 1. Correlation coefficient as a function of distance for different values of S.

the GSM source on the infinite line without discussing the ex-
istence of such a decomposition in detail. Nevertheless, we here
note that such an expansion is possible for the GSM source due
to [34, Thm. 1]. This result states that along with continuity, hav-
ing ffcoo Ky(x,x)dx < oo and Ky(x,x) — 0 as |x| — oo is sufficient
to ensure such a representation. We note that both of these condi-
tions are plausible in a physical context: the first one is equivalent
to the finite-energy assumption and the second one requires the
intensity of the field to vanish as |x| increases, properties one com-
monly expects from physically realizable fields. As can be seen
from (17), the covariance function of a GSM source satisfies these
properties. Hence an expansion with a discrete eigenvalue spec-
trum as in (18) is possible for GSM sources.

4. Experiments

We now investigate the trade-off between the error and the
number of samples, and the optimum sampling intervals associ-
ated with different sampling scenarios.

In our experiments, we choose to work with the equivalent pa-
rameters o; and B, instead of o; and o,,.. Under fixed B, this choice
has the advantage of allowing the results for a given o; value to
be found by using the results for another o; value, by appropri-
ately scaling the coordinate space. Hence in our experiments we
fix o =1 without loss of generality.

To obtain covariance functions corresponding to random fields
with varying DOF, we use different 8 values: 8 =1/16,1/4,1, 4.
As stated in Section 3, 0, = Bo; determines the width of the cor-
relation function, which is a Gaussian function. We present the
correlation function p(t) for these values of g in Fig. 1.

We choose the noise model similar to the signal model,
but with a flat intensity distribution: I,,(x) = A,, va(X1 — x2) =
exp(—(";#), where oy, = Br01, Bn = 1/32. We consider dif-

v.n

ferent noise levels parameterized according to the signal-to-noise
ratio, defined as the ratio of the peak signal and noise levels:
SNR, = ':—i. We consider the values SNR, =0.1, 1, 10, co to cover
a wide range of situations.

For simplicity in presentation, in our simulations we focus on
A and set the less interesting xg = 0. We choose the interval D
equal to [x;,xy] =[50}, +507]. With this choice of D, most of
the energy of the signal falls inside the interval and the error
arising from the fact that only signal values in the region D are
estimated is very small (< 10719), so that the first term in (13)
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Fig. 2. Error vs number of samples, g = 0.0625 (varying SNR ).

can be ignored. We discretize the x space to compute the er-
ror expressions involving integrals over x. To solve (5) for h(x),
we discretize (5) and approximate the solutions h;(x) as h;(x) =
Z?’:l hjisinc(x — ;) where hjj = h;j(x = j4}). Substitution of the
approximate solution h(x) = [h1(x), ..., hy(x)] into the right-hand
side of (5) gives an expression that, in general, is not exactly equal
to the left-hand side. We determine the parameters hj; by requir-
ing (5) to hold exactly at N selected points v;. Hence (5) becomes
a system of equations with N x M unknowns, ng = HKg, where

H(i, j) = hij, Ky = E{fg'}, and f=[f(v1),..., fOom)].

To find the optimum sampling intervals, we use a brute force
method, where for a given M, we calculate the error for varying
A, and choose the one providing the best error value. This simple
approach has the advantage of enabling us to investigate the effect
of A on the error, and hence the sensitivity of the performance to
choosing A different from the optimal values.

We report the error as a percentage defined as 100e(Mp)/€o
where &9 = [0 Kf(x,x)dx=Ag/27.

4.1. Trade-offs between the error and the number of samples

In the following experiments we will investigate the trade-off
between the MSE error €(Mp) and My, the number of measure-
ments we are allowed to make.

4.1.1. Variable noise level

We first investigate the effect of noise level on the trade-off
between &(Mjp) and Mj. Here SNR; takes the values SNR, =
[0.1,1,10, cc] and two different values of g =[1/16, 1] are con-
sidered. Figs. 2 and 3 correspond to 8 =1/16 (high effective DOF)
and B =1 (low effective DOF), respectively. As expected, the error
decreases with M} for both cases. We note that for both of cases,
&(Myp) is very sensitive to increases in M; for smaller M. Then it
becomes less responsive and eventually saturates. For each value of
My, the error decreases as SNR,, increases, and for higher Mj val-
ues approaches zero as SNR, — oo. We see that when the field has
low effective DOF (Fig. 3), we obtain much better trade-off curves
for all values of SNR,, than Fig. 2, which represents the relatively
high effective DOF case. For instance for SNR, = oo, for the high
DOF case an error of 20% is obtained when the number of sam-
ples is around 30, whereas for the field with low DOF a smaller
error value is achieved with only 5 samples. This point is further
investigated in the next section.
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4.1.2. Variable Effective DOF

We now investigate the effect of the DOF of the unknown field
on the trade-off between M, and &(Mp). Here § is varied over
B =1[1/16,1/4,1,4] and two different values of SNR, =[0.1, o]
are considered. Figs. 4 and 5 show the results for SNR, = oo and
SNR, = 0.1, respectively. Both of the plots show that for lower
values of g (corresponding to higher DOF), it is more difficult to
achieve low values of error within a given number of samples. But
as B increases, the total uncertainty in the field decreases, and it
becomes a lot easier to achieve lower values of error.

In Fig. 4, we observe that for all values of B, effectively zero
error is obtained as My is increased; the field can be represented
with effectively 0 error with a finite number of samples. This is
not surprising, since the effective DOFs of the signal sources under
consideration are finite.

Comparing the performances in Figs. 4 and 5 for low and high
values of the cost budget, we see that the effect of DOF is more
pronounced for different SNR, values for different regions of Mj:
for low Mj values, the effect of DOF is more strong in the high
SNR; case; for high My values, the effect of DOF is more strong
in the low SNR, case. For low M, values, for the high SNR, case
there is a drastic performance difference between different values
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Fig. 5. Error vs number of samples, SNR, = 0.1 (varying B).

of DOF; for the lower DOF values it is possible to obtain very low
values of error (= 0), a far better performance compared to the
higher DOF case. As M} increases, the difference in performance
for different values of DOF decreases, and effectively zero error is
obtained for all values of DOF. For high M} values, the effect of
DOF is more pronounced in the low SNR, case: the error curves
for fields with different DOFs saturate at different values. When
the noise level is high, it is not possible to wash out the effect of
system noise by taking more samples if the fields have high DOF,
hence the curves saturate at relatively high error values. On the
other hand, the effect of noise can be canceled out if the field has
relatively low DOF, hence these curves saturate at relatively low
values.

4.2. Trade-offs and the optimum sampling interval

In this section we will investigate the relationship between the
optimum sampling interval A and the problem parameters M, 8,
SNRp.

In general, the optimum policy under a given number of sam-
ples can be informally interpreted in the light of two driving
forces. The first one is to collect as many effectively uncorrelated
samples as possible, so that every sample we have will provide
as much new information as possible about the field. The other
one is to avoid samples with low variances, since a sample with
a low variance is worse than a sample that has higher variance
and has the same correlation coefficient with the field values at
other points (so that the amount of uncertainty reduction for the
other field values due to observation of this sample will be the
same). We note that for a GSM source the function that determines
the correlation of a field value at a particular point with the field
values at other points is the same for a field value at any given lo-
cation (given by v(xq,x2)), and it is a decreasing function of the
distance between the points. Hence when we take a sample at a
particular point, we also obtain some information about the field
values around that point, but not so much about the field values
that are far away. Due to the GSM source structure, low variance
samples have relatively low variance neighbors, and hence the de-
crease in the uncertainty due to observation of field values at these
points will be relatively low. This further encourages us to avoid
samples with low variances.

4.2.1. Optimum sampling interval
Here we investigate the dependence of the optimum sampling
interval on 8, SNR, and M.
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Figs. 6 and 7 give the optimum sampling intervals versus num-
ber of samples for § =1/16 and g8 = 1, respectively. We observe
that in general the optimum sampling interval decreases with in-
creasing number of samples. When the number of samples one is
allowed is low, one tries to obtain as much independent informa-
tion as possible by choosing the samples apart. As M), increases
and we are allowed to use more samples, one can afford to choose
the samples closer so that field values that were considered to give
enough information about each other in the former case can be
also observed and lower values of error can be obtained.

For a given S and M, the sampling interval increases with
increasing SNR;. As SNR, increases, observing the field at a par-
ticular point allows one to estimate the value of the field at this
point and its neighbors better. Therefore, to ensure that each sam-
ple provides new information, one should increase the sampling
interval.

Comparing Figs. 6 and 7, we observe that the optimum sam-
pling intervals are smaller for the high DOF case (Fig. 6). As DOF
increases, that is, the number of uncorrelated random variables re-
quired to effectively represent the field increases, and also given
the GSM correlation structure, the field value at each point be-
comes less correlated with its neighboring points. Hence the re-
duction in the uncertainty of the field values at the neighbors of
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Fig. 8. Error vs sampling interval, 8 =1, SNR, = 0.1 (varying number of samples).
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Fig. 9. Error vs sampling interval, 8 =1, SNR, = 10 (varying number of samples).

a given point due to the observation of the field at a this point is
smaller. This, together with the fact that the variances of field val-
ues decrease as the samples are placed further away from x =0
point, encourages us to take samples more closely, so that all the
effectively uncorrelated samples with high variances can be col-
lected.

4.2.2. Sensitivity of performance to the sampling interval

In this section we investigate the sensitivity of the performance
to the sampling interval. For this purpose we look at the error
versus sampling interval curves and observe how much the error
deviates from its optimum value as the sampling interval deviates
from the optimum sampling interval.

Figs. 8, 9, 10 and 11 present the error versus sampling interval
curves for § =1, SNR, =0.1, and 8 =1, SNR, =10, and g =1/16,
SNR, =10, and g =1/16, SNR, = 0.1, respectively. We note that
in all figures, as M increases, data for fewer numbers of sampling
points are plotted. This is due to the fact that we only allow the
samples to be taken in the bounded domain D, and as M increases,
larger sampling intervals become impermissible.
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We observe that in all of these figures, for a given M the er-
ror first decreases as we increase the sampling interval, and after
reaching the optimum sampling interval it starts to increase again.
This behavior may be interpreted in view of the following obser-
vation: We expect that the optimum policy will be the one that
takes as many uncorrelated samples with high variances as possi-
ble. If we take the samples too close, we acquire random variables
close to each other whose correlation will be relatively strong due
to the nature of the GSM model. Hence the error will be relatively
high, since the samples are spent on obtaining redundant infor-
mation. On the other hand, if we take the samples far apart from
each other, we may be missing some of the random variables that
contain effectively uncorrelated information with the samples we
take. Moreover, we may waste our sample budget on random vari-
ables that have relatively low variance (the ones that are outside
the main lobe of the Gaussian intensity function). Hence the error
may again be relatively high.

While commenting on the sensitivity, we focus on the differ-
ences in absolute error in different scenarios. We observe that,
for a given B and SNRp, as M increases, the achievable error

values become more sensitive to the sampling interval. For in-
stance, in Fig. 8 for M = 10, any sampling interval in the range
[0.1 0.25] provides approximately the same error (= 60%); whereas
for M =70, a similar range of sampling intervals around the opti-
mum sampling interval (such as [0.02 0.15]) produce error values
in the range of ~ 35-50%. When we are allowed a small number
of samples, taking samples with a high enough sampling inter-
val can easily provide effectively uncorrelated samples; avoiding
samples with low variances is not a serious issue that requires sen-
sitive design, choosing the sampling interval smaller than a given
value is enough. Hence any sampling interval between these lower
and higher bounds produces effectively the same error level with
the optimum interval. On the other hand, when a larger number
of samples are allowed, one has to design the locations of the
samples more carefully to find the best trade-off between collect-
ing relatively uncorrelated samples and avoiding samples with low
variances.

We observe that when DOF is low, the error may be considered
to be more sensitive to the sampling interval for low SNR, values.
For instance, for 8§ =1, SNRp, =10, and M = 10, any sampling in-
terval in the range [0.3 0.6] provide approximately the same error
with the optimal sampling strategy (= 5%). On the other hand, for
B =1, SNRy, =0.1, in order to have approximately the same error
with the optimal strategy (=~ 60%), only sampling intervals in the
range [0.1 0.25] are allowed. We note that the length of [0.1 0.25]
is half of the length of [0.3 0.6]. On the other hand, when DOF is
high, the error is more sensitive to the sampling interval for high
SNR;, values. We remind that in these comparisons we consider
the variation in absolute error for different scenarios. For instance,
for B =1/16, SNR, = 0.1, and M;, = 10, in order to obtain an error
that is not worser than the error obtained with the optimal strat-
egy by more than 5% percent (=~ 93-98%), it is sufficient to use any
sampling interval in the range of [0.01 0.7]. On the other hand, for
B =1/16, SNR, = 10, in order to obtain an error that is not worser
than the error obtained with the optimal strategy by more than 5%
percent, (~ 60-65%), it is necessary to use a sampling interval in
the range of [0.1 0.2], a significantly smaller range.

Similar comparisons can be made for the other cases as well:
When SNR,, is high/low, the sensitivity of the error to the sampling
interval increases with increasing/decreasing DOF. All of these re-
sults concerning the sensitivity can be interpreted in the light of
the following observation: In general, we observe that the error
becomes more sensitive to our choice of sampling interval when
the effect of different problem parameters on the optimum sam-
pling interval conflict: One of the problem parameters requires us
to take the samples closer to each other, while the other requires
us to take them farther apart. For instance, low DOF requires us to
take the samples apart whereas low SNR, requires us to take the
samples closer. Hence for low DOF, as SNR;, decreases, the error
becomes more sensitive to the sampling interval. Taking a closer
look, we observe that when DOF is low, the field values are highly
correlated with each other, and for high values of SNR,, the field
values to be observed contain low levels of noise. Hence the sam-
ples carry essentially the same information, making the choice of
the sampling interval relatively unimportant. As SNR, decreases,
a compromise between the two conflicting forces is required, mak-
ing this choice more important: taking samples close enough so
that the noise is effectively washed out, and taking samples suf-
ficiently apart from each other so that each sample brings new
information.

5. Conclusions
We have considered the representation of a finite-energy non-

stationary random field with a finite number of samples. By
considering a parametric non-stationary field model, namely the
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Gaussian-Schell model, we obtained the trade-offs between the
number of samples and the representation error, for varying noise
levels and for sources with varying degrees of freedom (DOF).
We have discussed the optimum sampling intervals, and their de-
pendence on the problem parameters. We have observed that in-
creases in either of (i) the number of allowed samples, (ii) DOF,
or (iii) the noise level, results in a decrease in the optimum sam-
pling interval. We have also investigated the sensitivity of the error
to the chosen sampling interval. We have observed that the error
is more sensitive to sampling interval when (i) the number of al-
lowed samples is high, (ii) DOF is high and the noise level is low,
or (iii) DOF is low and the noise level is high.
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