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Abstract

The network design problem with relays (NDPR) is defined on an undirected graph G = (V,E,K), where V = {1, . . . ,n} is
a vertex set, E = {(i, j) : i, j 2 V, i < j} is an edge set. The set K = {(o(k),d(k))} is a set of communication pairs (or commod-

ities): o(k) 2 V and d(k) 2 V denote the origin and the destination of the kth commodity, respectively. With each edge (i, j)
are associated a cost cij and a length dij. With vertex i is associated a fixed cost fi of locating a relay at i. The NDPR consists
of selecting a subset E of edges of E and of locating relays at a subset V of vertices of V in such a way that: (1) the sum Q of
edge costs and relay costs is minimized; (2) there exists a path linking the origin and the destination of each commodity in
which the length between the origin and the first relay, the last relay and the destination, or any two consecutive relays does
not exceed a preset upper bound k. This article develops a lower bound procedure and four heuristics for the NPDR. These
are compared on several randomly generated instances with |V| 6 1002 and |E| 6 1930.
� 2006 Elsevier B.V. All rights reserved.
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1. Introduction

The network design problem with relays (NDPR) is
defined on an undirected graph G = (V,E,K), where
V = {1, . . . ,n} is a vertex set, E = {(i, j) : i, j 2 V, i < j}
is an edge set. The set K = {(o(k),d(k))} is a set of
communication pairs (or commodities): o(k) 2 V and
d(k) 2 V denote the origin and the destination of
the kth commodity, respectively. With each edge
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(i, j) are associated a cost cij and a length dij. With ver-
tex i is associated a fixed cost fi of locating a relay at i.
The NDPR consists of selecting a subset E of edges of
E and of locating relays at a subset V of vertices of V

in such a way that: (1) the sum Q of edge costs and
relay costs is minimized; (2) there exists a path linking
the origin and the destination of each commodity for
which the length between the origin and the first
relay, the last relay and the destination, or any two
consecutive relays does not exceed a preset upper
bound k. This constraint distinguishes the NDPR
from standard network design problems. We believe
.
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network design problems with relays have never pre-
viously been addressed, apart from two exceptions
described below.

Fig. 1 depicts a graph where K = {(1,7), (1,8),
(2,8), (3,9)} and k = 5. The length of each edge is
indicated. A feasible NDPR solution consists of
selecting the bold edges (1,4), (1,5), (2,5), (3,6),
(4,7), (5,8), and (6,9) and of locating a relay at ver-
tex 5.

This study is motivated by a telecommunications
network design project in which the aim is to con-
nect 422 communities in Alberta. In this problem
there is a single origin and several destinations, so
that the solution is a tree. The relays are repeaters

which regenerate the signal(s) entering a vertex,
and the value of k is equal to 70 km.

The most recent reviews in network design prob-
lems are provided by Balakrishnan et al. (1997) and
Raghavan and Magnanti (1997). Costa (2005)
focuses his survey on Benders decomposition
applied to fixed-charge network design problems,
providing important insights in network design
problem decomposition. One can trace a weak par-
allel between the NDPR and the hop constrained

network design problem (HCNDP), where the num-
ber of arcs between the origin and the destination
must respect a given threshold. Gouveia (1998) pro-
vides a survey on tree topology network design with
hop-constraints. Voss (1999) considers a variant of
the Steiner tree problem where hop-constraints are
present, and proposes a solution heuristic based
on tabu search. Gouveia and Requejo (2001) solve
the hop-constrained minimum spanning tree prob-
lem using Lagrangean relaxation. Soni (2001) con-
siders the HCNDP with partial survivability. De
Giovanni et al. (2004) present a study on how hop
constraints can impact network design solutions.

Generally, network design problems focus on arc
costs and do not take into account the cost of
installing equipment at the nodes. Tcha and Yoon
(1995) constitute an exception: they discuss fixed
Fig. 1. Feasible NDPR solution.
costs both along the edges and at the nodes and pro-
vide for signal bundling and switching. To model
the problem, they assume that each region must
have one hub assigned to it. This leads to a facility
location model which is solved by a dual-based heu-
ristic. Yoon et al. (1998) present an extension of this
work. Examples of network design applications, but
without optimization, are provided by Cosares et al.
(1995), Cortes et al. (2001), and Davis et al. (2001).

The NDPR generalizes the shortest path problem

with relays (SPPR) (Cabral et al., 2005) and the
weight constrained shortest path problem (WCSPP)
(Dumitrescu and Boland, 2003), both of which are
NP-hard. The SPPR is a special case of the NDPR
with |K| = 1, while the WCSPP consists of determin-
ing on a network a least cost path of length not
exceeding k.

The aim of this article is to develop a lower
bound and four heuristics for the NDPR. The lower
and upper bounding procedures are described in
Sections 2 and 3, followed by computational results
in Section 4 and conclusions in Section 5.

2. Lower bounding procedure

The lower bounding procedure we have devel-
oped for the NDPR is based on an integer linear
programming formulation of the problem. As is
often the case in combinatorial optimization, several
formulations are available for the NDPR. We
experimented with four different formulations (an
undirected and a directed flow formulation; an
undirected and a directed column generation formu-
lation). After preliminary computational tests, we
opted for a directed column generation formulation
which seems easier to solve.

Because the problem is naturally undirected, it is
necessary to double the number of commodities in
order to arrive at a directed formulation. Hence, we
redefine the set of commodities as K 0 = {(o 0(k), d 0(k)),
(o00(k),d00(k))}, where (o 0(k), d 0(k)) = (o(k), d(k)),
and (o00(k),d00(k)) = (d(k), o(k)), with (o(k), d(k)) 2 K.
Each edge (i, j) 2 E is replaced with two opposite arcs
(i, j) and (j, i), with respective costs c0ij ¼ c0ji ¼ cij=2
and respective lengths d 0ij ¼ d 0ji ¼ dij. Denote the set
of arcs by A. The problem definition is otherwise
unchanged.

To formulate the NDPR within a column gener-
ation framework, define for each commodity k 2 K 0

the set P(k) of feasible paths from o(k) to d(k); given
a path p 2 P(k), let R(p) denote the set of feasible
relay patterns, i.e. an ordered subset of vertices on
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p separated by at most k distance units, and let
r 2 R(p) be a feasible relay pattern for path p.
Define the binary variables

xij ¼
1 if arc ði; jÞ belongs to the solution;

0 otherwise;

�
yi ¼

1 if a relay is located at vertex i;

0 otherwise;

�

zpr
k ¼

1 if path p with relay pattern r is used

by commodity k;

0 otherwise;

8><>:
and the binary coefficients

ap
ij¼

1 if arc ði;jÞ belongs to path p;

0 otherwise;

�
br

i ¼
1 if a relay is located at vertex i in relay pattern r;

0 otherwise:

�
The master problem is then formulated as

follows:

ðMPÞ Minimize
X
ði;jÞ2A

c0ijxij þ
X
i2V

fiyi ð1Þ

subject toX
p2PðkÞ
r2RðpÞ

zpr
k ¼ 1 ðk 2 K 0Þ; ð2Þ

X
p2PðkÞ
r2RðpÞ

ap
ijz

pr
k 6 xij ðði; jÞ 2 A; k 2 K 0Þ; ð3Þ

X
p2PðkÞ
r2RðpÞ

br
i z

pr
k 6 yi ði 2 V ; k 2 K 0Þ; ð4Þ

xij � xji ¼ 0 ðði; jÞ 2 A : i < jÞ; ð5Þ
xij P 0 ðði; jÞ 2 AÞ; ð6Þ
yi P 0 ði 2 V Þ; ð7Þ
zpr

k P 0 ðk 2 K 0; p 2 PðkÞ; r 2 RðpÞÞ: ð8Þ
Fig. 2. Pseudo-code of the con
Denote by DMP the dual of MP. Now consider
the restricted master problem RMP obtained by
considering, for a given k 2 K 0, only a subset
P ðkÞ � P ðkÞ of feasible paths and, for a given
p 2 P ðkÞ, a subset RðpÞ � RðpÞ of feasible relay pat-
terns. The dual of RMP is denoted by DRMP and
can be written as:

ðDRMPÞ Maximize
X
k2K 0

uk ð9Þ

subject to

uk �
X
ði;jÞ2A

ap
ijvijk �

X
i2V

br
i wik 6 0;

ðk 2 K 0; p 2 P ðkÞ; r 2 RðpÞÞ; ð10ÞX
k2K 0

vijk þ
X
k2K 0

vjik þ qij 6 c0ij ðði; jÞ 2 A : i < jÞ;

ð11ÞX
k2K 0

wik 6 fi ði 2 V Þ; ð12Þ

uk unrestricted ðk 2 K 0Þ; ð13Þ
vijk P 0 ðði; jÞ 2 A; k 2 K 0Þ; ð14Þ
wik P 0 ði 2 V ; k 2 K 0Þ; ð15Þ
qij unrestricted ðði; jÞ 2 A : i < jÞ: ð16Þ

Denote by Q(P) the optimal objective function
value of a linear program P. Let (x,y,z) and ð�x; �y;�zÞ
be the optimal solution vectors of MP and RMP,
respectively, and let ð�u;�v; �wÞ be the associated opti-
mal solution to the DRMP. Because the RMP is a
restriction of MP, a feasible MP solution can be
obtained by setting zpr

k ¼ �zpr
k for p 2 P ðkÞ and

r 2 RðpÞ, and zpr
k ¼ 0 for p 2 P ðkÞ and r 2 RðpÞn

RðpÞ. This solution is optimal for MP if and only if
ð�u;�v; �wÞ is feasible for DMP, i.e.,

�uk �
X
ði;jÞ2A

ap
ij�vijk �

X
i2V

br
i �wik 6 0

ðk 2 K 0; p 2 P ðkÞ; r 2 RðpÞÞ: ð17Þ
struction heuristic CH1.
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Therefore, if for every commodity k 2 K 0 and
associated p 2 P(k) and r 2 Rp the following
inequality holds:
uk �
X
ði;jÞ2A

ap
ijvijk �

X
i2V

br
i wik 6 0; ð18Þ
Fig. 3. Pseudo-co

Fig. 4. Pseudo-co

Fig. 5. Pseudo-code of
then ð�x; �y;�zÞ is optimal for MP. To verify this condi-
tion, it suffices to solve the following subproblem
for each k 2 K 0:

ðSPPRðkÞÞ min
p2P ðkÞ;r2RðpÞ

X
ði;jÞ2A

ap
ij�vijk þ

X
i2V

br
i �wik

( )
ð19Þ
de of IOH.

de of DOH.

the heuristic CH2.
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which follows from

�uk �
X
ði;jÞ2A

ap
ij�vijk �

X
i2V

br
i �wik 6 0;

max
p2P ðkÞ;r2RðpÞ

�uk �
X
ði;jÞ2A

ap
ij�vijk þ

X
i2V

br
i �wik

( )
6 0;

�uk � min
p2PðkÞ;r2RðpÞ

X
ði;jÞ2A

ap
ij�vijk þ

X
i2V

br
i �wik

( )
6 0:

The problem defined by (19) is a shortest path

problem with relays (Cabral et al., 2005) for which
fast exact pseudo-polynomial algorithms exist. As
Table 1
Computational time average in seconds based on 10 test problems per

|K| a b |V| |E| RMP RMP

5 4 5 22 31 0.84 0.
5 5 27 40 2.28 2.
6 5 32 49 14.16 7.
7 5 37 58 30.66 7.
8 5 42 67 256.71 33.
9 5 47 76 182.47 20.

10 5 52 85 1079.25 46.
11 5 57 94 3643.76 33.
12 5 62 103 7193.12 549.

10 4 5 22 31 5.79 3.
5 5 27 40 19.99 30.
6 5 32 49 189.81 87.
7 5 37 58 378.51 183.
8 5 42 67 1048.27 523.
9 5 47 76 1926.54 339.

10 5 52 85 12232.46 1419.
11 5 57 94 16994.08 3496.
12 5 62 103 30922.21 4656.
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Fig. 6. Computational time for
is commonly done in column generation algorithms
(Lübbecke and Desrosiers, 2005), each column
defined by (19) is added to RMP, the dual values
are computed, and SPPR(k) is solved for new com-
modities k. This procedure is repeated as long as
promising new columns can be identified. Alterna-
tively, a computing time limit d can be set as an
alternative stopping criterion since generating all
columns may be too time consuming. A lower
bound QðRMPÞ ¼

P
k2K 0QðSPPRðkÞÞ on Q(RMP)

is then used if the limit is reached. In this case, we
can state that the optimality gap attained is
parameter set

I CH1 IOH DOH CH2

62 0.03 0.00 0.00 1.64
01 0.04 0.00 0.00 2.46
98 0.04 0.00 0.00 3.47
49 0.05 0.01 0.00 4.53
65 0.05 0.00 0.01 5.91
85 0.06 0.00 0.01 7.37
12 0.07 0.00 0.01 9.12
78 0.07 0.00 0.01 11.12
22 0.08 0.01 0.01 13.26

74 0.05 0.00 0.00 2.54
45 0.06 0.00 0.01 3.97
80 0.07 0.01 0.01 5.89
60 0.08 0.01 0.01 7.92
47 0.09 0.01 0.01 10.34
31 0.10 0.01 0.01 13.00
28 0.12 0.01 0.01 16.72
11 0.14 0.01 0.01 20.39
37 0.15 0.01 0.02 24.68

47 52 57 62
|V |

all six algorithms (|K| = 5).
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[Q(RMP) � Q(RMP)]/Q(RMP). A feasible solution
to the NDPR can be then derived by replacing con-
straints (6)–(8) with:

xij ¼ 0 or 1 ðði; jÞ 2 AÞ; ð20Þ
yi ¼ 0 or 1 ði 2 V Þ; ð21Þ
zpr

k ¼ 0 or 1 ðk 2 K 0; p 2 P ðkÞ; r 2 RðpÞÞ; ð22Þ

and calling the MIP solver in CPLEX. This is a heu-
ristics solution as there is no guarantee that all opti-
mal paths and relay patterns were included when
0.00
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Fig. 7. Computational time for a

Table 2
Optimality gap based on 10 test problems per parameter set

|K| a b |V| |E| RMPI (%) CH

5 4 5 22 31 103.45 103
5 5 27 40 105.02 109
6 5 32 49 105.58 106
7 5 37 58 103.53 108
8 5 42 67 107.57 110
9 5 47 76 106.49 110

10 5 52 85 107.41 108
11 5 57 94 105.29 105
12 5 62 103 106.61 108

10 4 5 22 31 107.83 110
5 5 27 40 110.40 116
6 5 32 49 116.41 117
7 5 37 58 112.99 118
8 5 42 67 114.01 116
9 5 47 76 113.24 116

10 5 52 85 114.58 118
11 5 57 94 119.16 117
12 5 62 103 121.79 122

Gap from RMP lower bound.
solving the RMP. We call this solution reduced mas-

ter problem in integers (RMPI).

3. Heuristics

We developed four construction heuristics for the
NDPR. The first heuristic, called construction heu-

ristic 1 (CH1), consists of constructing the network
by considering one commodity at a time. The sec-
ond heuristic, called increasing order heuristics

(IOH), consists of constructing the network one
47 52 57 62
|V |

ll six algorithms (|K| = 10).

1 (%) IOH (%) DOH (%) CH2 (%)

.49 111.84 109.21 103.10

.74 123.36 116.17 104.74

.49 116.60 108.44 105.59

.55 125.69 116.87 103.67

.72 125.95 113.50 107.00

.55 124.10 113.22 105.58

.40 123.44 110.75 106.50

.94 113.45 109.78 105.13

.31 119.84 111.15 105.16

.30 124.88 119.99 107.21

.25 128.89 123.53 109.80

.04 138.15 123.35 114.55

.94 137.70 125.92 112.06

.92 136.59 125.19 111.74

.24 136.97 121.99 111.96

.09 132.10 120.54 112.75

.99 131.62 124.59 111.32

.08 137.34 129.88 118.33
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commodity at a time, ranking them in increasing
cost of implementation. The third heuristic, called
decreasing order heuristic (DOH), consists of con-
structing the network one commodity at a time,
ranking them by their decreasing cost of implemen-
tation. Finally, the fourth and last heuristic, called
construction heuristic 2 (CH2), uses CH1 as subrou-
tine and implements the network by exploiting arcs
and vertices impact on CH1 execution.

3.1. Construction heuristic 1 (CH1)

Heuristic CH1 is inspired by the algorithm of
Takahashi and Matsuyama (1980) for the Steiner

tree problem (STP). In the STP the aim is to con-
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Fig. 8. Optimality gap for all
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Fig. 9. Optimality gap for all
struct a minimum cost tree spanning a set of manda-

tory vertices in a graph. The Takahashi and
Matsuyama (1980) algorithm gradually builds a tree
by connecting an additional communication pair
(o(k), d(k)) at each iteration. This is done by con-
necting o(k) and d(k) to the current network by
means of shortest paths. Whenever a path is added,
its edge costs are set equal to zero in order to incite
future shortest paths to make use of the edges cur-
rently used in the network. We have used the same
idea except that in the NDPR each (o(k),d(k)) path
must be feasible with respect to relay locations and
its cost is the sum of edge costs and relay fixed costs.
The pseudo-code description of the construction
algorithm CH1 is provided in Fig. 2. The order in
47 52 57 62
|V |

IOH

DOH

CH1

RMPI

CH2

five heuristics (|K| = 5).

2 47 52 57 62
|V |

IOH

DOH

CH1

RMPI

CH2

five heuristics (|K| = 10).
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which each commodity is inserted impacts the final
design. Because each call to CH1 orders K in a ran-
domly generated sequence, multiple calls to CH1
may return up to |K|! different solutions.
Table 3
Computational time average in seconds based on 10 test
problems per parameter set

|K| a b |V| |E| CH1 IOH DOH CH2

5 10 5 52 85 0.1 0.0 0.0 9.7
10 102 180 0.2 0.0 0.0 45.2
15 152 275 0.3 0.0 0.0 110.7
3.2. Increasing order heuristic (IOH)

The idea explored in the IOH is that communica-
tion flows with the smallest implementation costs
should be built first, independent of the other com-
munication flows. Starting with an empty NDPR
solution (i.e., V :¼ ; and E :¼ ;), the algorithm
identifies the communication pair (o(k), d(k)) with
minimum SPPR solution cost, and incorporates
the edges and vertices with relays from this SPPR
solution into V and E, while setting their costs cij

and fi to zero. The communication pair is then
eliminated from K, and the above construction algo-
rithm is repeated until K is empty. The pseudo-code
for algorithm IOH is provided in Fig. 3.
20 202 370 0.4 0.0 0.0 220.6
20 5 102 175 0.2 0.0 0.0 42.2

10 202 370 0.4 0.0 0.0 229.7
15 302 565 0.6 0.1 0.1 553.1
20 402 760 0.9 0.1 0.1 992.5

30 5 152 265 0.3 0.0 0.0 108.4
10 302 560 0.6 0.1 0.1 553.1
15 452 855 1.1 0.1 0.1 1397.4
20 602 1150 1.5 0.1 0.2 2619.1
3.3. Decreasing order heuristic (DOH)

The idea explored in the DOH is the opposite of
the principle behind the IOH: communication flows
with the highest implementation costs should be
built first. We present its pseudo-code in Fig. 4.
40 5 202 355 0.4 0.0 0.0 228.8
10 402 750 1.0 0.1 0.1 1119.4
15 602 1145 1.5 0.1 0.1 2541.4
20 802 1540 2.2 0.2 0.2 5294.2

50 5 252 445 0.5 0.0 0.0 320.4
10 502 940 1.2 0.1 0.1 1732.5
15 752 1435 2.2 0.2 0.2 4863.2
20 1002 1930 3.1 0.3 0.3 9008.6

10 10 5 52 85 0.1 0.0 0.0 19.0
10 102 180 0.3 0.0 0.0 89.6
15 152 275 0.5 0.1 0.1 231.0
20 202 370 0.8 0.1 0.1 467.6

20 5 102 175 0.3 0.0 0.0 86.8
10 202 370 0.8 0.1 0.1 480.2
15 302 565 1.4 0.1 0.1 1173.7
20 402 760 2.0 0.2 0.2 2375.3

30 5 152 265 0.5 0.1 0.1 227.4
10 302 560 1.3 0.1 0.1 1185.8
15 452 855 2.3 0.2 0.2 2949.6
20 602 1150 3.4 0.3 0.3 5999.0

40 5 202 355 0.8 0.1 0.1 463.1
10 402 750 2.1 0.2 0.2 2412.7
15 602 1145 3.4 0.3 0.3 5979.5
20 802 1540 5.0 0.4 0.5 11832.7

50 5 252 445 1.0 0.1 0.1 692.6
10 502 940 2.8 0.3 0.3 4030.9
15 752 1435 5.1 0.5 0.5 11101.1
20 1002 1930 7.0 0.8 0.7 20811.3
3.4. Construction heuristic 2 (CH2)

The main weakness of CH1 lies on its blindness
towards edges and vertices that are not in any path
and relay pattern provided by SPPR solutions. To
compensate for this weakness, CH2 holds a pool
of edges eE and vertices eV that are considered as
included in the final design, which amounts to stat-
ing that cij = 0 for each ði; jÞ 2 eE and fi = 0 for each
i 2 eV . We use the variable eQ to represent the fixed

cost of implementing pools eE and eV . The algorithm
starts with eE :¼ ; and eV :¼ ;. In step 2, CH1 is cal-
culated (E and V), and the best solution value is
stored in Q*. Then, in an edge scanning loop (step
3), the cost cij of each edge (i, j) 2 E is temporarily
set to 0, and z is equal to the best solution cost from
10 calls to CH1. If zþ eQ þ cij is smaller than Q*,
this solution is stored as the best solution encoun-
tered so far, i.e., Q� ¼ zþ eQ þ cij, and edge (i, j) is
added to eE. The same scanning loop is executed
for vertices (step 4), where the cost fi of each vertex
i 2 V is temporarily set to 0, and the best of 10 calls
to CH1 is stored in z. If zþ eQ þ fi < Q�, the
solution is stored as the best solution so far, Q* is
updated, and vertex i is added to eV . If either eE oreV were updated in steps 2 and 3, the algorithm pro-
ceeds to step 2, otherwise it stops. The pseudo-code
for algorithm CH2 is provided in Fig. 5.

4. Computational results

We carried out all computational tests out on a
Sun Fire 480R station with four 900 MHz proces-
sors, 16 gigabytes of RAM and a Sun Solaris 5.7
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operational system. We coded the algorithms in
C++ and compiled them with a Sun Forte Developer

7 C++ compiler. We used CPLEX 8.0 to solve the
linear programs in the column generation
procedure.

The test graphs follow a grid structure, with a

rows and b columns and randomly (uniformly) gen-
erated integer values for costs and lengths. Cost and
edge length values are selected from [10, 30]. Com-
munication pairs have a common origin node, and
were randomly chosen. The relay fixed costs are ran-
domly generated as integers in the interval [k, 2k].
Table 4
Gap from best heuristic solution based on 10 test problems per param

|K| a b |V| |E| CH1

5 10 5 52 85 101.8
10 102 180 105.0
15 152 275 103.5
20 202 370 102.5

20 5 102 175 102.1
10 202 370 101.2
15 302 565 103.1
20 402 760 102.2

30 5 152 265 102.2
10 302 560 104.4
15 452 855 102.9
20 602 1150 103.2

40 5 202 355 100.5
10 402 750 102.0
15 602 1145 103.2
20 802 1540 103.8

50 5 252 445 102.0
10 502 940 102.5
15 752 1435 103.1
20 1002 1930 102.6

10 10 5 52 85 104.7
10 102 180 106.8
15 152 275 105.6
20 202 370 104.7

20 5 102 175 103.9
10 202 370 104.2
15 302 565 103.2
20 402 760 103.6

30 5 152 265 102.1
10 302 560 104.1
15 452 855 104.4
20 602 1150 104.0

40 5 202 355 102.0
10 402 750 103.2
15 602 1145 104.5
20 802 1540 104.1

50 5 252 445 102.3
10 502 940 103.7
15 752 1435 102.7
20 1002 1930 104.1
Table 1 provides a representative sample of our
computational experiments for all algorithms pre-
sented, for a values between 4 and 12, and |K| equals
to 5 and 10. Parameters k and b were fixed to 70 and
5, respectively. Each row contains average computa-
tional time in seconds for 10 instances. The RMP
and RMPI algorithms had a time limit d of 10 hours,
which affected one instance for a = 12 and |K| = 5,
one instance for a = 10 and |K| = 10, three instances
for a = 11 and |K| = 10, and seven instances for
a = 12 and |K| = 10. One can observe the increased
computational effort required for both RMP and
eter set

(%) IOH (%) DOH (%) CH2 (%)

0 115.88 103.97 100.00
0 112.67 113.36 100.00
6 112.91 113.69 100.00
7 111.00 115.18 100.00
2 110.28 104.92 100.16
7 110.90 108.89 100.00
4 114.48 108.24 100.02
4 107.91 112.38 100.00
0 109.31 107.91 100.10
1 106.27 109.86 100.00
8 106.25 109.92 100.00
5 108.10 107.76 100.00
0 105.67 101.16 100.00
2 104.79 107.17 100.00
4 106.79 108.93 100.00
6 109.05 110.38 100.00
7 107.28 104.26 100.02
3 106.20 105.32 100.00
0 106.18 106.47 100.01
5 106.75 110.13 100.00

9 117.09 106.88 100.04
0 118.74 114.49 100.00
3 114.78 113.83 100.00
5 114.61 115.63 100.00
7 113.68 109.79 100.00
4 116.75 113.58 100.00
9 113.70 110.07 100.00
6 109.31 109.09 100.00
5 112.86 109.68 100.12
0 110.40 113.75 100.00
4 112.70 110.86 100.00
1 107.29 113.86 100.00
3 110.10 104.98 100.00
9 107.86 111.20 100.00
3 110.37 110.16 100.00
1 109.32 113.35 100.21
4 111.40 105.12 100.05
9 108.49 109.54 100.00
9 107.29 107.45 100.00
2 109.06 108.93 100.00
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Fig. 10. Computational time for CH2 for larger test networks.
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RMPI in Figs. 6 and 7 (logarithmic time axis), limit-
ing its usefulness for applications of the NDPR.

Table 2 provides the optimality gap (in percent)
for each one of the heuristics developed for the
NDPR, computed as heuristic solution cost divided
by lower bound generated by RMP. As one can
observe in Figs. 8 and 9, the most promising heuris-
tics are CH2 and RMPI, with an obvious preference
for the first one given its lower computational time.

Tables 3 and 4 present an extended computa-
tional analysis for algorithm CH1, IOH, DOH,
and CH2. Table 3 reports the average computa-
tional time required to solve larger instances, and
Table 4 reports the gap between the heuristics values
and the best solution found cost. On the one hand,
one can observe that in general CH2 provides the
best solutions (see Fig. 10). On the other hand, as
computational effort required by the other heuristics
is insignificant compared to CH2, one should run all
heuristics. If one cannot afford the computational
time required by CH2, CH1 seems to be a good
alternative, as it produces solutions that are within
5% gap from CH2. We note that the computational
times reported in Table 3 are not directly compara-
ble to those in Table 1 since we were forced to use a
different compiler to solve the larger problems.

5. Conclusions

We introduced the network design problem with

relays and proposed a lower bound as well as four
heuristics for its solution. The lower bound is
obtained through column generation using the
SPPR as a subproblem. The first heuristic is a mod-
ification of the construction heuristic by Takahashi
and Matsuyama (1980) for the Steiner tree problem.
The second and third heuristics check whether bias-
ing the first construction heuristic could improve its
solution. Finally, the fourth heuristic explores the
inclusion of edges and vertices into the final design
to improve the results provided by the first heuristic.
Overall the fourth heuristic is the best; we applied it
to instances with up to 1002 vertices and 1930 edges
within reasonable computational times.
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