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Abstract

This study investigates the use of low-cost infrared emitters and detectors in the differentiation and localization of

commonly encountered features or targets in indoor environments, such as planes, corners, edges, and cylinders. The

intensity readings obtained with such systems are highly dependent on target location and properties in a way which

cannot be represented in a simple manner, making the differentiation and localization process difficult. In this paper, we

propose the use of angular intensity scans and present an algorithm to process them. This approach can determine the

target type independent of its position. Once the target type is identified, its position can also be estimated. The method is

verified experimentally. An average correct classification rate of 97% over all target types is achieved and targets are

localized within absolute range and azimuth errors of 0.8 cm and 1.6�, respectively. The method demonstrated shows that

simple infrared sensors, when coupled with appropriate processing, can be used to extract a significantly greater amount

of information than that which they are commonly employed for. � 2002 Elsevier Science B.V. All rights reserved.

Keywords: Pattern recognition and feature extraction; Position estimation; Infrared sensors

1. Introduction

Target differentiation and localization is of
considerable interest for intelligent systems where
there is need to identify targets and their positions
for autonomous operation. In this paper, we
consider the use of a simple infrared sensing sys-
tem consisting of one emitter and one detector for
this purpose. These devices are inexpensive, prac-

tical and widely available. The emitted light is re-
flected from the target and its intensity is measured
at the detector. However, it is often not possible to
make reliable distance estimates based on the value
of a single intensity return because the return de-
pends on both the geometry and other properties
of the reflecting target. Likewise, the properties of
the target cannot be deduced from simple intensity
returns without knowing its distance and angular
location. In this paper, we propose a scanning
technique and algorithm that can determine the
type of the target in a manner which is invariant to
its location. Once the target type is determined, its
position ðr; hÞ can also be estimated. Our results
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show that by properly processing data obtained
from simple infrared sensors, it is possible to ex-
tract a significantly greater amount of information
than that which such devices are commonly em-
ployed for.

The method we propose is scalable in the sense
that the accuracy can be increased by increasing
the number of reference scans without increasing
the computational complexity of the differentia-
tion and localization process.

Most work on pattern recognition involving
infrared deals with recognition or detection of
features or targets in conventional two-dimen-
sional images. Examples of work in this category
include face identification [1], automatic target
recognition [2], target tracking [3], automatic ve-
hicle detection [4], remote sensing [5], detection
and identification of targets in background clutter
[6,7], and automated terrain analysis [8]. We note
that the position-invariant pattern recognition and
position estimation achieved in this paper is dif-
ferent from such operations performed on con-
ventional images [9,10] in that here we work not on
direct ‘‘photographic’’ images of the targets ob-
tained by some kind of imaging system, but rather
on angular intensity scans obtained by rotating a
point sensor. The targets we differentiate are not
patterns in a two-dimensional image whose coor-
dinates we try to determine, but rather objects in
space, exhibiting depth, whose position with re-
spect to the sensing system we need to estimate.
As such, position-invariant differentiation and
localization is achieved with an approach quite
different than those employed in invariant pattern
recognition and localization in conventional
images [11–18].

Infrared sensors are used in robotics and auto-
mation, process control, remote sensing, and
safety and security systems. More specifically, they
have been used in simple object and proximity
detection [19], counting [20], distance and depth
monitoring [21], floor sensing, position control
[22], and obstacle/collision avoidance [23]. Infrared
sensors are used in door detection and mapping of
openings in walls [24], as well as monitoring doors/
windows of buildings and vehicles, and ‘‘light
curtains’’ for protecting an area. In [25], the
properties of a planar surface at a known distance

have been determined using the Phong illumina-
tion model, and using this information, the infra-
red sensor employed has been modeled as an
accurate range finder for surfaces at short ranges.
Refs. [26–28] deal with optical determination of
depth information. Hashimoto et al. [29] describes
a passive infrared sensing system which identifies
the locations of the people in a room. Infrared
sensors have also been used for automated sorting
of waste objects made of different materials [30].
However, to the best of our knowledge, no attempt
has been made to differentiate and estimate the
position of several kinds of targets using infrared
sensors. In this paper, we show that by appropriate
processing and application of pattern recognition
techniques, it is possible to achieve these objec-
tives. Our results show that it is possible to extract
a significantly greater amount of information from
simple optical sensors than which they are com-
monly employed for (e.g., the emitter and detector
pair employed in this study is marketed as a simple
proximity switch).

2. Target differentiation and localization

The infrared sensor [31] used in this study
consists of an emitter and detector and works with
20–28 V dc input voltage, and provides analog
output voltage proportional to the measured in-
tensity reflected off the target. The detector win-
dow is covered with an infrared filter to minimize
the effect of ambient light on the intensity mea-
surements. Indeed, when the emitter is turned off,
the detector reading is essentially zero. The sensi-
tivity of the device can be adjusted with a poten-
tiometer to set the operating range of the system.

The targets employed in this study are plane,
90� corner, 90� edge, and a cylinder of radius 4.8
cm, whose cross-sections are given in Fig. 1. They
are made of wood, each with a height of 120 cm.
Our method is based on angularly scanning each
target over a certain angular range. The infrared
sensor is mounted on a 12 in. rotary table (Fig. 2)
[32] to obtain angular scans from these target
primitives. Reference data sets are collected for
each target with 2.5 cm distance increments,
ranging from 15 cm to the maximum detectable
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range of each target, at h ¼ 0�. The output signal is
processed using an 8-bit microprocessor compati-
ble A/D converter chip having a conversion time
of 100 ls.

The resulting reference scans for plane, cylin-
der, edge and corner are shown in Figs. 3–6, re-
spectively. The intensity scans are h-invariant but
not r-invariant; changes in r do not result in any
simple scaling. As we will see, these scans contain
sufficient information to identify and localize the
different target types with a good degree of accu-
racy. Fig. 6 shows the distinctive double-humped
scan pattern for the corner target (this double-
humped pattern can be interpreted by thinking of
the corner in terms of its two orthogonal constit-
uent planes). As can be guessed from these figures,
the greatest difficulty is encountered in differenti-
ating cylinders and edges which have the most
similar intensity patterns. Notice that the return
signal intensities saturate at an intensity corre-
sponding to 10.7 V output voltage.

We now describe how to determine the target
type and position of an arbitrarily located target

whose intensity scan has been observed. First, we
check whether the observed scan IðaÞ exhibits
saturation or not. This situation is treated sepa-
rately as will be explained later in Section 2.3. A
corner scan is considered saturated when its cen-
tral intensity enters the saturation region, not the
humps, since it is the former value which is critical
for our method below.

We start by determining the target type. Un-
fortunately, direct comparison with the corre-
sponding curves in Figs. 3–6 is not possible since
we do not yet know the distance of the target, and
comparing with all the curves at all distances would
be computationally very expensive. Therefore, we
exploit the fact that the successive curves in Figs. 3–
6 exhibit a monotonic dependence on distance.
Furthermore, when an observed scan is compared
to the several successive curves in any of Figs. 3–6,
the two measures of difference between them de-
scribed in Sections 2.1 and 2.2 below also exhibit a
monotonic fall and rise around a single minimum.
Therefore, we are assured that we will not be set-
tling at a suboptimal point if we compare the

line–of–sight
sensor

α
  targetr

rotary
table

infrared

Fig. 2. Top view of the experimental setup used in target differentiation and localization. The emitter and detector windows are

circular with 8 mm diameter and center-to-center separation 12 mm. (The emitter is above the detector.) Both the scan angle a and the

target azimuth h are measured counter-clockwise from the horizontal axis.

corner    plane  edge   cylinder

Fig. 1. Target primitives used in this study.
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observed scan not with all scans at all distances but
only with the four scans (one for each target type)
whose central intensities are closest to that of the
observed scan. Therefore, for unsaturated scans,
only four comparisons need to be made. This re-
mains the case even if the 2.5 cm increments are
reduced to smaller values. This has the advantage
that the accuracy of the system can be increased
without increasing the cost of computation (al-
though a greater number of scans do have to be
stored). As a test, we also ran a version of the
method where eight comparisons were made using
the scans with the nearest central intensities both
above and below the observed central intensity, and
also using all of the scans shown in Figs. 3–6. These
computationally more expensive approaches, ex-
ceedingly more so in the latter case, did not im-
prove the result with respect to comparison with
only four scans. In fact, in the matched filtering
case discussed in Section 2.2, the results are even
somewhat better when four scans are used, due to
the fact that this systematic elimination of a priori

suboptimal scans eliminates the small possibility
that they will mistakingly be chosen as the best
matching scan due to noise and other errors.

Two alternative approaches are employed in
performing the four comparisons. These are dis-
cussed below in the following two sections.

2.1. Least-squares approach

First, we estimate the angular position of the
target as follows: Assuming the observed scan
pattern is not saturated, we check if it has two
humps or not. If so, it is a corner and we find the
angular location of the dip in the middle of the two
humps and the corresponding intensity value. If
not, we find the angular location of the maximum,
denoted hMAX, and again the corresponding in-
tensity value. These angular values can be directly
taken as estimates of the angular position of the
target. Alternatively, the angular position can be
estimated by finding the center-of-gravity (COG)
of the scan as follows
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Fig. 3. Intensity scans for planes at different distances.
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hCOG ¼
Pn

i¼1 aiIðaiÞPn
i¼1 IðaiÞ

; ð1Þ

where n is the number of samples in the angular
scan. Ideally, these estimates would be equal, but
in practice they differ by a small amount. We will
consider the use of both alternatives when tabu-
lating our results. From now on, we will refer to
either estimate as the ‘‘center angle’’ of the scan.

Plots of the intensity at the center angle of each
scan in Figs. 3–6 as a function of the distance at
which that scan was obtained, play an important
part in our method. Fig. 7 shows these plots for
the maximum intensity (central dip intensity for
corner) case.

In this approach, we compare the intensity scan
of the observed target with the four reference scans
by computing their least-squares differences after
aligning their centers with each other. Since the
squared difference is sensitive even to multiplica-
tive factors which are close to unity, we have em-
ployed an interpolated reference scan obtained by
linearly interpolating between the two consecutive

scans whose central intensities are just above and
just below the observed scan. The mean-square
difference between the observed scan and the four
interpolated scans, one for each possible target
type, is computed as follows

Ej ¼
Xn

i¼1

½Iðai � aalignÞ � IjðaiÞ�2; ð2Þ

where Ij, j ¼ 1; 2; 3; 4 denote the four interpolated
scans. Here, aalign is the angular shift which is
necessary to align both patterns. The target type
resulting in the smallest value of E is declared as
the observed target. Once the target type is deter-
mined, the range can be estimated by using linear
interpolation on Fig. 7. Note that, this way, the
accuracy of the method is not limited by the 2.5 cm
spacing used in collecting the reference scans.

2.2. Matched filtering approach

As an alternative, we have also considered the
use of matched filtering [33] to compare the
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Fig. 4. Intensity scans for cylinders at different distances.
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observed and reference scans. The output of the
matched filter is the cross-correlation between
the observed intensity scan and the jth reference
scan normalized by the square root of its total
energy

yjðlÞ ¼
P

k IðakÞIjðak�lÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
k ½IjðakÞ�2

q : ð3Þ

The target type corresponding to the maximum
cross-correlation peak is declared as the correct
target type, and the angular position of the
correlation peak directly provides an estimate of
the azimuth angle of the target. Then, the dis-
tance is estimated by using linear interpolation
on Fig. 7 with the intensity value at the azimuth
estimate.

2.3. Saturated scans

If saturation is detected in the observed scan,
special treatment is necessary. In the least-squares

approach, the mean-square difference between the
aligned observed scan and all the saturated refer-
ence scans are computed and the target type with
the minimum mean-square difference is chosen.
The range estimate of the target is taken as the
distance corresponding to the scan resulting in the
minimum mean-square difference. Similarly, for
the matched filter, correlation between the ob-
served scan and all the stored saturated reference
scans is computed and the target type resulting in
the highest correlation peak is selected. The range
estimate is again taken as that of the best match-
ing scan.

It should be noted that, in the saturated case,
range estimation accuracy is limited by the 2.5 cm
interval at which the reference scans were taken
since interpolation is not possible. If this accuracy
is not satisfactory, it can be improved by reducing
the 2.5 cm intervals. We underline that the 2.5 cm
interval does not limit the range estimation accu-
racy in the unsaturated case, where accurate in-
terpolation is possible from Fig. 7.
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Fig. 5. Intensity scans for edges at different distances.
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3. Experimental verification and discussion

In this section, we experimentally verify the
proposed method by locating the targets at ran-
domly selected distances r and azimuth angles h
and collecting a total of 120 test scans. The targets
are randomly located at azimuths varying from
)45� to 45� from 15 cm up to the maximum ranges
in Figs. 3–6.

The results of least-squares based target differ-
entiation are displayed in Tables 1 and 2 in the
form of target confusion matrices. Table 1 gives
the results obtained using the maximum (or the
central dip for corner) intensity values, and Table
2 gives those obtained using the intensity value at
the COG of the scans. The average accuracy over
all target types can be found by summing the
correct decisions given along the diagonal of
the confusion matrix and dividing this sum by the
total number of test trials (120). The average cor-
rect classification rates obtained by using the max/

dip and the COG variations of the least-squares
approach are 93% and 89%, respectively.

Matched filter differentiation results are pre-
sented in Table 3. The average accuracy of differ-
entiation over all target types is 97% which is
better than that obtained with the least-squares
approach. The matched filter correctly classifies
planar targets as well as corners with an accuracy
of 100%.

As shown in the tables, corners are always
correctly identified regardless of which method is
used, due to their distinctive signature. Second best
to corners are planes which are also usually cor-
rectly identified. Cylinders and edges are the most
confused target types as we had expected from the
similar nature of their intensity scans. Nearly all
misclassified targets are located at far ranges where
the return signal intensities are very weak.

The average absolute range and azimuth esti-
mation errors for the different approaches are
presented in Table 4 over all test targets. As seen in
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Fig. 6. Intensity scans for corners at different distances.

T. Aytac�, B. Barshan / Optics Communications 210 (2002) 25–35 31



10 20 30 40 50 60 70
0

2

4

6

8

10

12

DISTANCE (cm)

IN
T

E
N

S
IT

Y
 (

V
)

corner
plane
cylinder
edge

Fig. 7. Central intensity versus distance curves for the different targets.

Table 1

Target confusion matrix: least-squares based classification (max/dip variation)

Target Differentiation result Total

P CY E C

P 29 – 1 – 30

CY 4 26 – – 30

E 1 3 26 – 30

C – – – 30 30

Total 34 29 27 30 120

P: plane, CY: cylinder, E: edge, C: corner.

Table 2

Target confusion matrix: least-squares based classification (COG variation)

Target Differentiation result Total

P CY E C

P 30 – – – 30

CY 4 24 2 – 30

E 5 2 23 – 30

C – – – 30 30

Total 39 26 25 30 120
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the table, using the max/dip and COG variations
of the least-squares approach, the target ranges are
estimated with average absolute range errors of 1.2
and 1.7 cm, respectively. Matched filtering results
in an average absolute range error of 0.8 cm which
is much better than that obtained with the least-
squares approach. The greatest contribution to the
range errors comes from targets which are incor-
rectly differentiated. If we average over only cor-
rectly differentiated targets, the average absolute
range errors are reduced to 0.6, 0.6, and 0.7 cm for
the max/dip and COG variations of least-squares
and the matched filter approaches, respectively.
Since these numbers are comparable, we may
conclude that the superior range accuracy of
matched filtering is mostly a consequence of its
superior differentiation accuracy.

As for azimuth estimation, matched filtering
results in an average absolute estimation error of
1.6�, which is the best among the approaches
compared. Averaging the azimuth errors over only
correctly differentiated targets does not result in
significant changes. This is due to the fact that

azimuth estimation is not dependent on correct
differentiation.

Because of the sharpness of the scans for the
cylindrical target around their peaks, azimuth es-
timation of cylinders is more accurate than that of
other targets when the least-squares approach is
used. On the other hand, angular localization of
corners is less accurate since it is difficult to esti-
mate with good accuracy the exact angular loca-
tion of the relatively shallow central dip, especially
with the max/dip variation of least-squares ap-
proach. The COG variation is, on the average,
better than the max/dip variation in azimuth esti-
mation due to the fact that COG based calcula-
tions average out the noise in the return signal
intensities.

4. Conclusion

In this study, differentiation and localization of
commonly encountered indoor features or targets
such as plane, cylinder, edge and corner is

Table 3

Target confusion matrix: matched filter based classification

Target Differentiation result Total

P CY E C

P 30 – – – 30

CY – 27 3 – 30

E – 1 29 – 30

C – – – 30 30

Total 30 28 32 30 120

Table 4

Absolute range and azimuth estimation errors over all test targets

Method P CY E C Average error

Least squares

(max/dip)

r (cm) 1.0 1.8 1.1 0.7 1.2

h (deg) 4.1 1.7 2.3 5.7 3.5

Least squares

(COG)

r (cm) 0.5 1.5 4.3 0.7 1.7

h (deg) 2.9 2.4 3.0 2.8 2.8

Matched filter r (cm) 0.7 1.0 0.8 0.7 0.8

h (deg) 1.2 1.8 1.8 1.7 1.6
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achieved using an inexpensive infrared emitter and
detector pair. Different approaches are compared
in terms of correct target differentiation, and range
and azimuth estimation accuracy. A typical ap-
plication of the demonstrated system would be in
mobile robotics in surveying an unknown envi-
ronment composed of such features or targets.
Many artificial environments fall into this cate-
gory. We plan to test and evaluate the developed
system on a small mobile robot in our laboratory
for map building in a test room composed of the
primitive target types considered in this study.

The accomplishment of this study is that even
though the intensity patterns are highly dependent
on target location, and this dependence cannot be
represented by a simple relationship, we achieve
position-invariant target differentiation. An aver-
age correct target differentiation rate of 97% over
all target types is achieved and targets are local-
ized within absolute range and azimuth errors of
0.8 cm and 1.6�, respectively. The method we
propose is scalable in the sense that the accuracy
can be increased by increasing the number of
reference scans without increasing the computa-
tional cost.

In this paper, we have demonstrated target
differentiation using four basic target types.
However, based on the data we have collected, it
seems possible to increase this number up to at
least ten, provided the targets are not too similar.
Current work investigates the deduction of not
only the geometry but also the surface properties
of the target from its intensity scan without
knowing its location. Preliminary results indicate
that the method of this paper can be applied to this
case with little or no modification by treating the
combination of a particular geometry and partic-
ular surface as a generalized target type. These
results will be reported elsewhere [34].
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