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#### Abstract

In this paper, recursive and least squares methods for identification of nonminimum phase linear time-invariant (NMP-LTI) FIR systems are developed. The methods utilize the second- and third-order cumulants of the output of the FIR system whose input is an independent, identically distributed (i.i.d.) non-Gaussian process. Since knowledge of the system order is of utmost importance to many system identification algorithms, new procedures for determining the order of an FIR system using only the output cumulants are also presented. To illustrate the effectiveness of our methods, various simulation examples are presented.


## I. Introduction

IN this paper, we introduce new parametric approaches to the identification of nonminimum phase linear timeinvariant (NMP-LTI) systems. The parametric model that we consider is an MA model described by

$$
\begin{equation*}
y(n)=\sum_{i=0}^{q} h(i) x(n-i) \tag{1}
\end{equation*}
$$

where $y(n)$ is the output of an FIR system whose input is $x(n)$. The system input $x(n)$ is assumed to be nonGaussian, i.i.d., random process with $E\{x(n)\}=0$, $E\{x(n) x(n+\tau)\}=\beta_{2} \delta(\tau)$, and $E\left\{x(n) x\left(n+\tau_{1}\right) x(n+\right.$ $\left.\left.\tau_{2}\right)\right\}=\beta_{3} \delta\left(\tau_{1}, \tau_{2}\right)$. This model is a special case of the general ARMA model; however, it has been widely studied not only for its own interest but also due to the existence of some methods which use MA estimation techniques to identify ARMA models [7].

Most of the standard system identification algorithms available in the literature estimate only a spectrally equivalent minimum phase system because these techniques exploit only the second-order statistics which suppress all phase information of the underlying process; thus they are incapable of identifying the nonminimum phase structure of the system. A recent approach to the identification problem of NMP-LTI systems is the use of polyspectra or higher order spectra. This approach exploits the fact that

[^0]the $(k+1)$ st-order spectrum $(k>1)$ which is the spectrum of the $(k+1)$ st-order cumulant sequence contains information regarding both the phase and magnitude of the Fourier transform of the system; and thus it has an advantage over procedures relying solely on the power spectrum in that perfect reconstruction is possible even when the system is nonminimum phase [10].

Several methods utilizing cumulant statistics for the identification of NMP-LTI systems have been proposed in the literature (see, for example, [9]). Recently, Giannakis and Mendel [5], and Tugnait [12] developed recursive and least squares identification methods by using the second-order statistics and a 1-D slice of the output cumulants. In this paper, we present new cumulant based identification methods by exploiting a much larger data set of output statistics. First, we propose a method that uses all samples of the second- and third-order cumulants to reconstruct the unknown system impulse response $h(n)$. Second, we develop cumulant based identification methods using the power spectrum and a 1-D slice of the bispectrum.

The methods presented in this paper require solution of a system of linear equations. Identification methods that exploit all the relevant statistics and use nonlinear optimization techniques are developed in the literature; see [3], [9], and [14]. Nonlinear solutions are computationally expensive and may converge to a local minimum. However, the estimates obtained via nonlinear solutions are generally better than the estimates obtained via linear solutions provided that the first are properly initialized. A good linear method can provide such an initialization that not only may lead to global convergence but may reduce the computational complexity as well.

An important problem in system identification is the determination of the system order. In this paper, this problem is also considered. New procedures for determining the order of an FIR system using only the output cumulants are proposed. In order to demonstrate the effectiveness of our methods, various simulation examples are presented.

## II. A Fundamental Relationship

In this section, we derive a relationship between the second- and third-order spectra. This relationship is of fundamental importance because it is the basis of our system identification algorithms.

Let us assume that we are given the second- and thirdorder cumulants of the output sequence (in practice they can be estimated), then we can reconstruct the following 2-D sequence

$$
s\left(\tau_{1}, \tau_{2}\right)= \begin{cases}c_{2}\left(\tau_{1}\right) & \text { if } \tau_{1}=\tau_{2}  \tag{2}\\ 0 & \text { otherwise }\end{cases}
$$

Let us define the sequence $g\left(\tau_{1}, \tau_{2}\right)$ such that

$$
\begin{equation*}
g\left(\tau_{1}, \tau_{2}\right) * s\left(\tau_{1}, \tau_{2}\right)=c_{3}\left(\tau_{1}, \tau_{2}\right) \tag{3}
\end{equation*}
$$

where $*$ denotes convolution operation. Equation (3) is the key equation for reconstructing $h(n)$ from the secondand third-order statistics. In the frequency domain, (3) becomes

$$
\begin{equation*}
G\left(\omega_{1}, \omega_{2}\right)=\frac{C_{3}\left(\omega_{1}, \omega_{2}\right)}{C_{2}\left(\omega_{1}+\omega_{2}\right)} \tag{4}
\end{equation*}
$$

where $C_{2}(\omega)$ and $C_{3}\left(\omega_{1}, \omega_{2}\right)$ are the power spectrum and bispectrum, respectively. It is well known that the bispectrum is related to the system transfer function $H(\omega)$ by

$$
\begin{equation*}
C_{3}\left(\omega_{1}, \omega_{2}\right)=\beta_{3} H\left(\omega_{1}\right) H\left(\omega_{2}\right) H\left(-\omega_{1}-\omega_{2}\right) \tag{5}
\end{equation*}
$$

and the power spectrum is related to the system transfer function by

$$
\begin{equation*}
C_{2}(\omega)=\beta_{2} H(\omega) H(-\omega) \tag{6}
\end{equation*}
$$

By substituting (5) and (6) into (4), $G\left(\omega_{1}, \omega_{2}\right)$ can be written in terms of the system transfer function as

$$
\begin{equation*}
G\left(\omega_{1}, \omega_{2}\right)=\frac{\epsilon H\left(\omega_{1}\right) H\left(\omega_{2}\right)}{H\left(\omega_{1}+\omega_{2}\right)} \tag{7}
\end{equation*}
$$

where $\epsilon=\beta_{3} / \beta_{2}$. Bearing in mind (4) and taking the inverse Fourier transform of both sides of (7), we obtain the relationship

$$
\begin{align*}
& \sum_{i=0}^{q} h(i) c_{3}\left(\tau_{1}-i, \tau_{2}-i\right) \\
& \quad=\sum_{i=0}^{q} \epsilon h(i) h\left(\tau_{2}-\tau_{1}+i\right) c_{2}\left(\tau_{1}-i\right) \tag{8}
\end{align*}
$$

which relates the system response coefficients to the sec-ond- and third-order cumulants. Equation (8) is not new. It has been first derived in [3] and [12]. In the next section, we develop a new approach that exploits all the relevant statistics in the solution of (8); and in Section IV, we use (7) in the development of new approaches for the identification of NMP-LTI systems using slices of higher order spectra.

The basic equations used in [5] and [12] can be obtained from (8). Giannakis and Mendel's method utilizes the second-order statistics and the diagonal slice $c_{3}(\tau, \tau)$ of third-order cumulants. By setting $\tau_{1}=\tau_{2}=\tau$ in (8), we get

$$
\begin{equation*}
\sum_{i=0}^{q} h(i) c_{3}(\tau-i, \tau-i)=\sum_{i=0}^{q} \epsilon h^{2}(i) c_{2}(\tau-i) \tag{9}
\end{equation*}
$$

If we multiply both sides of (9) by $1 / \epsilon$, the resulting equation is called Giannakis and Mendel's equation or simply GM-equation.

Tugnait's method, on the other hand, utilizes the sec-ond-order statistics and the 1-D slice $c_{3}(q, \tau)$ of thirdorder cumulants. By setting $\tau_{1}=q$ and $\tau_{2}=\tau_{1}+q$ in (8), we obtain Tugnait's equation (also called T-equation), that is,

$$
\begin{equation*}
\sum_{i=0}^{q} h(i) c_{3}(q, i-\tau)=\epsilon h(0) h(q) c_{2}(\tau) \tag{10}
\end{equation*}
$$

where we have used the fact that $c_{3}(i, i+q)=c_{3}(-i$, $q)=c_{3}(q,-i)$. It is of interest to note that while both methods utilize a 1-D slice of third-order cumulants, (9) makes use of more correlation information than (10) does. Methods based on simultaneous use of both (9) and (10) are considered in [13].

## III. Reconstruction from the Second- and ThirdOrder Cumulants

## A. Least Squares (LS) Method

In this section, we develop least squares method for reconstructing the system impulse response coefficients $\{h(i)\}$ from the second- and third-order statistics of the output sequence $y(n)$. The method is based on using (8). Concatenating (8) for $\tau_{1}, \tau_{2} \in S$, where $S$ is a region shown in Fig. 1, we obtain the following system of linear equations:

$$
\begin{equation*}
d=M r \tag{11}
\end{equation*}
$$

where

$$
\begin{aligned}
r= & \left(h(1) \cdots h(q) \epsilon \epsilon h(1) \cdots \epsilon h(q) \epsilon h^{2}(1) \cdots\right. \\
& \left.\epsilon h(1) h(q) \cdots \epsilon h^{2}(q)\right)^{T}-\left(q^{2}+5 q+2\right) / 2 \text { col- } \\
& \text { umn vector, } \\
\boldsymbol{d}= & \left(\boldsymbol{d}_{1} \boldsymbol{d}_{2}\right)^{T}-5 q^{2}+4 q+1 \text { column vector, } \\
\boldsymbol{d}_{1}= & \left(c_{3}(-q,-q) \cdots c_{3}(-q, 0) c_{3}(-q+1,-q)\right. \\
& \cdots c_{3}(-q+1,1) \cdots c_{3}(0,-q) \cdots \\
& \left.c_{3}(0, q)\right) \\
\boldsymbol{d}_{2}= & \left(c_{3}(1,-q+1) \cdots c_{3}(1, q) \cdots c_{3}(q, 0)\right. \\
& \left.\cdots c_{3}(q, q) 0 \cdots 0\right)
\end{aligned}
$$

and $\boldsymbol{M}$ is a matrix of size $\left(5 q^{2}+4 q+1\right) \times\left(q^{2}+5 q+\right.$ 2) $/ 2$ whose entries are determined according to (8). The least squares solution of this overdetermined system of equations is

$$
\begin{equation*}
\boldsymbol{r}=\left(\boldsymbol{M}^{T} \boldsymbol{M}\right)^{-1} \boldsymbol{M}^{T} \boldsymbol{d} \tag{12}
\end{equation*}
$$

In solving (11), we assume without loss of generality that the impulse response has been scaled so that $h(0)=1$. The unknown coefficients $h(1), h(2), \cdots, h(q)$ can then be determined as the first $q$ elements of the vector $r$. This would be the end of the matter when there are no measurement noise and estimation errors. If this is not the case, we propose an alternative approach which exploits all the available information provided by the vector $r$.


Fig. 1. The region of set $S$.
First, we form the matrix $\boldsymbol{R}$ from the vector $\boldsymbol{r}$ as follows:

$$
\boldsymbol{R}=\left(\begin{array}{ccccc}
1 & h(1) & h(2) & \cdots & h(q)  \tag{13}\\
\epsilon & \epsilon h(1) & \epsilon h(2) & \cdots & \epsilon h(q) \\
\epsilon h(1) & \epsilon h^{2}(1) & \epsilon h(1) h(2) & \cdots & \epsilon h(1) h(q) \\
\epsilon h(2) & \epsilon h(2) h(1) & \epsilon h^{2}(2) & \cdots & \epsilon h(2) h(q) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\epsilon h(q) & \cdots & \cdots & \cdots & \epsilon h^{2}(q)
\end{array}\right) .
$$

It is clear from the structure of $\boldsymbol{R}$ that its rank is one. $\boldsymbol{R}$ can be written in the following form:

$$
\begin{align*}
\boldsymbol{R} & =\boldsymbol{h}_{\epsilon} \boldsymbol{h}^{T} \\
& \left.=\left(\begin{array}{c}
1 \\
\epsilon \\
\epsilon h(1) \\
\vdots \\
\epsilon h(q)
\end{array}\right)\left(\begin{array}{llll}
1 & h(1) & h(2) & \cdots
\end{array}\right) h(q)\right) . \tag{14}
\end{align*}
$$

The unknown impulse response sequence $h(n)$ can now be identified from the matrix $\boldsymbol{R}$ using one of the elegant techniques in numerical algebra; the singular value decomposition (SVD). That is,

$$
\begin{equation*}
\boldsymbol{R}=\mathbf{Z V} \boldsymbol{U}^{T} \tag{15}
\end{equation*}
$$

where $V$ is a diagonal matrix, the diagonal elements of which are the singular values of $\boldsymbol{R}$. The columns of the unitary matrix $Z$, that is, $z_{1}, z_{2}, \cdots, z_{2+q}$, are the left singular vectors of $\boldsymbol{R}$, and the columns of the second unitary matrix $\boldsymbol{U}$, that is, $\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \cdots, \boldsymbol{u}_{1+q}$, are the right singular vectors of $\boldsymbol{R}$. Since $\boldsymbol{R}$ is of rank one, it follows that there is only one nonzero singular value, whose corresponding singular vectors determine the impulse response. From the properties of the SVD, it can be shown that [8]

$$
\begin{equation*}
h(n)=k_{1} u_{1}(n) \quad 0 \leq n \leq q \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
h_{\epsilon}(n)=k_{2} z_{1}(n) \quad 0 \leq n \leq q+1 \tag{17}
\end{equation*}
$$

where $k_{1}$ and $k_{2}$ are constants. By scaling the singular vectors $z_{1}$ and $u_{1}$ so that $z_{1}(0)=u_{1}(0)=1$, the unknown parameters $\epsilon, h(1), \cdots, h(q)$ can be determined from (16) and (17) in a straightforward manner. Alternatively, we could use the following expressions (which follow from (14) and (15)) to avoid division by a small value:

$$
\begin{array}{ll}
h(n)=z_{1}(0) V(0,0) u_{1}(n) & 0 \leq n \leq q \\
h_{\epsilon}(n)=u_{1}(0) V(0,0) z_{1}(n) & 0 \leq n \leq q+1 \tag{19}
\end{array}
$$

It is relevant at this point to mention that theoretically only one singular value of $\boldsymbol{R}$ is nonzero. In practice, due to noise and estimation errors, there may be many nonzero singular values, but only a single dominant one. In fact, when the number of realizations approaches infinity, this dominance will be more pronounced.
Extension of the above described method to the fourthorder cumulant is provided in the Appendix.

## B. Uniqueness of the LS Solution

The least squares method described in the previous section yields a unique (least squares) solution if the matrix $\boldsymbol{M}$ has full rank. In this section, we show that the matrix $\boldsymbol{M}$ is of full rank. Towards this objective, we first show that the unknown parameters $\{h(i)\}$ and $\left\{\epsilon h(i) h\left(\tau_{2}-\tau_{1}\right.\right.$ $+i)\}$, elements of the vector $r$, can be uniquely determined from (8) using a recursive algorithm. By setting $\tau_{1}$ $=\tau_{2}=-q$ in (8), we obtain

$$
\begin{equation*}
\epsilon=\frac{c_{3}(-q,-q)}{c_{2}(-q)} \tag{20}
\end{equation*}
$$

where we have used $h(0)=1$. Similarly, by setting $\tau_{1}=$ $-q$, we obtain
$\epsilon h\left(\tau_{2}+q\right)=\frac{c_{3}\left(-q, \tau_{2}\right)}{c_{2}(-q)} \quad \tau_{2}=-q+1, \cdots, 0$
and

$$
\begin{array}{r}
h\left(\tau_{2}+q\right)=\frac{c_{3}\left(-q, \tau_{2}\right)}{\epsilon c_{2}(-q)}=\frac{c_{3}\left(-q, \tau_{2}\right)}{c_{3}(-q,-q)} \\
\tau_{2}=-q+1, \cdots, 0 \tag{22}
\end{array}
$$

The unknown parameters $\left\{\epsilon h(i) h\left(\tau_{2}-\tau_{2}+i\right)\right\}$ can be obtained from (8) as follows. First, we compute $\epsilon h^{2}(q)$ by setting $\tau_{1}=\tau_{2}=2 q$, that is,

$$
\begin{equation*}
\epsilon h^{2}(q)=\frac{h(q) c_{3}(q, q)}{c_{2}(q)} \tag{23}
\end{equation*}
$$

Then, we use the following recursive formulas:

$$
\begin{align*}
& \text { For } n=1 \text { to }\lfloor q / 2\rfloor \\
& \qquad \begin{aligned}
& \epsilon h(n) h\left(\tau_{2}+q\right) \\
&= \frac{1}{c_{2}(-q)}\left(\sum_{i=0}^{n} h(i) c_{3}\left(\tau_{1}-i, \tau_{2}-i\right)\right. \\
&\left.-\sum_{i=0}^{n-1} \epsilon h(i) h\left(\tau_{2}-\tau_{1}+i\right) c_{2}\left(\tau_{1}-i\right)\right) \\
& \tau_{1}=-q+n \\
&= \frac{1}{c_{2}(q)}\left(\sum_{i=q-n}^{q} h(i) c_{3}\left(\tau_{1}-i, \tau_{2}-i\right)\right. \\
& \quad-n \tau_{2}=-q+n, \cdots, 0 \\
&\left.\sum_{i=q-n+1}^{q} \epsilon h(i) h\left(\tau_{2}-\tau_{1}+i\right) c_{2}\left(\tau_{1}-i\right)\right) \\
& \tau_{1}=2 q-n
\end{aligned} \\
& \quad \text { and } \tau_{2}=2 q-n, \cdots, 2 q
\end{align*}
$$

end
where $\lfloor q / 2\rfloor=q / 2$ if $q$ is even, and $\lfloor q / 2\rfloor=(q-$ 1) $/ 2$ is $q$ is odd. The above recursive algorithm computes $\{h(i)\}$ and $\left\{\epsilon h(i) h\left(\tau_{2}-\tau_{1}+i\right)\right\}$ independently. It only uses (8) for certain values of $\tau_{1}$ and $\tau_{2}$. It follows then that there are $\left(q^{2}+5 q+2\right) / 2$ linearly independent rows of the coefficient matrix $\boldsymbol{M}$. Since the number of linearly independent rows equals the number of linearly independent columns, therefore the rank of the matrix $M$ is $\left(q^{2}+5 q\right.$ $+2) / 2$. Alternatively, if the rank of the matrix $\boldsymbol{M}$ is less than $\left(q^{2}+5 q+2\right) / 2$, then we have more than one solution for $r$. But, from (20)-(25), we have only one unique solution for $r$. Thus, we have a contradiction since all solutions of (11) must satisfy (20)-(25); therefore, the rank of the matrix $M$ is $\left(q^{2}+5 q+2\right) / 2$.

## C. Robustness to Additive Noise

In practical applications, the received signal is usually a noise corrupted version of the original one. In this section, we consider the signal model

$$
\begin{equation*}
d(n)=y(n)+w(n) \tag{26}
\end{equation*}
$$

where $d(n)$ is the received signal, and $w(n)$ is an additive Gaussian noise.

For Gaussian processes only, cumulants of order greater than two are identically zero. This property can be exploited in estimating the third-order cumulants of noisy observations. Under the assumption that $w(n)$ is independent of $y(n)$, the third-order cumulants of $d(n)$ are equal to the third-order cumulants of $y(n)$. Symbolically,

$$
\begin{equation*}
c_{3_{d}}\left(\tau_{1}, \tau_{2}\right)=c_{3_{r}}\left(\tau_{1}, \tau_{2}\right) \tag{27}
\end{equation*}
$$

This indicates that $c_{3,}\left(\tau_{5}, \tau_{2}\right)$ are not affected by additive Gaussian noise. The second-order cumulants, on the other hand, appear to be affected by presence of noise, because

$$
\begin{equation*}
c_{2 d}(\tau)=c_{2, v}(\tau)+c_{2 w}(\tau) \tag{28}
\end{equation*}
$$

If the second-order cumulants of the additive noise are nonzero only for lags in the range $|\tau|<\bar{q}$ where

$$
\bar{q}= \begin{cases}(q / 2)-1 & \text { if } q \text { is even }  \tag{29}\\ (q-1) / 2 & \text { if } q \text { is odd }\end{cases}
$$

the recursive method developed in the previous section for reconstructing the unknown parameters $\{h(i)\}$ and $\left\{\epsilon h(i) h\left(\tau_{2}-\tau_{1}+i\right)\right\}$ from the second- and third-order cumulants will not be affected by presence of noise since it uses samples of $c_{2_{d}}(\tau)$ for which $\bar{q}<|\tau| \leq q$. Consequently, uniqueness and consistency of the LS solution will remain unaffected if the rows of the matrix $M$ which contain the samples of $c_{2 w}(\tau)$ are removed.

## IV. Reconstruction from the Power Spectrum and a 1-D Slice of the Bispectrum

Another possible approach to reconstructing $h(n)$ from the output data $\{y(n)\}$ is to use slices of higher order spectra [1], [2]. In this section, we present recursive and least squares methods for reconstructing $h(n)$ from the power spectrum and a 1-D slice of the bispectrum. The methods utilize the 1-D slice corresponding to $\omega_{1}=\omega_{2}$. By substituting $\omega_{1}=\omega_{2}=\omega$ in (7), the following relationship results:

$$
\begin{equation*}
G(\omega, \omega)=\frac{C_{3}(\omega, \omega)}{C_{2}(2 \omega)}=\frac{\epsilon H^{2}(\omega)}{H(2 \omega)} \tag{30}
\end{equation*}
$$

Multiplying both sides of (30) by $C_{2}(2 \omega) H(2 \omega)$, we obtain

$$
\begin{equation*}
H(2 \omega) C_{3}(\omega, \omega)=\epsilon H^{2}(\omega) C_{2}(2 \omega) \tag{31}
\end{equation*}
$$

In the time domain, (31) takes the form

$$
\begin{equation*}
\sum_{i=0}^{2 q} h_{1}(i) c^{\prime}(\tau-i)=\sum_{i=0}^{2 q} \epsilon h_{2}(i) s^{\prime}(\tau-i) \tag{32}
\end{equation*}
$$

where

$$
\begin{aligned}
h_{1}(n) & =\mathcal{F}^{-1}[H(2 \omega)] \\
h_{2}(n) & =\mathcal{F}^{-1}\left[H^{2}(\omega)\right] \\
c^{\prime}(\tau) & =\mathcal{F}^{-1}\left[C_{3}(\omega, \omega)\right] \\
s^{\prime}(\tau) & =\mathcal{F}^{-1}\left[C_{2}(2 \omega)\right]
\end{aligned}
$$

Equation (32) is the basis for our recursive and least squares methods.

## A. Recursive ( $R C$ ) Method

Since $h(n)$ is nonzero only over $0<n<q$, the length of the sequence $c^{\prime}(\tau)$ is $4 q+1$ where $-2 q \leq \tau<2 q$. Now, the parameter $\epsilon$ can be computed from (32) by setting $\tau=-2 q$. That is

$$
\begin{equation*}
\epsilon=\frac{c^{\prime}(-2 q)}{c_{2}(-q)} \tag{33}
\end{equation*}
$$

where we have used $h(0)=1$. Once we obtain $\epsilon$, we can proceed to compute the first parameter $h(1)$ by setting $\tau$ $=-2 q+1$. By doing so, we obtain

$$
\begin{equation*}
h_{2}(1)=\frac{c^{\prime}(-2 q+1)}{\epsilon c_{2}(-q)}=\frac{c^{\prime}(-2 q+1)}{c^{\prime}(-2 q)} . \tag{34}
\end{equation*}
$$

Since we know that

$$
\begin{equation*}
h_{2}(n)=h(n) * h(n)=\sum_{i=0}^{q} h(i) h(n-i) \tag{35}
\end{equation*}
$$

therefore

$$
\begin{equation*}
h(1)=\frac{1}{2} h_{2}(1) . \tag{36}
\end{equation*}
$$

$c_{2}(\tau)$ and the phase sensitive statistic $c^{\prime}(\tau)$ as follows:

$$
\begin{aligned}
\text { For } n= & 1 \text { to } q \\
& \text { term } 1=\Sigma_{i=0}^{n} h_{1}(i) c^{\prime}(-2 q+n-i) \\
& \text { term } 2=\epsilon \Sigma_{i=0}^{n-1} h_{2}(i) s^{\prime}(-2 q+n-i) \\
& h_{2}(n)=(\operatorname{term} 1-\operatorname{term} 2) / c^{\prime}(-2 q) \\
& h(n)=\left(h_{2}(n)-\Sigma_{i=1}^{n-1} h(i) h(n-i)\right) / 2
\end{aligned}
$$

end
The above algorithm is well conditioned in the sense that all divisions are done through $c_{2}(-q)$ and $c^{\prime}(-2 q)$ which are nonzero for an MA $(q)$ model.

## B. Least Squares (LS) Method

The recursive method presented in the previous section introduces propagating errors when the initial estimates of $h(n)$ are inaccurate; in addition, it does not smooth out the effects of measurement noise. To avoid such problems, we develop in this section a least squares solution for (32). Generally, (32) can be written in a matrix form as follows:

$$
\begin{equation*}
d=D b \tag{37}
\end{equation*}
$$

where

$$
\begin{align*}
& \boldsymbol{d}=\left(\begin{array}{lllll}
c^{\prime}(-2 q) & c^{\prime}(-2 q+1) & \cdots & c^{\prime}(2 q) & 0
\end{array} \cdots 0\right)^{T}-6 q+1 \quad \text { column vector } \\
& \boldsymbol{b}=\left(h(1) \cdots h(q) \quad \epsilon \quad \epsilon h_{2}(1) \quad \epsilon h_{2}(2) \cdots \epsilon h_{2}(2 q)\right)^{T}-3 q+1 \quad \text { column vector } \\
& D-(6 q+1) \times(3 q+1) \quad \text { matrix } \\
& \boldsymbol{D}=\left[\begin{array}{lllllll}
0 & \cdots & 0 & -s^{\prime}(-2 q) & 0 & \cdots & 0 \\
0 & \cdots & 0 & -s^{\prime}(-2 q+1) & -s^{\prime}(-2 q) & \cdots & 0 \\
c^{\prime}(-2 q) & \cdots & 0 & -s^{\prime}(-2 q+2) & -s^{\prime}(-2 q+1) & \cdots & \\
c^{\prime}(-2 q+1) & \cdots & 0 & -s^{\prime}(-2 q+3) & -s^{\prime}(-2 q+2) & \cdots & \vdots \\
\vdots & & \vdots & \vdots & \vdots & & \\
c^{\prime}(2 q-2) & \cdots & c^{\prime}(0) & -s^{\prime}(2 q) & -s^{\prime}(2 q-1) & \cdots & -s^{\prime}(0) \\
c^{\prime}(2 q-1) & \cdots & c^{\prime}(1) & 0 & -s^{\prime}(2 q) & \cdots & -s^{\prime}(1) \\
c^{\prime}(2 q) & \cdots & c^{\prime}(2) & 0 & 0 & \cdots & -s^{\prime}(2) \\
0 & \cdots & c^{\prime}(3) & 0 & 0 & \cdots & \vdots \\
\vdots & & \vdots & \vdots & \vdots & & \\
0 & \cdots & c^{\prime}(2 q) & 0 & 0 & & \\
0 & & & & & & \\
0 & & & & & \\
0
\end{array}\right] \tag{38}
\end{align*}
$$

Similarly, by setting $\tau=-2 q+2$, we can compute $h_{2}(2)$ from which we can get $h(2)$. In general, the unknown parameters of the MA model described by (1) can be recovered recursively from the magnitude sensitive statistic

The least squares solution of this overdetermined system of equations is

$$
\begin{equation*}
\boldsymbol{b}=\left(\boldsymbol{D}^{T} \boldsymbol{D}\right)^{-1} \boldsymbol{D}^{T} \boldsymbol{d} . \tag{39}
\end{equation*}
$$

Once we obtain $\boldsymbol{b}$, the sequence $h(n)$ can be recovered from the first $q$ elements of $b$. That is, $h(n+1)=b(n)$ for $0 \leq n \leq q-1$; or it can be recovered from the laser $2 q+1$ elements of $b$ using recursive and nonrecursive methods. If we define $z$ to be as follows:

$$
\begin{equation*}
z=(1 b(q+1) / b(q) \cdots b(3 q) / b(q))^{T} \tag{40}
\end{equation*}
$$

then

$$
\begin{equation*}
h(n)=\mathfrak{F}^{-1}[\mathfrak{F}[z(n)]] ; \quad z(0)=1 \tag{41}
\end{equation*}
$$

or recursively
$h(n)=\left(z(n)-\sum_{i=1}^{n-1} h(i) h(n-i)\right) / 2 \quad 1 \leq n \leq q$
where $h(0)=1$. Let us, however, note that using (40) may lead to numerically unstable solution (very high magnitude of the estimated coefficients) if $|b(q)|(=|\epsilon|)$ is to be severely underestimated.

## C. Modified LS Solution

The uniqueness of the LS solution of (39) is guaranteed provided that the matrix $D$ has full rank. However, it is not straightforward to show that $D$ is of full rank. First, the matrix $D$ is not in one of the standard forms that can be easily analyzed. Second, the recursive method developed in Section IV-A cannot be used in analyzing the rank of $\boldsymbol{D}$, since it used (32) in addition to (35).

In the following, we present a modified version of the above LS method. This modification, which is very much like the approach given in [13], will enable us to analyze the rank of the coefficient matrix provided that $q$ is the true system order. Concatenating (10) for $|\tau| \leq q$, we obtain

$$
\begin{equation*}
d^{\prime}=D^{\prime} b^{\prime} \tag{43}
\end{equation*}
$$

where

$$
\begin{align*}
& \boldsymbol{b}^{\prime}=(\eta h(1) \quad h(2) \cdots h(q))^{T}-(q+1) \\
& \boldsymbol{d}^{\prime}=\left(-c_{3}(q, q)-c_{3}(q, q-1) \cdots-c_{3}(q,\right. \\
& \boldsymbol{D}^{\prime}-(2 q+1) \times(q+1) \quad \text { matrix } \\
& \boldsymbol{D}^{\prime}=\left[\begin{array}{ccccc}
-c_{2}(-q) & 0 & 0 & \cdots & 0 \\
-c_{2}(-q+1) & c_{3}(q, q) & 0 & \cdots & 0 \\
-c_{2}(-q+2) & c_{3}(q, q-1) & c_{3}(q, q) & \cdots & 0 \\
\vdots & \vdots & \vdots & & \vdots \\
-c_{2}(-1) & c_{3}(q, 2) & c_{3}(q, 3) & \cdots & 0 \\
-c_{2}(0) & c_{3}(q, 1) & c_{3}(q, 2) & \cdots & c_{3}(q, q) \\
\vdots & \vdots & \vdots & & \vdots \\
-c_{2}(q) & 0 & 0 & \cdots & c_{3}(q, 0)
\end{array}\right] \tag{44}
\end{align*}
$$

Then, we use the following recursion:

$$
\begin{aligned}
& \text { For } n=1 \text { to } q \\
& \quad \text { term1 }=\sum_{i=0}^{n} h_{1}(i) c^{\prime}(-2 q+n-i) \\
& \text { term2 }=\sum_{i=0}^{n-1} \epsilon h_{2}(i) s^{\prime}(-2 q+n-i) \\
& \epsilon h_{2}(n)=(\text { term1 }-\operatorname{term} 2) / c_{2}(-q) \\
& \text { term1 }=\sum_{i=2 q-n}^{2 q} h_{1}(i) c^{\prime}(4 q-n-i) \\
& \text { term2 }=\sum_{i=2 q-n-1}^{2 q} \epsilon h_{2}(i) s^{\prime}(4 q-n-i) \\
& \epsilon h_{2}(2 q-n)=(\text { term1 }-\operatorname{term} 2) / c_{2}(q)
\end{aligned}
$$

end

From the above recursive algorithms, it follows that there are $(3 q+2)$ linearly independent rows of the matrix

$$
\boldsymbol{B}=\left(\begin{array}{cc}
\mathbf{0}_{(6 q+1) \times 1} & \boldsymbol{D}  \tag{49}\\
\boldsymbol{D}^{\prime} & \mathbf{0}_{(2 q+1) \times(2 q+1)}
\end{array}\right)
$$

which implies that there are $(3 q+2)$ linearly independent columns. Therefore, the matrix $\boldsymbol{B}$ is of full rank. Alternatively $\boldsymbol{B}$ can be rewritten as

$$
\boldsymbol{B}=\left(\begin{array}{lc}
\boldsymbol{D}_{c^{\prime}} & \boldsymbol{D}_{s}  \tag{50}\\
\boldsymbol{D}^{\prime} & \mathbf{0}_{(2 q+1) \times(2 q+1)}
\end{array}\right)
$$

where $\boldsymbol{D}_{c^{\prime}}$ and $\boldsymbol{D}_{s}$ are matrices of size $(6 q+1) \times(q+$ 1) and $(6 q+1) \times(2 q+1)$, respectively. The matrices $\boldsymbol{D}_{s}$ and $\boldsymbol{D}^{\prime}$ are full rank matrices. Therefore, the matrix $\boldsymbol{B}$ is of full rank.

## D. Robustness to Additive Noise

In the presence of additive Gaussian noise, the relationships (32) and (10) take the forms

$$
\begin{align*}
\sum_{i=0}^{2 q} h_{1}(i) c_{y}^{\prime}(\tau-i)= & \sum_{i=0}^{2 q} \epsilon h_{2}(i) s_{d}^{\prime}(\tau-i) \\
= & \sum_{i=0}^{2 q} \epsilon h_{2}(i)\left\{s_{y}^{\prime}(\tau-i)\right. \\
& \left.+s_{w}^{\prime}(\tau-i)\right\} \tag{51}
\end{align*}
$$

and

$$
\begin{align*}
\sum_{i=0}^{q} h(i) c_{3 y}(q, i-\tau) & =\eta c_{2 d}(\tau) \\
& =\eta\left\{c_{2 y}(\tau)+c_{2 w}(\tau)\right\} \tag{52}
\end{align*}
$$

where we have used (26)-(28). To obtain consistent parameter estimation, (51) should not be used for $0 \leq \tau \leq$ $2 q$ if $w(n)$ is a white Gaussian noise, and for $-2 \bar{q} \leq \tau \leq$ $2 q+2 \bar{q}$ if $w(n)$ is a colored Gaussian noise with

$$
E\{w(n) w(n+\tau)\}= \begin{cases}c_{2 w}(\tau) \neq 0 & |\tau| \leq \bar{q}  \tag{53}\\ 0 & \text { otherwise }\end{cases}
$$

Similarly, (52) should not be used for $\tau=0$ if $w(n)$ is a white Gaussian noise, and for $|\tau| \leq \bar{q}$ if $w(n)$ is a colored Gaussian noise whose second-order cumulant is given by (53).

The recursive method developed in Section IV-A utilizes (32) for lags in the range $-2 q \leq \tau \leq-q$. And the recursive method developed in Section IV-C utilizes (10) for lags in the range $|\tau|>\bar{q}$, and (32) for lags in the range $-2 q \leq \tau \leq-q$ and $3 q \leq \tau \leq 4 q$. Therefore, they are not affected by presence of a Gaussian noise with a sec-ond-order cumulant as in (53). As a consequence, the LS solution of (45) will also remain unaffected if the rows of $\boldsymbol{B}$ that contain the samples of $c_{2 w}(\tau)$ are removed. In contrary, the LS solution of (37) is affected by presence of a colored Gaussian noise. It can only handle a white Gaussian noise, and that is by removing $2 q+1$ rows of the matrix $D$ which contain the sample $c_{2 w}(0)$.

## V. Properties of the New Methods

In this section, we present the properties of the NMP system reconstruction methods described in Sections III and IV.

1) There is a close relationship between the LS solution of Sections III and IV. Specifically the matrix $\boldsymbol{R}$ can be decomposed into two matrices as shown below:

$$
\begin{equation*}
\boldsymbol{R}=\binom{\boldsymbol{R}_{1}}{\boldsymbol{R}_{2}} \tag{54}
\end{equation*}
$$

where

$$
\begin{align*}
\boldsymbol{R}_{1}= & \left(\begin{array}{lcccc}
1 & h(1) & h(2) & \cdots & h(q))-q+1 \\
& \boldsymbol{R}_{2}-(q+1) \times(q+1) & \text { matrix } \\
= & \left(\begin{array}{ccccc}
\epsilon & \epsilon h(1) & \epsilon h(2) & \cdots & \epsilon h(q) \\
\epsilon h(1) & \epsilon h^{2}(1) & \epsilon h(1) h(2) & \cdots & \epsilon h(1) h(q) \\
\epsilon h(2) & \epsilon h(2) h(1) & \epsilon h^{2}(2) & \cdots & \epsilon h(2) h(q) \\
\vdots & \vdots & \vdots & & \vdots \\
\epsilon h(q) & \cdots & \cdots & \cdots & \epsilon h^{2}(q)
\end{array}\right) .
\end{array} .\right.
\end{align*}
$$

By projecting the elements of the matrix $\boldsymbol{R}_{2}$ onto its diagonal, we can form the following vector:

$$
\begin{align*}
v= & \left(\epsilon 2 \epsilon h(1) \quad \epsilon\left(h^{2}(1)+2 h(2)\right)\right. \\
& \left.\cdots 2 \epsilon h(q-1) h(q) \quad \epsilon h^{2}(q)\right) \tag{56}
\end{align*}
$$

Examining (56), it is clear that

$$
\begin{align*}
v(n) & =\sum_{i=0}^{n} R_{2}(i, n-i) \\
& =\epsilon(h(n) * h(n))=\epsilon h_{2}(n) \tag{57}
\end{align*}
$$

where $v(0)=R_{2}(0,0)=\epsilon$, and $v(2 q)=R_{2}(q, q)=$ $\epsilon h^{2}(q)$.
2) Instead of applying the SVD to the matrix $R$ given by (13), we could have applied it to the matrix $\boldsymbol{R}_{2}$ given by (55). $\boldsymbol{R}_{2}$ has rank one and can always be written as

$$
\begin{align*}
\boldsymbol{R}_{\mathbf{2}} & =\boldsymbol{h}_{\epsilon} \boldsymbol{h}_{o}^{T} \\
& =\left(\begin{array}{c}
\epsilon \\
\epsilon h(1) \\
\vdots \\
\epsilon h(q)
\end{array}\right)\left(\begin{array}{lllll}
1 & h(1) & h(2) & \cdots & h(q)) .
\end{array}\right. \tag{58}
\end{align*}
$$

In theory, $\{R(0, n)\},\left\{h_{\epsilon}(n) / h_{\epsilon}(0)\right\}$, and $\left\{h_{o}(n)\right\}$ are identical. In practice, due to noise and estimation errors, they are different; and as such, we have three candidates to the unknown coefficients $\{h(n)\}$. They are

$$
\begin{align*}
& h^{(1)}(n)=R(0, n) \\
& h^{(2)}(n)=h_{o}(n) \\
& h^{(3)}(n)=h_{\epsilon}(n) / h_{\epsilon}(0) \quad 0 \leq n \leq q \tag{59}
\end{align*}
$$

To choose one candidate out of the others, we select $\boldsymbol{h}^{(i)}(i$ $=1,2,3$ ) which minimizes the squared differences between the observed cumulants and the cumulants of the proposed model.
3) It is possible to remove the redundancy present in the unknown parameters of (11) and (37). Consider, for instance, the LS method of Section III. Multiplying both sides of (7) by $H\left(w_{1}+w_{2}\right)$ and taking the inverse Fourier transform, we obtain

$$
\begin{equation*}
\sum_{i=0}^{q} h(i) g\left(\tau_{1}-i, \tau_{2}-i\right)=\epsilon h\left(\tau_{1}\right) h\left(\tau_{2}\right) \tag{60}
\end{equation*}
$$

where $g\left(\tau_{1}, \tau_{2}\right)=\mathcal{F}^{-1}\left[G\left(\omega_{1}, \omega_{2}\right)\right]$. The right-hand side of ( 60 ) is nonzero only in the region $0 \leq \tau_{1}, \tau_{2} \leq q$. If $\tau_{1}, \tau_{2}<0$ or $\tau_{1}, \tau_{2}>q$, (60) reduces to

$$
\begin{equation*}
\sum_{i=1}^{q} h(i) g\left(\tau_{1}-i, \tau_{2}-i\right)=-g\left(\tau_{1}, \tau_{2}\right) \tag{61}
\end{equation*}
$$

where we have used $h(0)=1$. The above equation can be written in a matrix form and then be solved for the unknown parameters $h(1), h(2), \cdots, h(q)$. Let us, however, note that the solution so obtained is affected by presence of additive Gaussian noise since it uses all sam-
ples of the second-order cumulants. In addition, $H(z)$ should not have zero(s) on the unit circle.
4) The RC and LS methods in Section IV can be extended in a straightforward manner to the fourth-order spectra. If $C_{4}(\omega, \omega, \omega)$ is the 1-D slice of the fourth-order spectrum, $G(\omega)$ will be related in this case to the system transfer function $H(\omega)$ by

$$
\begin{equation*}
G(\omega)=\frac{\epsilon H^{3}(\omega)}{H(3 \omega)} \tag{62}
\end{equation*}
$$

where $G(\omega)=C_{4}(\omega, \omega, \omega) / C_{2}(3 \omega)$, and $C_{2}(3 \omega)$ is the Fourier transform of the sequence

$$
s^{\prime}(\tau)= \begin{cases}c_{2}(\tau / 3) & \text { if } \frac{\tau}{3}=\text { integer }  \tag{63}\\ 0 & \text { otherwise }\end{cases}
$$

In the time domain, (62) takes the form

$$
\begin{equation*}
\sum_{i=0}^{3 q} h_{1}(i) c^{\prime}(\tau-i)=\sum_{i=0}^{3 q} \epsilon h_{2}(i) s^{\prime}(\tau-i) \tag{64}
\end{equation*}
$$

where

$$
\begin{aligned}
h_{1}(n) & =\mathfrak{F}^{-1}[H(3 \omega)] \\
h_{2}(n) & =\mathfrak{F}^{-1}\left[H^{3}(\omega)\right] \\
c^{\prime}(\tau) & =\mathfrak{F}^{-1}\left[C_{4}(\omega, \omega, \omega)\right]
\end{aligned}
$$

Equation (64) resembles (32). Therefore, it can be solved in a procedure similar to that in Section IV using recursive and least squares methods. Extension of (10) to the fourthorder cumulants is straightforward and is given by [12]

$$
\begin{equation*}
\sum_{i=0}^{q} h(i) c_{4}(q, q, i-\tau)=\eta c_{2}(\tau) \tag{65}
\end{equation*}
$$

## VI. System Order Determination

In this section, we address the problem of system order determination using cumulant statistics. Knowledge of the system order is of utmost importance to many system identification algorithms. In [6], two methods were suggested for determining the order of an FIR system using the third-order cumulants. The methods are based on visual inspection and statistical tests. In the former, one searches for the order $q$ for which $c_{3}(q, 0) \neq 0$ and $c_{3}(q$ $+1,0)=0$, and in the second, one tests the null hypothesis that the FIR order is $q$ when $\left|c_{3}(q+1,0)\right|<t_{c}$ by computing

$$
\begin{align*}
\operatorname{Pr} & \left\{\left|c_{3}(q+1,0)\right| \leq t_{c}\right\} \\
& =\frac{1}{\sqrt{2 \pi \sigma^{2}}} \int_{-t_{c}}^{t_{c}} \exp \left(-c^{2} / 2 \sigma^{2}\right) d c=1-\epsilon_{0} \tag{66}
\end{align*}
$$

for a given probability of error $\epsilon_{0}$, where $\sigma^{2}$ is the variance of the random variable $c_{3}(q+1,0)$ and $t_{c}$ is a threshold. Obviously, the first method is impractical, while the sec ond is dependent on statistics of a single random variable $c_{3}(q+1,0)$.

In the following, we propose a new procedure for determining the order of an FIR system using the secondand third-order cumulants of the output sequence. The method presented depends neither on visual inspection nor on statistical tests. In addition, it utilizes a much larger data set of output statistics than does (66).

It is well known that the third-order cumulants of an FIR system are identically zero for lags outside the region defined by $-q \leq \tau_{1}, \tau_{2} \leq q$ (see Fig. 2 for an exact definition). From (10), the unknown impulse response $h(n)$ of an FIR system is related to the second-order cumulants $c_{2}(\tau)$ and the 1-D slice $c_{3}\left(q, \tau_{2}\right)$ of the third-order cumulants $c_{3}\left(\tau_{1}, \tau_{2}\right)$ by

$$
\begin{equation*}
\sum_{i=0}^{q} h(i) c_{3}(i-\tau, q)=\eta c_{2}(\tau) \tag{67}
\end{equation*}
$$

Equation (67) can be rewritten in a matrix form as

$$
\begin{equation*}
d^{\prime}=D^{\prime} b^{\prime} \tag{68}
\end{equation*}
$$

where $\boldsymbol{d}^{\prime}, \boldsymbol{D}^{\prime}$, and $\boldsymbol{b}^{\prime}$ are defined as in (43).
If $\beta_{3}=1$ and $q$ is the true system order, the third-order cumulants can be computed as follows [9]:

$$
\begin{equation*}
c_{3}^{\prime}\left(\tau_{1}, \tau_{2}, q\right)=\sum_{i=0}^{q} h(i) h\left(i+\tau_{1}\right) h\left(i+\tau_{2}\right) \tag{69}
\end{equation*}
$$

where $c_{3}^{\prime}\left(\tau_{1}, \tau_{2} ; q\right)$ denotes the third-order cumulants computed by using the estimated impulse response coefficients $h(1) \cdots h(q)$ obtained from solving (68).

Let us now define the function $e\left(\tau_{1}, \tau_{2} ; q^{\prime}\right)$ as follows:

$$
\begin{equation*}
e\left(\tau_{1}, \tau_{2} ; q^{\prime}\right)=c_{3}\left(\tau_{1}, \tau_{2}\right)-c_{3}^{\prime}\left(\tau_{1}, \tau_{2} ; q^{\prime}\right) \tag{70}
\end{equation*}
$$

Theoretically, $e\left(\tau_{1}, \tau_{2} ; q^{\prime}\right)$ should be zero when $q^{\prime}=q$. The system order determination algorithm that we propose is based on the following steps:

1) From the given data, compute the second-order cumulants $c_{2}(\tau ; p)$ in the region defined by $0 \leq \tau \leq p$ where $p>q$.
2) From the given data, compute the third-order cumulants $c_{3}\left(\tau_{1}, \tau_{2} ; p\right)$ in the region bounded by the lines $\tau_{1}=0$, and $\tau_{1}=\tau_{1} ; 0 \leq \tau_{1}, \tau_{2} \leq p$.
3) From (68), compute the unknown coefficients $h(1)$ $\cdots h\left(q^{\prime}\right)$ assuming the order of the system is $q^{\prime} ; 1 \leq q^{\prime}$ $\leq p$.
4) Find the value of $q^{\prime}$ which minimizes the following performance measure:

$$
\begin{align*}
E\left(q^{\prime}, p\right)= & \sum_{\tau_{1}=0}^{p} \sum_{\tau_{2}=0}^{\tau_{1}} e^{2}\left(\tau_{1}, \tau_{2} ; q^{\prime}\right) \\
= & \sum_{\tau_{1}=0}^{q^{\prime}} \sum_{\tau_{2}=0}^{\tau_{1}}\left(c_{3}\left(\tau_{1}, \tau_{2} ; p\right)-c_{3}^{\prime}\left(\tau_{1}, \tau_{2} ; q^{\prime}\right)\right)^{2} \\
& +\sum_{\tau_{1}=q^{\prime}+1}^{p} \sum_{\tau_{2}=0}^{\tau_{1}} c_{3}^{2}\left(\tau_{1}, \tau_{2} ; p\right) \\
& 1 \leq q^{\prime} \leq p \tag{71}
\end{align*}
$$

Note that $c_{3}^{\prime}\left(\tau_{1}, \tau_{2} ; q^{\prime}\right)=0$ for $\tau_{1}>q^{\prime}$. Theoretically,


Fig. 2. The region of support of third-order cumulant of an MA (q) system.
$E\left(q^{\prime}, p\right)=0$ when $q^{\prime}=q$. In practice, due to noise and estimation errors, $E(q, p) \neq 0$ but of minimum value. In deriving the above algorithm, we have used $\beta_{3}=h(0)=$ 1. If $h(0) \neq 1$ (or $\beta_{2} \neq 1$ ), the sequences $c_{3}\left(\tau_{1}, \tau_{2}\right)$ and $c_{3}^{\prime}\left(\tau_{1}, \tau_{2}\right)$ should be properly scaled to ensure that $e\left(\tau_{1}\right.$, $\left.\tau_{2} ; q\right)=0$ when $c_{3}\left(\tau_{1}, \tau_{2}\right)$ is the true cumulant sequence. One possible approach to doing this is to normalize $c_{3}\left(\tau_{1}\right.$, $\left.\tau_{2}\right)$ and $c_{3}^{\prime}\left(\tau_{1}, \tau_{2}\right)$ by their zero samples at the origin. The samples $c_{3}(0,0)$ and $c_{3}^{\prime}(0,0)$ should not in this case be equal to zero.

The above described algorithm is affected by presence of additive Gaussian noise since it utilizes the secondorder cumulants. However, if the second-order cumulants of the additive noise are nonzero only for lags in the range $|\tau| \leq \bar{q}$, the effect of the noise can be eliminated by deleting the rows of the matrix $D$ corresponding to $|\tau| \leq \bar{q}$. The matrix $D$ so modified remains of full rank [12].

Instead of computing $c_{3}^{\prime}\left(\tau_{1}, \tau_{2} ; q\right)$ using the second- and third cumulants, we could have computed it using the third-order cumulants only. In [4], a relationship between the system impulse response $h(n)$ and the 1-D slice $c_{3}(q$, $\tau_{2}$ ) has been derived. This relationship is given by

$$
\begin{equation*}
h(n)=\frac{c_{3}(q, n)}{c_{3}(-q,-q)} \quad n=0,1, \cdots, q \tag{72}
\end{equation*}
$$

By substituting (72) into (69), we obtain

$$
\begin{equation*}
c_{3}^{\prime}\left(\tau_{1}, \tau_{2} ; q\right)=\frac{\sum_{i=0}^{q} c_{3}(q, i) c_{3}\left(q, i+\tau_{1}\right) c_{3}\left(q, i+\tau_{2}\right)}{c_{3}^{3}(-q,-q)} \tag{73}
\end{equation*}
$$

Equation (73) is useful when the output data is contaminated by additive, colored Gaussian noise with unknown statistics.

It is relevant at this point to mention that the system order determination algorithm described above can be applied to AR (q)-type processes, as well. If $\{y(n)\}$ corresponds to an $\operatorname{AR}(q)$ model of order $q$, then its inverse statistics correspond to an MA (q) process. To see this, let
$B\left(\omega_{1}, \omega_{2}\right)$ denote the bispectrum of an $\operatorname{AR}(q)$ process described by

$$
\begin{equation*}
y(n)=x(n)-\sum_{i=1}^{q} h(i) y(n-i) \tag{74}
\end{equation*}
$$

Then

$$
\begin{equation*}
B\left(\omega_{1}, \omega_{2}\right)=\frac{\beta_{3}}{H\left(\omega_{1}, \omega_{2}\right)} \tag{75}
\end{equation*}
$$

where $H\left(\omega_{1}, \omega_{2}\right)$ is the bispectrum of $h(n)$. The inverse bispectrum of $y(n)$ is the bispectrum of $h(n)$ scaled by $\gamma$ $=1 / \beta_{3}$. That is,

$$
\begin{align*}
\frac{1}{B\left(\omega_{1}, \omega_{2}\right)} & =\gamma H\left(\omega_{1}, \omega_{2}\right) \\
& =\gamma H\left(\omega_{1}\right) H\left(\omega_{2}\right) H\left(-\omega_{1}-\omega_{2}\right) \tag{76}
\end{align*}
$$

By computing the finite extent third-order cumulants of $h(n)$ which is the inverse Fourier transform of $H\left(\omega_{1}, \omega_{2}\right)$, the algorithm of this section can be applied to determining the unknown order $q$. It is relevant at this point to notice that the third-order cumulants of $h(n)$ can also be computed from the third-order cumulants of $y(n)$ using a set of linear equations [11]:

$$
\begin{equation*}
\sum_{i, j=-4}^{q} c_{3(h)}(i, j) c_{3(y)}\left(\tau_{1}-i, \tau_{2}-j\right)=\beta_{3} \delta\left(\tau_{i}, \tau_{2}\right) \tag{77}
\end{equation*}
$$

where (77) is derived by computing the inverse Fourier transform of both sides of the equation $B\left(\omega_{1}, \omega_{2}\right) H\left(\omega_{1}\right.$, $\left.\omega_{2}\right)=\beta_{3}$. Equation (77) can be written in a matrix form and then solved for the unknown cumulant samples of $h(n)$ for lags in the region $0 \leq \tau_{1}, \tau_{2} \leq q$ and $\tau_{1} \leq \tau_{2}$.

## ViI. Simulation Examples

## A. System Identification

In this simulation example, the available data $\{d(n)\}$ is generated by the signal model [12]:

$$
\begin{align*}
d(n)= & y(n)+w(n) \\
= & x(n)+0.1 x(n-1)-1.87 x(n-2) \\
& +3.02 x(n-3) \\
& -1.435 x(n-4)+0.49 x(n-5)+w(n) \tag{78}
\end{align*}
$$

where the input signal $x(n)$ is zero-mean exponentially distributed i.i.d. noise generated by the GGEXN subroutine of the IMSL library with $\beta_{3}=1$. The zeros of the unknown system transfer function $H(z)$ are located at -2 , $0.7 \pm j 0.7$, and $0.25 \pm j 0.433$. The signal $w(n)$ is an additive noise which is zero-mean white Gaussian process generated by the GGNML subroutine of the IMSL library.

Three different lengths of output data was used in this study: $N=1024,2048$, and 4096. The impulse response coefficients of the unknown system were computed for 100 output realizations at signal-to-noise ratio (SNR) $=\infty$ (noise-free case) where SNR $=E\left\{y^{2}(n)\right\} / E\left\{w^{2}(n)\right\}$. Besides the noise-free case, the impulse response coefficients were also computed for $N=4096$ at SNR $=100$ and 10 . The second- and third-order cumulant sequences were computed using the indirect estimation method described in [10]. For each run, we also calculated the mean squared error (MSE) defined as

$$
\begin{equation*}
\mathrm{MSE}=\frac{\sum_{n=0}^{q}\left(h(n)-h_{r}(n)\right)^{2}}{\sum_{n=0}^{q} h^{2}(n)} \tag{79}
\end{equation*}
$$

where $h(n)$ and $h_{r}(n)$ are the true and reconstructed impulse responses, respectively. Tables I-III show the mean values and standard deviations of the various parameters when the LS solutions of Section III-A (LS-I), Section IV-C (LS-II), and Tugnait's method [13] (LS-T) are employed. For the noisy cases, rows of the coefficient matrix that contain the sample $c_{2 d}(0)$ are removed. Based on the results obtained, we observe that: i) LS-II has lower MSE than LS-T, and ii) the estimates obtained via LS-I are generally better (in terms of variance and MSE) than the estimates obtained via LS-II and LS-T. This is, however, expected since the data set of output statistics exploited by LS-I is much larger than the data set of output statistics exploited by LS-II or LS-T; for example, LS-I utilizes all slices of third-order cumulant whereas LS-T utilizes only two slices of it.

## B. Order Determination

In this section, we present an example demonstrating the use of the order determination algorithm described in Section VI. Seven independent realizations were generated using the signal model [6]:

$$
\begin{align*}
d(n)= & x(n)+0.9 x(n-1)+0.385 x(n-2) \\
& -0.771 x(n-3)+w(n) \tag{80}
\end{align*}
$$

where $x(n)$ and $w(n)$ are defined as in (78). Table IV shows the value of $E\left(q^{\prime}, p\right)$ computed at $q^{\prime}=1,2, \cdots$, 5; with $p=5, \mathrm{SNR}=10$, and $N=1024$. Based on the results obtained, it is clear that $E\left(q^{\prime}, p\right)$ attains its minimum when $q^{\prime}=q=3$.

In order to illustrate the effectiveness of our algorithm, 100 Monte Carlo runs for determining the order of the system described in (80) were performed at SNR $=10$ and $N=512,1024,2048$, and 4096. Table $V$ shows the number of successful selections of the MA order when the algorithm of Section VI was implemented using (69) and (73). For comparison, the Giannakis-Mendel's algorithm [6] was also tested using the same data. The parameter $\epsilon_{0}$ was fixed to 0.05 and the variance $\sigma^{2}$ was computed as

TABLE I
The Reconstructed Impulse Response of the Simulation Example Using LS-I and 100 Monte Carlo Rlins ( $\mu=$ Mean, $\sigma=$ Standard Deviation, and MSE $=$ Mean Squared Error)

| True <br> Value | SNR $=\infty$ |  |  |  |  |  | $N=4096$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $N=1024$ |  | $N=2048$ |  | $N=4096$ |  | $\mathrm{SNR}=100$ |  | $\mathrm{SNR}=10$ |  |
|  | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ |
| 0.100 | -0.0196 | 0.2407 | -0.1294 | 0.2284 | -0.1251 | 0.2259 | -0.1025 | 0.1688 | -0.0873 | 0.1973 |
| -1.870 | -0.7005 | 0.4349 | -0.9627 | 0.4099 | -1.2402 | 0.3934 | -0.8926 | 0.4207 | -0.8150 | 0.4255 |
| 3.020 | 1.3730 | 0.6648 | 1.8499 | 0.5575 | 2.2705 | 0.4670 | 1.2265 | 0.5742 | 1.0992 | 0.5530 |
| -1.435 | -0.7510 | 0.3224 | -0.9748 | 0.2430 | -1.1461 | 0.1641 | 0.4930 | 0.3096 | -0.4281 | 0.2741 |
| 0.490 | 0.2182 | 0.1137 | 0.2950 | 0.1043 | 0.3455 | 0.0820 | 0.1137 | 0.0994 | 0.0943 | 0.0930 |
| MSE | 0.3431 | 0.2246 | 0.1940 | 0.1677 | 0.0984 | 0.1004 | 0.3690 | 0.2159 | 0.4151 | 0.2168 |

TABLE II
The Reconstructed Impulse Response of the Simulation Example Using LS-iI and 100 Monte Carlo Runs ( $\mu=$ Mean, $\sigma=$ Standard Deviation, and MSE = Mean Squared Error)

| True Value | SNR $=\infty$ |  |  |  |  |  | $N=4096$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $N=1024$ |  | $N=2048$ |  | $N=4096$ |  | $\mathrm{SNR}=100$ |  | $\mathrm{SNR}=10$ |  |
|  | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ |
| 0.100 | 0.2839 | 0.7190 | 0.2453 | 0.6807 | 0.2578 | 0.6211 | 1.2010 | 0.7356 | 1.1615 | 0.7285 |
| -1.870 | -1.3817 | 0.7001 | -1.5877 | 0.5620 | $-1.7870$ | 0.4328 | -0.5068 | 0.9958 | -0.5222 | 0.9731 |
| 3.020 | 1.7987 | 0.6245 | 2.1656 | 0.5477 | 2.5424 | 0.3890 | 1.3117 | 0.0395 | 1.2876 | 0.9961 |
| -1.435 | -0.4836 | 0.5523 | -0.7231 | 0.5478 | -0.9542 | 0.4992 | -0.5989 | 0.5070 | -0.5564 | 0.5083 |
| 0.490 | 0.0031 | 0.4167 | 0.0999 | 0.3813 | 0.2215 | 0.3487 | 0.1908 | 0.2047 | 0.1780 | 0.2238 |
| MSE | 0.2991 | 0.2143 | 0.1883 | 0.1682 | 0.1034 | 0.1163 | 0.6066 | 0.4086 | 0.6005 | 0.3785 |

TABLE III
The Reconstructed Impulse Response of the Simulation Example Using LS-T and 100 Monte Carlo Runs ( $\mu=$ Mfan, $\sigma=$ Standard Deviation, and MSE $=$ Mean Squared Error)

| True Value | SNR $=\infty$ |  |  |  |  |  | $N=4096$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $N=1024$ |  | $N=2048$ |  | $N=4096$ |  | $\mathrm{SNR}=100$ |  | SNR $=10$ |  |
|  | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ |
| 0.100 | -0.2909 | 0.5064 | -0.1873 | 0.5773 | 0.0027 | 0.5502 | 0.6468 | 0.6362 | 0.5328 | 0.5381 |
| $-1.870$ | -0.5784 | 0.6101 | -0.8704 | 0.6552 | $-1.2176$ | 0.6145 | -0.3376 | 0.9576 | -0.3988 | 1.0141 |
| 3.020 | 0.8711 | 0.6721 | 1.2669 | 0.7381 | 1.7313 | 0.6618 | 0.8240 | 1.0982 | 0.7267 | 1.3145 |
| -1.435 | -0.1518 | 0.5276 | -0.2877 | 0.6739 | -0.4393 | 0.5687 | -0.4911 | 0.5839 | -0.4311 | 0.5603 |
| 0.490 | 0.0342 | 0.2639 | 0.1012 | 0.3018 | 0.1437 | 0.2724 | 0.2223 | 0.2169 | 0.2127 | 0.1845 |
| MSE | 0.6095 | 0.3519 | 0.4681 | 0.3351 | 0.2956 | 0.2823 | 0.7107 | 0.4646 | 0.7569 | 0.4912 |

TABLE IV
System Order Determination Using Seven Independent Realizations with $p=5, \mathrm{SNR}=10$, and $N=1024$

TABLE V
Performance Evaluation of System Order Determination Algorithms with $p=5, \mathrm{SNR}=10$. and 100 Monte Carlo Runs

|  | Number of Successful Selections |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Approach | $N=512$ | $N=1024$ | $N=2048$ | $N=4096$ |
| Eq. (69) | 83 | 85 | 96 | 100 |
| Eq. (73) | 84 | 91 | 93 | 99 |
| [6] | 11 | 30 | 52 | 74 |

follows:

$$
\begin{align*}
\sigma^{2}\left[c_{3}\left(\tau_{1}, \tau_{2}\right)\right]= & \frac{1}{N^{2}} \sum_{i=1}^{N} \sum_{j=-q+\tau_{2}}^{q+\tau_{1}}\left(1-\frac{|j|}{N}\right) \\
& \cdot\left[d(i) d\left(i+\tau_{1}\right) d\left(i+\tau_{2}\right)-c_{3}\left(\tau_{1}, \tau_{2}\right)\right] \\
& \cdot\left[d(i+j) d\left(i+j+\tau_{1}\right) d\left(i+j+\tau_{2}\right)\right. \\
& \left.-c_{3}\left(\tau_{1}, \tau_{2}\right)\right] \\
& \tau_{1}=q+1 \quad \text { and } \quad \tau_{2}=0 \tag{81}
\end{align*}
$$

where $c_{3}\left(\tau_{1}, \tau_{2}\right)$ is the observed third-order cumulant. The results of this simulation example are shown in Table V .
From Table V, we observe that the Giannakis-Mendel's algorithm deteriorates when $N$ is small. For $N=$ 512 , the algorithm picked the correct order only 11 times, as opposed to the algorithm of Section VI (69), which was successful 83 times. For $N=1024$, 2048, and 4096, we also observe that the new methods outperform the Gian-nakis-Mendel's approach. Performance of the two new methods described in Section VI are comparable to each other.

## VIII. Conclusion

In this paper, new methods for the identification of nonGaussian white-noise-driven NMP-LTI FIR systems are proposed. Recent developments on NMP-LTI FIR system identification include works by Giannakis and Mendel [5], and Tugnait [12], [13] who considered FIR parameter estimation using the second- and one-dimensional (1-D) slices of output cumulants. In this paper, we show how to solve this problem using the second-order and all samples of third-order cumulants in an appropriate domain of support. Identification methods using the second-order cumulants and the diagonal slice of bispectrum are also developed. It is shown that the methods presented yield consistent parameter estimation in a class of colored

## Appendix

The least squares method presented in Section III-A can be extended to the fourth-order cumulant. The function $G\left(\omega_{1}, \omega_{2}, \omega_{3}\right)$ can be expressed in terms of the system transfer function as follows:

$$
\begin{align*}
G\left(\omega_{1}, \omega_{2}, \omega_{3}\right) & =\frac{C_{4}\left(\omega_{1}, \omega_{2}, \omega_{3}\right)}{C_{2}\left(\omega_{1}+\omega_{2}+\omega_{3}\right)} \\
& =\frac{\epsilon H\left(\omega_{1}\right) H\left(\omega_{2}\right) H\left(\omega_{3}\right)}{H\left(\omega_{1}+\omega_{2}+\omega_{3}\right)} \tag{82}
\end{align*}
$$

where $\epsilon=\beta_{4} / \beta_{2}$ and $C_{4}\left(\omega_{1}, \omega_{2}, \omega_{3}\right)$ is the trispectrum of the system output. Multiplying (82) by $C_{2}\left(\omega_{1}+\omega_{2}+\right.$ $\left.\omega_{3}\right) H\left(\omega_{1}+\omega_{2}+\omega_{3}\right)$ and taking the inverse Fourier transform, we find

$$
\begin{array}{rl}
\sum_{i=0}^{q} & h(i) c_{4}\left(\tau_{1}-i, \tau_{2}-i, \tau_{3}-i\right) \\
& =\sum_{i=0}^{q} \epsilon h(i) h\left(\tau_{2}-\tau_{1}+i\right) h\left(\tau_{3}-\tau_{1}\right) c_{2}\left(\tau_{1}-i\right) . \tag{83}
\end{array}
$$

From (83), we can form an overdetermined system of linear equations whose unknown vector $r$ is given by

$$
\boldsymbol{r}=\left(\begin{array}{lll}
\boldsymbol{h}_{0} & \epsilon \boldsymbol{r}_{0} & h(1) \boldsymbol{r}_{1} \tag{84}
\end{array} \cdots h(q) \boldsymbol{r}_{q}\right)^{T}
$$

where

$$
\begin{aligned}
& \boldsymbol{h}_{0}=(h(1) \quad h(2) \cdots h(q)), \\
& \boldsymbol{r}_{i}=\left(\epsilon h^{2}(i) \quad \epsilon h(i) h(i+1) \cdots \epsilon h(i) h(q)\right. \\
&\left.\quad \epsilon h^{2}(i+1) \cdots \epsilon h(i+1) h(q) \cdots \epsilon h^{2}(q)\right), \\
& h(0)=1 \quad \text { and } \quad i=0,1,2, \cdots, q .
\end{aligned}
$$

Once the vector $r$ is determined, the matrix $\boldsymbol{R}$ is formed as follows:

$$
\boldsymbol{R}=\left(\begin{array}{cccc}
\epsilon & \epsilon h(1) & \cdots & \epsilon h(q) \\
\epsilon h(1) & \epsilon h(1) h(1) & \cdots & \epsilon h(1) h(q) \\
\vdots & \vdots & \vdots & \vdots \\
\epsilon h(q) & \epsilon h(q) h(1) & \cdots & \epsilon h(q) h(q)
\end{array}\right.
$$

Gaussian noise. Both recursive closed form and batch least squares versions of the parameter estimators are presented. Extension of these methods to the fourth-order cumulants is also addressed.

A relevant problem in parametric modeling of higher order statistics is the determination of system order. In this paper, two new methods for determining the order of an FIR system using only output cumulants are also presented. The first method utilizes the second- and thirdorder cumulants, whereas the second method utilizes the third-order cumulants only. It is shown by computer simulation that our system order determination algorithms outperform the existing cumulant based algorithms [6].
$\left.\begin{array}{ccccc}\epsilon h^{2}(1) & \cdots & \epsilon h(1) h(q) & \cdots & \epsilon h^{2}(q) \\ \epsilon h(1) h^{2}(1) & \cdots & \epsilon h^{2}(1) h(q) & \cdots & \epsilon h(1) h^{2}(q) \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ \epsilon h(q) h^{2}(1) & \cdots & \epsilon h(1) h^{2}(q) & \cdots & \epsilon h(q) h^{2}(q)\end{array}\right)$.
The matrix $\boldsymbol{R}$ has rank one, and can be written as

$$
\begin{align*}
\boldsymbol{R}=h_{1} \hat{r}= & \left(\begin{array}{c}
\epsilon \\
\epsilon h(1) \\
\vdots \\
\epsilon h(q)
\end{array}\right)\left(\begin{array}{lllll}
1 & h(1) & \cdots & h(q) & h^{2}(1) \\
& \cdots h(1) h(q) & \cdots & \cdots & \left.h^{2}(q)\right)
\end{array}\right.
\end{align*}
$$

The vectors $\boldsymbol{h}_{1}$ and $\hat{\boldsymbol{r}}$ can be determined from $\boldsymbol{R}$ using the SVD.

A matrix $\hat{\boldsymbol{R}}$ can also be formed from the elements of the
vector $\hat{\boldsymbol{r}}$ as follows:

$$
\hat{\boldsymbol{R}}=\left(\begin{array}{ccccc}
1 & h(1) & h(2) & \cdots & h(q)  \tag{87}\\
h(1) & h^{2}(1) & h(1) h(2) & \cdots & h(1) h(q) \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
h(q) & h(q) h(1) & h(q) h(2) & \cdots & h^{2}(q)
\end{array}\right)
$$

By applying the SVD to the matrix $\hat{\boldsymbol{R}}$, we find

$$
\hat{\boldsymbol{R}}=\boldsymbol{h}_{2} \boldsymbol{h}_{3}=\left(\begin{array}{c}
1  \tag{88}\\
h(1) \\
\vdots \\
h(q)
\end{array}\right)\left(\begin{array}{llll}
1 & h(1) & \cdots & h(q)) .
\end{array}\right.
$$

Therefore, by using the fourth-order cumulant, four candidates to the unknown system impulse response $\{h(n)\}$ are obtained. They are: $\left\{h_{0}(n)\right\},\left\{h_{1}(n) / h_{1}(0)\right\},\left\{h_{2}(n)\right\}$, and $\left\{h_{3}(n)\right\}$. With the exact knowledge of second- and fourth-order cumulant samples, all the candidates are identical. The uniqueness of the (least squares) solution is guaranteed, since the coefficient matrix of (83) is of full rank. This follows from the fact that the unknown parameters $\{h(n)\}$ and $\left\{\epsilon h(i) h\left(\tau_{2}-\tau_{1}+i\right) h\left(\tau_{2}-\tau_{1}+i\right)\right\}$ can be uniquely determined from (83) using procedures analogous to those of the third-order cumulant described in Section III-C.
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