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ABSTRACT

Abduction, or Inference to the Best Explanation (IBE),
is a reasoning process that generates possible explana-
tions from a set of ”surprising” observations. In this
paper, a simulation-based model of abduction is intro-
duced. This model is then implemented to develop a
decision support system in the field of Forensic Ento-
mology to help forensic scientists solve complex cases.

INTRODUCTION

Abduction, or Inference to the Best Explanation (IBE),
is a reasoning process that generates possible explana-
tions from a set of ”surprising” observations. It has
been widely studied in Philosophy and later on, in Ar-
tificial Intelligence (AI). The literature on this subject
is so vast that a whole book would not be enough to
undertake a complete survey. Therefore, only the key
aspects of some of the abduction models developed in
Al set cover and logic based approaches, are briefly in-
troduced. However readers may refer to Paul (1993) for
a more comprehensive presentation.

Set cover based approaches define an abductive frame-
work as a triplet < ®,€), e > where ® is a set of hypothe-
ses, () is a set of manifestations, and e is a mapping from
2% to 2. The abductive problem is then defined as fol-
lows: Let Q* C Q be a set of observed manifestations.
The problem is to determine a minimal set ®* C ® such
as e(d*) = Q*.

Logic based approaches assume that domain knowledge
is encapsulated in a theory 7 defined over a language L.
Let A, a set of sentences of £, be a set of hypotheses. Let
the sentence w be a surprising observation (i.e., T ¥ w).
¢ is an explanation of w iff 7U¢ F w, 7 U is consistent
and ¢ € A.

Existing abduction AT models rely on knowledge models
structured a specific language, defining truth values for
propositions or relations between facts. However, the

knowledge about a given system can be encapsulated
in many types of models, e.g., a computational model.
The abduction model presented in this paper does not
assume an a priori knowledge of causality relations nor
a specific syntax for the knowledge base, but assumes
that: (1) the set of possible explanations (hypotheses)
can be defined as a metric space — i.e., distance mea-
sures can be computed between all the hypotheses; (2)
it exists a deductive (predictive) model able, e.g., by
simulating the causal history of the system, to compute
a coherence measure between a hypothesis and a set of
observations. Then, this model is applied to develop
a decision support system in the field of Forensic En-
tomology, using agent-based simulations. Experimental
results show that using this model to solve complex cases
increases the efficiency and the precision of the results.

A SIMULATION-BASED MODEL OF AB-
DUCTION

Definitions

Let Q be a set of observations and ® a set of hypotheses
— i.e., possible explanations — for 2. We assume that
a metric space (®, d®) can be defined. A coherence mea-
sure between an hypothesis ¢ of ® and (2 is computed
by a deductive (predictive) model m : ® x Q — [0,1].
This coherence measure is denoted ¢, ¢.0.

Definition 1 A hypothesis is called validated iff its co-
herence measure is known. Let ®¥ C ® be the set of
validated hypotheses and Ry, v 0 @ ® % [0,1] be the so-
lution set computed by a model m:

Rmavo= | (6 cmen) (1)

VoeDY

Similarly, a metric space (R, av 0, dR) is defined.

An estimated coherence measure ¢, 50 is associated to
all ¢ in ®—®". This measure is estimated from R, ov 0
by interpolation. The resulting estimated solution set is
defined as follows:

- U { (6cmp0) o€ o

Rm P00 — .
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Dy (¢, €m,0.0) otherwise



Goal g  Definition

pr. Determine the most probable hypotheses
el. Eliminate unprobable hypotheses

prs. Determine ¢, .o for probable hypotheses
1d. Determine ¢, .0 for every hypotheses

Table 1: Goals of an abductive task

For convenience, in the rest of the paper, metric spaces
will be denoted as their respective sets. During the ab-
ductive process, hypotheses to be validated are chosen
iteratively by a heuristic

Y Rman— ®— 0. (3)
Abduction goals

It is generally accepted that abduction targets the best
explanation of a given set of observations. However, in
the context of a decision support system, this definition
should be expanded. In the table 1, four different goals
for an abductive task are defined. Thus, in its most
general definition, abduction can be seen as an identifi-
cation task (goal id.).

Quality measures can be defined to determine how goals
have been achieved. A quality measure, g, 4, based
on the root mean square deviation (RMSD) between
Rm,o,0 and ’Rﬁg is defined for each goal g of the
table 1. FE.g., for the goal id. the quality measure is
defined as follows:

Z\menm S n(cf,,mlfcm,qb,sl)2 (4)
dm,id. = BT .

For the other goals, subsets of R, o0 and RZ;Q,
meeting their defining condition — e.g., for the goal
prs., subsets are defined such as, for any ¢ in R, 0.0,
Cm,s,0 > 0 — are used.

Knowing the result set is mandatory to use these quality
measures. Thus, they are useful to evaluate an imple-
mentation of the algorithm — and especially the heuris-
tic v —, not a particular solution.

Resolution algorithm

The algorithm 1 computes an estimated solution set
R:@\ug using a deductive model m. One could argue
that it is not an abductive algorithm as it does not re-
turn the best explanations for 2. Nevertheless, as it ex-
plains possible causal histories of {2, it is, in some ways,
similar to the abductive framework developed in Lipton
(2004; ch. 4). Moreover, the solution set can be used as
an input for post-processing algorithms, e.g. to merge
solution sets obtained with different deductive models,
and then determine the best explanation. Halting of
the algorithm 1 depends on a condition C. In the im-
plementation presented in the next section, the following

condition is used:

Z cost(r) < maxCost, (5)

V’I"ERm.q)v’Q

where cost represents the cost necessary to select and
validate an hypothesis and mazCost is the maximal cost
allowed by the user to compute the solution. Of course
the algorithm halts if all the ¢ in ® have been validated.
Using a condition of the type

Cm,g,Q > [, (6)

where p is a validity threshold, the algorithm would be a
form of the hypothetico-deductive model (Lipton 2004;
ch. 4).

Algorithm 1 Inquisitive abduction algorithm

Input: A set of observations 2
Input: A halting condition C'
Input: A heuristic v
Output: A solution set R:;Q
: Determine ®
PV — (Z)
Rm,av0— 0
compute R;EQ
while not (C or (¢ = ®")) do
¢ — v (Rm,2.0)
Cm,p,Q < m((b, Q)
@1) «— (I)/U U ¢)
Rin,av,0 < Rin,av,0U (0 mo.0)
compute R, a0
end while
: return R, ov 0

_= =
M 2o

In the worst case, i.e., the halting condition C stays
false during the entire execution, this algorithm needs
|®| steps to halt and return R, .0, i.e., the exact so-
lution set. However, the complexity of the algorithm
depends mainly on the complexity of the heuristic and
on the solution set estimation algorithm. This algorithm
is very general; thus, it does not refer to the goal of the
abductive task; this is handled by the heuristic v. In
the next section, elements for constructing such heuris-
tics are presented. We focus on the goals el., prs. and
id.: for the goal pr., classical optimisation heuristics can
be used efficiently. Moreover, we target cases where the
hypothesis set is not very big but the cost of validation
of a hypothesis is important.

HEURISTIC DEFINITIONS
Definition of the criteria
Many criteria that help an agent to choose the best hy-

pothesis to validate have been identified in the litera-
ture. Among all of these, simplicity seems to have been



the most used by computer scientists. Simplicity has
been interpreted as logical simplicity. But it seems ob-
vious that for a cognitive agent, simplicity is a little
more complex (Aliseda-Llera 1998, Paul 1993). In the
model presented in this paper, simplicity is defined as
follows:

Definition 2 A hypothesis ¢ is simple if it exists a
retrodictive model m™! such as m~1(Q) = ¢. More-
over, if ® is bounded, ¢ should be considered as simple

if = inf(®) or ¢ = sup(P).

The simplicity criterion is used to preprocess the prob-
lem. Thus, all the hypotheses defined as simple will be
primarily chosen and validated.

Other criteria such as cost or utility have been quoted
and should be used to handle the choice of a hypothesis
in an abductive task (Peirce 1931, McGrew 2003). The
cost criterion can be defined informally as follows: the
selected hypothesis should be, ceteris paribus, the one
that minimises the cost of validation. This criterion
should be used if it is possible to estimate empirically a
cost function of the model m, cost,, : ® — R.

Let u. : ® — [0,1] be a utility function of the cost
criterion. For any ¢ in ®

€08t ()

max(costy,)’

uc(¢) =1 - (7)
The wtility criterion can be interpreted in different ways.
In this approach, it could be defined as follows: the
selected hypothesis should be, ceteris paribus, the one
which maximises the knowledge of the agent. It means
that the chosen hypothesis should be the one which best
improves the quality of the solution — relatively to a
quality measure. Of course in a real world problem,
such an hypothesis as well as its effect on the quality
measure cannot be determined with certainty. However,
the metric of ® or R, s»,n can be used to estimate a

utility function for this criterion. First, consecutivity is
defined:

Definition 3 Let (E,d) be a metric space. Two ele-
ments e; and e; of E are consecutive in (E,d) iff it does
not exist an element e of E such as

d(e,e;) < d(e;,e;) and d(e,ej) < d(e;,e;).  (8)

The notion of maximal distance between two consecu-
tive elements in a metric space is then defined as follows:

Definition 4 Let (E,d) be a metric space and
dmaz((E,d)) the mazimal distance between two consec-
utive elements in (E,d). For any consecutive elements
ei and €; of E, dpmaz((E,d)) = d(es, e;) iff it does not
exist two consecutive elements e, and e; in (E,d) such
as d(ex, e;) > d(e;, ej).

Two different utility functions of the utility criterion can
then be defined using the metrics of ® — equation 9 —

and Rp,.e.0 — equation 10. Let u® u : & — [0,1] be
two utility functions of the utility criterion. For any ¢
of ®

0 it p € P
Uy (¢) = { d* (9.61)

m 0therw1se,

max

9)

where the hypothesis ¢ # ¢ is the closest to ¢ in
OV U {¢}, i.e., there is no ¢2 # ¢ in ®¥ U {¢} such
as d¢(¢’ ¢2) < dq>(¢7 ¢1)

For any 7 = (¢, ¢m,6.0) of Rm,a.0
unknown

— Cm,¢,0 May be

0 if ¢ € @
UuR(¢) = { dR(r,r1)
d

e Rm,av,0)

otherwise, (10)
where the result 71 # r is the closest to r in R, v o U
{r}, i.e., there is no ro # r in Ry,.ev.0 U {r} such as
d®(r,ma) < d®(r,r1).

For any ¢ of ®, if ¢ belongs to ®*, uZ(¢) = uX(¢) = 0.
This is a desired property as it is useless to validate a
hypothesis twice with the same deductive model.

Heuristic definitions

An aggregation operator is used to determine the global
utility functions u® and u® — using respectively u> and
u® — of a hypothesis. As an example, weighted sum is
used here. However any aggregation operator can also
be used.

Let u®,u® : & — [0,1] be two functions representing
the utility of any hypothesis of ®. For any ¢ of ®

u®(9) = as - uc(@) + fo - uy (9), (11)
with ag + Go = 1.
For any 7 = (¢, ¢m,¢,0) of Rm,¢.0

u(¢) = ar - uc($) + Br - uy (¢), (12)
with ag + Or = 1.
Two heuristics 74 and yr can now be defined.

Definition 5 Let v, (resp. vr) : Rm,0,0 — © — @V be
a function that chooses an hypothesis to be validﬂai
_an /U&Cm,qs,ﬂ) of  Rm,e.0
Y6(Rm,@,0) (resp. YR(Rmae.)) = 1 iff it does
not exist a v = (¢',c, 45q) R?;Q such as
u?(¢') > u?(¢) (resp. uR(¢') > u®(¢)) and ¢ does not
belong to ®v.

For any r =

The efficiency of these heuristics is evaluated on a real
world problem presented in the following section. The
goals el. et id. are considered.

APPLICATION TO FORENSIC ENTOMOL-
OGY

Introduction to Forensic Entomology

Forensic entomology is widely used in criminal investi-
gations to determine post-mortem intervals (PMI) from



the insects found on a cadaver. A PMI is usually es-
timated by experts using retrodictive models. These
models are very easy to use but they do not take into
account the ecosystemic context; thus, estimations per-
formed using these methods are often overestimated and
not as precise as they could be. Modern PMI estima-
tion methods are based on insect development models.
These models consider that insect development speed is
temperature-dependant (Stinner et al. 1974). It is given
as a function f of the temperature T" varying in the time
t. When a cadaver is discovered, investigators take in-
sect samples from the body. Entomologists determine
the species and the accumulated rates of development,
denoted Aa, of the oldest individuals. Then, for each
one of them, the laying time ¢; (generally close to the
time of death) can be calculated from the following equa-
tion
ta
Na= [ pra. (13)
t1

where to represents the time of the cadaver discovery.
Data from the nearest meteorological station are usually
used in order to estimate T'(¢). However, it is problem-
atic for many reasons. First, one can notice that cadav-
ers are rarely found at the foot of a meteorological sta-
tion. Furthermore, corpse thermal inertia is important,
especially in the first hours after death. Finally the heat
generated by larva aggregates can raise the temperature
locally up to 20 °C. Thus, in many cases, entomologi-
cal expertises results are inaccurate and given with an
important margin of error.

A decision support system for Forensic Entomol-
ogy

To handle these issues, a predictive agent-based model
of insect development and cadaver decomposition in a
complex ecosystem has been developed. This model is
used to determine if a hypothesis — a possible time of
death — is coherent with the observations available on
the ecosystem of the crime scene and the entomofauna
found on the victim. More information about this model
and the validation process can be found in Morvan et al.

(2007).
As the model is stochastic, it is necessary to run a large
number — about 100 in most of the cases — of sim-

ulations to compute a coherence measure statistically
significant. For any ¢ of ®¥

v

Cmp = 2, (14)
Sm,é

where s}, represents the number of valid simulations
and sfm » the total number of simulations. Possible times
of death are obtained from police investigators. Let ¢g
be the last time the victime was seen alive and ¢,, the
time she was found. The set of possible times of death

400 T T T
350 P\ random choz'%; ]
300 |
250 —
200 —
150
100

50 -

Average ¢, g

0 5 10 15 20
Cost of the experiment

Figure 1: Quality of the heuristics is evaluated for the
goal id. and compared to a random choice of hypotheses.

is discretised hour by hour: ® = {¢q, ..., #, }; a finer dis-
cretisation would not be mandatory unless more precise
climatic data can be obtained. The metric spaces (P, d)
and (R.m,s,0,d) are defined with the euclidean distance
d. Simple hypotheses are ¢g and ¢, and any time of
death determined with a ”classical” method — cf. equa-
tion 13. Estimation of the result set is performed using
linear interpolation. In the next section, some experi-
mental results are presented.

Experimental results

To evaluate the quality of the heuristics, "realistic” so-
lution sets — i.e., with the same fuzzy Gaussian shape
than real solution sets — are randomly generated with
|®| = 200. The cost function of the agent-based model
m has been approximated using the following function:
for any ¢; of ®

i

(15)

where A represents the validation cost of the hypothesis
Po-

Here we assume that A = 1. Thus, 50.25 would be nec-
essary to validate all the hypotheses of ®. The maximal
cost allowed to compute the solution is arbitrary fixed to
20. 10000 result sets have been generated to determine
the best affectation for ay and ar. Results show that
whatever the goal is ay ~ ar ~ 0.001. An interesting
feature of this result is that the quality of the solution
is very bad if the cost criterion is not used — i.e., if
ag = ag = 0 — and best for very small values of oy
and agr. Results presented in the figures 1 and 2 show
that v4 and ygr perform well respectively for the goals
id. and el..

Many different development models of Diptera can be
found in the literature. It has been shown in Wagner
et al. (1984) that it is impossible, in the general case, to
establish that a model is better than an other. Thus, the
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Figure 2: Quality of the heuristics is evaluated for the
goal el. and compared to a random choice of hypotheses.
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Figure 3: Pignistic probability for each hypothesis ¢; of
P

multiagent model can be parametrised to use any devel-
opment model. An experiment has been conducted on
a real case using six different development models. Es-
timated result sets were merged using the Transferable
Belief Model (Smets and Kennes 1994). The figure 3
shows the result of the merging after pignistic trans-
formation. It allows to conclude that the victim died
between ¢55 and ¢g91, and that the most probable time
of death is ¢7s.

This result is very interesting for at least two reasons.
First, it shows that this new method allows to determine
the most probable time of death more precisely than tra-
ditional methods, the agent-based model including more
parameters than the classic analytic models. A discus-
sion on the simulation results and their impact on the
accuracy of PMI estimations can be found in Morvan
et al. (2007). Second, a confidence interval can be for-
mally determined from simulations results whereas in
traditional methods the confidence interval estimation
relies on the expert’s intuition and is often questionable.
As the concept of proof is crucial in criminal investiga-
tions, such an improvement is particularly interesting.

CONCLUSION

In this paper, a model of abduction is introduced
and heuristics are defined to implement efficiently this
model. This model is then applied in the context of
Forensic Entomology. However, hypothesis sets are uni-
dimensional in this case and large experiments should
be carried on multidimentional sets. But results are en-
couraging and the model is being applied to develop a
decision support system for cervical cancer prevention.
Moreover, such a model could be used to perform intel-
ligent exploration of model predictions or solve complex
inverse problems. More generally, this study attempts
to show that simulation-based reasoning models can be
very useful to produce inferences in the framework of
complex systems that cannot be described in logic-based
languages. It seems particularly true for abductive and
inductive inferences that need a higher level description
than deductive (predictive) inference.
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