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Abstract

Coherence-based approaches are quite popular to rea-
son under inconsistency. Most of them are defined with
respect to totally preordered belief bases such as the
lexicographic inference which is known to have desir-
able properties from theoretical, practical and psycho-
logical points of view. However, partially preordered
belief bases offer much more flexibility to represent ef-
ficiently incomplete knowledge and to avoid comparing
unrelated pieces of information. In this paper, we pro-
pose a lexicographic inference for partially preordered
belief bases that extends the classical one. On one
hand, we define a natural inference relation which con-
sists in applying classical lexicographic inference from
all compatible totally preordered belief bases. On the
other hand, we propose a novel cardinality-based pre-
order between consistent subbases. This cardinality-
based preorder can be indifferently applied on partially
or totally preordered belief bases. Then, applying clas-
sical inference on the preferred consistent subbases, ac-
cording to this preorder, provides another lexicographic
inference relation for partially preordered belief bases.
Interestingly enough, we show that the second infer-
ence is covered by the first one. Lastly, a semantic
characterization of these two definitions is provided.

Keywords partially preordered belief bases, lexico-
graphic inference, reasoning under inconsistency.

Introduction

In Artificial Intelligence, reasoning under inconsistency
represents a fundamental problem that arises in many
situations such as exceptions tolerant reasoning, belief
revision, integrating pieces of information coming from
different possibly conflicting sources, reasoning with un-
certainty or from incomplete information, etc. In this
case, classical inference cannot be directly used since
from an inconsistent base every formula can be inferred
(ex falso quodlibet sequitur principle).

Many approaches have been proposed in order to rea-
son under inconsistency without trivialization. While
some of them consist in weakening the inference relation
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such as paraconsistent logics (da Costa 1974), others
weaken the available beliefs like the so-called coherence-
based approaches which are quite popular.

Most of the coherence-based approaches (Resher
and Manor 1970) are defined with respect to to-
tally preordered belief bases like the possibilistic in-
ference (Dubois, Lang, and Prade 1994) or adjust-
ment revision (Williams 1995), the linear-based re-
vision (Nebel 1994), the inclusion-preference infer-
ence (Brewka 1989), the preference-based default
reasoning (Ritterskamp and Kern-Isberner 2008) and
the lexicographic inference (Benferhat et al. 1993;
Lehmann 1995).

Partially preordered belief bases offer much more flex-
ibility in order to efficiently represent incomplete knowl-
edge and to avoid comparing unrelated pieces of infor-
mation. Indeed, in many applications, the priority re-
lation associated with available beliefs is only partially
defined and forcing the user to introduce additional un-
wanted priorities may lead to infer undesirable conclu-
sions.

Naturally, the flexibility and the efficiency offered by
partially preordered belief bases have motivated the def-
inition of new coherence-based approaches dedicated to
partially preordered belief bases by extending the ones
defined initially in the case of totally preordered belief
bases. For instance, one can list the extension of the
possibilistic inference proposed in (Benferhat, Lagrue,
and Papini 2004) and the extensions of the inclusion-
preference inference given in (Junker and Brewka 1989).

Surprising enough, no extension has been proposed
for the lexicographic inference despite the fact that it is
known to be satisfactory from theoretical and practical
points of view. Indeed, it has been shown to be more
productive than both the possibilistic and the inclusion-
preference inferences. For example, it does not suffer
from the drowning effect like the possibilistic inference.
Moreover, according to a psychological study achieved
in (Benferhat, Bonnefon, and Da Silva Neves 2004) in
the context of default reasoning, it has been proved
to be the most interesting among the other inference
relations considered in the same study.

Our main interest in this paper is the definition of
a lexicographic inference for partially preordered be-



lief bases. We first define a natural and intuitive infer-
ence relation which consists in applying classical lexi-
cographic inference from all the totally preordered be-
lief bases which are compatible with the partially belief
base at hand. Then, we propose a novel cardinality-
based or lexicographic preorder over consistent sub-
bases derived from the partially preordered belief base
in question. Applying classical inference only on the
preferred consistent subbases according to this pre-
order provides another lexicographic inference relation
for partially preordred belief bases. The good news is
that the conclusions yielded by the second inference re-
lation are also conclusions of the first natural inference
relation and both extend the classical lexicographic in-
ference from totally preordered belief bases. Lastly, a
semantic characterization of these two t definitions is
provided. All proofs are provided in the Appendix.

Background
Notations

We consider a finite set of propositional variables V/
where its elements are denoted by lower case Roman
letters a, b, ... The symbols T and L denote tautology
and contradiction respectively. Let PLy be the propo-
sitional language built from V', {T, L} and the connec-
tives A, V, -, —, <> in the usual way. Formulae, i.e., el-
ements of PLy are denoted by Greek letters ¢, p, 1, ...
The set of formulae are denoted by the upper case Ro-
man letters A, B,... The symbol - denotes classical
inference relation. Let ¥ be a finite set of formulae,
CONS(X) denotes the set of all consistent subbases of
Y while MCONS(X) denotes the set of all maximally
consistent subbases of £. Namely, A € MCONS(X)
if and only if A C ¥, A is consistent and there is
no B 2 A such that B is consistent. If X is consis-
tent, then MCONS(Y) contains one element which is
3. The set of interpretations is denoted by W and w
denotes an element of W. Let ¢ be a propositional for-
mula, Mod(¢) denotes the set of models of ¢, namely
Mod(¢) = {w eW :w = ¢}.

A partial preorder < on a finite set A is a reflexive and
transitive binary relation. In this paper, a < b expresses
that a is at least as preferred as b. A strict order < on
A is an irreflexive and transitive binary relation. a < b
means that a is strictly preferred to b. A strict order
is defined from a preorder as a < b if and only if a < b
holds but b < a does not hold.

The equivalence, denoted by =, is defined as a ~ b
if and only if @ < b and b < a. Moreover, we define
the incomparability, denoted by ~, as a ~ b if and only
if neither @ < b nor b =< a holds. The set of minimal
elements of A with respect to <, denoted by Min(A, <),
is defined as:

Min(A,<)={ac A, Bbc A:b=<a}

A total preorder < on a finite set A is a reflexive and
transitive binary relation such that Va,b € A, either
a <borb<a holds.

A Refresher on Standard Lexicographic
Inference

A totally preordered belief base (¥,<) is a set ¥ of
classical formulae equipped with a total preorder < re-
flecting the priority relation that exists between its for-
mulae. (2, <) can be viewed as a stratified belief base
¥ =51U---US,, such that the formulae in S; have the
same level of priority and have a higher priority than
the ones in S; with j > i.

Many coherence-based approaches have been devel-
oped to reason from totally preordered belief bases.
Following Pinkas and Loui’s analysis (Pinkas and Loui
1992), coherence-based inference can be considered
as a two step process consisting first in generating
some preferred consistent subbases and then using
classical inference from some of them. Examples of
coherence-based approaches are the possibilistic infer-
ence (Dubois, Lang, and Prade 1994), the inclusion-
preference inference (Brewka 1989) and the lexico-
graphic inference (Benferhat et al. 1993; Lehmann
1995) which is the focus of this paper.

The lexicographic preference between consistent sub-
bases of a totally preordered belief base is defined as
follows:

Definition 1 Given a totally preordered belief base
(3,<)=51U...USy,, let A and B be two consistent
subbases of 2. Then,

o A <pep B iff 3i, 1 < i < m such that |S; N A] >
|S; N B| 1 and Vj, j <1, |Sj N B :|Sj NA]|

o A =, Biff Vi, 1 < i < m such that |S; N A| =
|SiﬁB|.

Let Lex(X, <) denote the set of all the lexicographi-
cally preferred consistent subbases of 3, namely

Lex(%, <) = Min(CONS(X), <jex)-

It is easy to check that every element of Lex(X, <)
is a maximal (with respect to set inclusion) consistent
subbase of X.

Then, the lexicographic inference from (%, <) is de-
fined by:

Definition 2 Let (X, <) be a totally preordered belief
base and let ¢ be a propositional formula. ¥ is a lexi-
cographic consequence of 3, denoted by X Fiep 0, iff ¢
s a classical consequence of any lexicographically pre-
ferred consistent subbase of X, namely

(2,<) Frew ¥ iff VB € Lea(S,<) : BF 1.

Now, the inclusion-preference inference, denoted by
Finel, is defined in the same manner as the lexicographic
inference by substituting the cardinality comparison by
the set inclusion operator, namely

A <ipne B iff 3i, 1 <4 < m such that
(S;iNB) C(S;NA)and Vj, j <i, (S;NB)=(S;NA).

' A| denotes the number of formulae of A.



As to the possibilistic inference which is denoted by
k., it comes down to classical inference from the classi-
cal base {Uf;ll S}, where s is the smallest index such
that (J;_, S; is inconsistent.

A Lexicographic Inference Based on
Compatible Totally Preordered Bases

We first recall the notion of totally preordered belief
bases compatible with a given partially preordered be-
lief base. Intuitively, a totally preordered belief base
(%,<) is said to be compatible with a partially pre-
ordered belief base (X, <) if and only if the total pre-
order < extends the partial preorder <. Namely, it pre-
serves strict and non-strict preference relations between
every two formulae. More formally:

Definition 3 Let (X, <) be a partially preordered be-
lief base and let < be the strict order associated with
<. A totally preordered belief base (3, <) is said to be
compatible with (2, <) if and only if:

* Vo, e X:if o X ¢ then ¢ < &,
o Vo, p€X:if p < ¢ then p < ¢.

We denote by C(3, <) the set of all totally preordered
belief bases compatible with (2, <).

Now, we define a lexicographic inference for partially
preordered belief bases that relies on this notion of com-
patible totally preordered belief bases as follows:

Definition 4 Let (3, =) be a partially preordered be-
lief base and let b be a propositional formula. Then
¥ is a C-lexicographic conclusion of (¥, =), denoted by
(3,=) FS, @, if and only if ¢ is a classical lexico-
graphic inference of every totally preordered belief base
compatible with (¥, <), namely

(5, =) K5, v iff V(2, <) € C(2, =2): (2,<) Frew ¥

We note that this inference relation is very natu-
ral. Indeed, the notion of compatible totally preordered
bases is very intuitive and has been considered in other
previous works (but not with respect to lexicographic
inference) like for example the possibilistic inference ex-
tension given in (Benferhat, Lagrue, and Papini 2003)
and the inclusion-preference inference extension pro-
vided in (Junker and Brewka 1989).

Note that in Definition 4, if one replaces l—lcm and
Fiex by respectively I—f,, F. and I—fml, Finct then we get
(2, =) FS o implies (3, <) F¢ .. 1 which itself implies
(2,=) F¢_ %, and the converses are false. The proof
is immediate, since with totally preordered knowledge
bases, it has been shown in (Benferhat et al. 1993) that
each possibilistic conclusion is an inclusion-preference
conclusion and also a lexicographic conclusion.

Moreover, in Definition 4 we consider the whole set of
compatible totally ordered preferred belief bases. One
may just consider one compatible totally ordered belief

base. This can be done by using some information mea-
sures or by selecting the most compact one. This way
makes sense in some applications. However in this pa-
per, we prefer to avoid such a choice, since this may lead
to some risky or adventurous consequence relations.

Let us now illustrate the C-lexicographic inference re-
lation with the following example which will be used in
the whole paper:

Example 1 This example is inspired from an appli-
cation within the framework of the Furopean VENUS
project regarding managing archaeological information.
One of the tasks is the measurement using archaeolog-
ical knowledge and requires the fusion of information
coming from different sources.

For example, several agents equipped with different
measuring tools observe an amphora on an underwa-
ter site. According to the first agent, this amphora is a
Dressel 7 (d) and the height of the amphora is 70 cm
(h). According to the second one, the amphora has a
rim diameter of 15 ¢cm (r) and a height of 75 ¢cm (=h).
According to the third one, the amphora has a rim di-
ameter of 18 ¢cm (—r). The first agent is less reliable
than the others. We do not know if the second agent
is more reliable than the third. Another source is ar-
chaeological information on Dressel 7 amphora which
has been copied in an XML file by a fourth agent who
1s less reliable than the three others. According to the
XML file, a Dressel 7 has a rim diameter between 9.00
and 15.00 cm and a height between 50.00 and 70.00 cm
(d—rANh).

The set of formulae is ¥ = {d — r A h,d,r,=h,—r, h}
and the partial preorder = on X is given in Figure 1,
where the arc “a — b” means that b < a.

-r  r&-h
NS
d=~h

T
d—rANh

Figure 1: The partial preorder < on %

There are three total preorders {<!, <% <3} which
are compatible with the partial preorder =<, i.e., C(¥, <
) = {(Z, <, (%,<2), (%, <)} given in Figure 2 and
Figure 3. For lack of space, we only provide the re-
lation between maximally consistent subbases and not
between all consistent subbases. This has no inci-
dence on the definition of C-lexicographic consequence
relation. The set of maximal consistent subbases of
> s MCONS(Z) = {Al, AQ, A3, A4,A5,A6, A7} with
Ay = {d—=rAh,d,r,h}, Ay = {d—rAh,-rh},
As = {d—=rAh,~h,—r}, Ay = {d—rAh,r —h},
As = {d,—r,h}, Ag = {d,—h,—r} and A7 = {d,r,—h}.

The lexicographic preferences <}, <% and <} on
the mazimal MCON S(X) with respect to the compatible
belief bases (X, <), (2, <?) and (X, <3) respectively are
giwen in Figure 2 and Figure 3.

Finally, we deduce that



(,<h) <iea
-r =1 T =1 —h A6 1 A7

7 T
d="h As =], A4

7 T
d—rANh Aq
1

As

1

A

Figure 2: The total preorder <! on MCONS(X)
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: | 1 |
d—rAh Ag d—rANh As
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A Ay

7 i
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Figure 3: The total preorders <7 and <}  on
MCONS(Y)

U Lex (3, <) = {46, A7} U{As}U{A7} =
(B, gh)ec(E,x)
{As, A7}, from which for instance d is a C-lexicographic
consequence of X, since Ag - d and A7 & d.

A New Preference Between Consistent
Subbases

The aim of this section is to provide the counterpart
of Definition 1 for partially preordered belief bases.
Clearly, the main difficulty is how to define the con-
cept of “cardinality” (namely how to use the idea of
counting) when pieces of information are only partially
preordered. Let (X, X) be a partially preordered belief
base. We first propose a partition of ¥, ¥ = F1U. . .UE,
(n > 1) as follows:

o Vi, 1 <i<m, wehaveVp, ¢ € E;: o~ ¢,

e Vi,1l <i<mn,Vjl<j<nwithi# j, we have
Vo € E;, Vo' € Ej: o3 ¢,

In other words, each subset E; represents an equiva-
lence class of ¥ with respect to ~ which is an equiva-
lence relation.

Then, we define a preference relation between the
equivalence classes E;’s, denoted by <, as follows:

Definition 5 Let E; and E; be two equivalence classes
of ¥ with respect to =~. Then,

E; <s E; iff 3p € E;, ¢’ € E; such that ¢ < ¢'.
The relation <5 can be equivalently given by:
E; < EJ‘ IHVQD S Ei, V(p/ S EJ‘ < (p/.

Besides, one can easily see that the preference re-
lation <, over the equivalence classes F;’s is a partial
strict order. In addition, F; ~¢ E; if and only if neither
E; <s Ej nor E; <4 F; holds.

This partition can be viewed as a generalization of
the idea of stratification defined for totally preordered
belief bases.

The following example illustrates this partition.

Example 2 Let us consider again the partially pre-
ordered belief base (3, =) given in Example 1. ¥ can
be partitioned as follows: ¥ = Ey U Ey U E3 U Ey
with By = {-r}, Ex = {r,—h}, Es = {d,h} and
E4 = {d — 1A h}

According to Definition 5, we have : FEi ~g FEs,
E, <s B3, B1 <s Ey, B2 <5 E3, By <, E;y and
FEs <s Ey. The partial strict order < is illustrated
in Figure 4.

Figure 4: The partial strict order <5 on X

We now provide a lexicographic preference relation
between the consistent subbases of a partially pre-
ordered belief base (X, <), denoted by <,, as follows:

Definition 6 Let (X, <) be a partially preordered belief
base and let A and B be two consistent subbases of X.
Then, A is said to be lexicographically preferred to B,
denoted by A <, B, if and only if

Vi,1<i<mn:
if |E; N B| > |E;NA| then 35, 1 < j <n such that
|EJ‘0A| > |Ej ﬁB| and Ej <s F;.

The following proposition gives some properties of
the preference relation <:

Proposition 1 Let (3, <) be a partially preordered be-
lief base. Then,

e =, is a partial preorder on the set of consistent sub-
bases of X.
e =, satisfies the monotony property, namely

VA, BCY, if BC A then A <X, B.

As usual, the strict partial order associated with <,,
is defined by: A is strictly lexicographically preferred
to B, denoted by A <, B, iff A <, B and B £, A.
As for the corresponding equality, it is given by: A is



lexicographically equal to B, denoted by A ~, B, iff
A <, B and B <, A. The following proposition gives
an equivalent definition of ~,:

Proposition 2 Let (3, <) be a partially preordered be-
lief base and let A and B be two consistent subbases of
.. Then,

Ar, BiffVi,1<i<n:|E,NB|=|EnA.

Clearly, the proposed lexicographic preference be-
tween consistent subbases of a partially preordered be-
lief base (Definition 6) recovers the classical lexico-
graphic preference between consistent subbases of a to-
tally preordered belief base (Definition 1) as it is shown
by the following proposition:

Proposition 3 Given a totally preordered belief base
(3,<)=51U...USp, let A and B be two consistent
subbases of .. Then,

1. A<jex Bif and only if A <, B,
2. A =ie; Bif and only if A=, B.

The following example illustrates this lexicographic
preference.

Example 3 Let us continue Example 1 and 2. The
partial preorder <, on MCONS(X), obtained using
Definition 6, is illustrated in Figure 5. For example,

o A3 <, Ay since we have i = 3 such that |E3 N Aq| >
|EsNAs| and 35,5 = 1 such that |[E1NAs| > |[E1NA;|
and B <4 E5.
o Ay <p Ay since we have i = 3 such that |E3 N Aq| >
|EsNAy| and 35,5 = 2 such that |[EaNAy| > |[E2NA;|
and Fy <4 Fs.
o A3 ~, Ay since
— Az A, Ay since we have it = 2 such that |EaNAy| >
|E> N As| but 5 such that |E; N As| > |E; N Ay
and EJ‘ <s FEs.

— Ay A, Az since we have i = 1 such that |E1NAs| >
|Ey N Ay but 5 such that |E; N A4 > |Ej N A

and EJ‘ <s E1.
A; Ag
P
Ay As
NN
Ay As
!
Ay

Figure 5: The partial preorder <, on MCONS(X)

Note that in Definition 6 if one uses inclusion set cri-
teria instead of cardinality then Proposition 3 does not
hold, namely the classical inclusion-preference inference
will not be recovered.

A New Characterisation of
Lexicographic Inference

Let (X,=) be a partially preordered belief base,
Lex (X, <) denotes the set of all lexicographically pre-
ferred consistent subbases of (X, <), namely Lex(X, <
)= Min(CONS(X),<4a).

It can be checked that each element of Lex (X, <)
is a maximal (with respect to set inclusion) consistent
subbase of ¥ since <, satisfies the monotony property
(Proposition 1).

We are now able to provide a second lexicographic
inference relation for partially preordered belief bases
which is based on the preordering <, between consis-
tent subbases:

Definition 7 Let (3, <) be a partially preordered base
and let ¢ be a formula. 1 is a P-lexicographic con-
clusion of (%, =), denoted by (X,=) FL_ b, iff ¢ is a
classical consequence of every preferred consistent sub-
base of (X, =X) with respect to <,, namely

(S, =) FP. ¥ iff VB € Lex (S, <): BF .

The following lemma, needed for the proof of one
of our main result, says that if A is lexicographically
preferred to B then A is lexicographically preferred to
B in every compatible totally preordered base.

Lemma 1 Let (X,=) be a partially preordered belief
base and let A and B be two consistent subbases of 3.
Let (3, <) be a totally preordered belief base compatible
with (X, X). Then,

o if A<, B then A <je, B.
o if A~, B then A =i, B.

Interestingly enough, the lexicographic inference re-
lation presented in this section is covered by the natural
lexicographic inference given by Definition 4 as shown
by the following proposition:

Proposition 4 Let (3, <) be a partially preordered be-
lief base and let 1 be a propositional formula. Then,

if (8, =) FE 4 then (2, =) FS, .

lex

Let us illustrate this lexicographic inference:

Example 4 Continue Example 3. Clearly, we have
Lex (2, =) = {46, Ar}.
Moreover, one can easily see that
Lex (X, <) = U Lex(%, <Y
(Z,<H)ec(x,2)

where U

(5,£hec(x,x)
puted in FExample 1.

Lex (%, <%) has already been com-



Semantic Counterpart and Properties

This section briefly shows that the lexicographical in-
ference relation applied to partially preordered belief
bases can be defined at the semantic level. We also
show that a notion of preferential entailment for our
lexicographic inference, in the style of (Shoham 1988),
can be naturally produced.

Roughly speaking, an interpretation model w is pre-
ferred to an interpretation w’ if the set of formulae sat-
isfied by w is lexicographically preferred to the one sat-
isfied by w’. More formally,

Definition 8 Let w and W’ be two interpretations. w
is said to be lexicographically preferred to w’, denoted
by w =P, W', iff [w] <a (W] where [w] denotes the set of
formulae of ¥ satisfied by w.

Let Min(W, <$,) denote the set of preferred models
of W with respect to <9,.

Then, we give a semantic inference relation defined
as follows:

Definition 9 Let (X, <) be a partially preordered be-
lief base and let 1 be a propositional formula. ¥ is a
S-lexicographic conclusion of (3, =), denoted by (X, =
) =2, 0, if and only if 1 is satisfied by every preferred
interpretation, namely

(%, =) s, ¥ iff Vo € Min(W, <5),),w = .

lex

and we show that:

Proposition 5 (X, <) 7 v iff (%, <) B3, .
Example 5 We illustrate our semantic approach with
the example 1. Let W be the set of interpretations and
[w] the set of formulae of ¥ satisfied by w :

Wl d h r [w] A;
wo | d -h v |{d—rAh,—h—r} | As
wi|d —-h r | {d=rAhr,—h} | Ay
wa | d h v | {d—=rAhh,-r} | Ao

wg | -d h 1 {d—=rAhh,r}

wg | d -h v {d,=h,—r} Ag
ws | d -h r {d,—h,r} Ay
we | d h —r {d,—r,h} As
wr |l d h  r | {d—=rAhdrh} | A

Reusing Example 3 where we already computed pref-
erences between A;, the ordering between interpreta-
tions is illustrated in figure 6.

We can easily check:

U  Mod(B) = Min(W, <},)
Befex(X,x)
Indeed, Lex(X,=X) = {A¢, A7} and since Ag =
{d,=h,—r} and A7 = {d,r,~h}, Mod(A4s) = {ws} and
Mod(A7) = {ws}. Thus,

U Mod(B) = {ws,ws} = Min(W, <)
Befex(X,x)
By consequence, (X, <) I—Zw ¥ iff (2, X) |:‘lsm .

Wy ws

P

wo wy

N

We wr

I

w2 w3

Figure 6: The partial preorder <4, on W

We now analyse the non-monotonic properties of our
inference relation. First, we need to extend our infer-
ence relation such that it can be defined between two
formulae with respect to a partially preordered belief
base:

Definition 10 Let (3, <) be a belief base and ¢, ¢ be
two formulae. Let (X', =) be a new partially preordered
base where ¥/ = X U {¢} and =’ is such that:

e Va,feN,a=XBiffa='p
e Va € X,¢ =<' a, namely ¢ is the most important
formula in Y.

Then a formula v is said to be a Lex-consequence of ¢
with respect to the belief base &, denoted by ¢ |~jex P,

iff (&, =) ER .

The following result generalizes Proposition 5.

Proposition 6 Let ¢ and v be two formulae.
& |~iex ¥ iff Yw € Min(Mod(¢), <3,),w = 1.

The proof follows from Proposition 5 where ¢ is pre-
ferred to every formula of (3, <).

When the belief base is totally preordered, then it is
well-known that the inference |~j., satisfies the rules
of System P and rational monotony. For partially pre-
ordered belief bases, we have:

Proposition 7 The inference |~je, satisfies the ratio-
nal postulates of System P but fails to satisfy rational
monotony.

For the System P, the proof can be shown by ex-
ploiting a representation theorem between preferential
entailments satisfying System P and its semantics char-
acterisation based on a partial preorder over interpre-
tation (Kraus, Lehmann, and Magidor 1990). For ra-
tional monotony, the following provides the counter-
example:

Counter-example 1 Let wus recall that Rational
Montony is defined by : If ¢ |~ v, and ¢ |# —d then
GNO |~p. Let ¥ = {p,q,—r} such thatp < —r, ¢ < —-r
andp ~ q. By =q, Es =p and E3s = —r. The set of
formulae of ¥ satisfied by w is :



Wl p q r | equivalent [w]
wo | 7P Tq T {-r}

wi | 7P g r 0

e e {g,—r}

w3 | P 9 r {a}
wg | p g o {p,—r}
ws | p g T {r}
Wwe p q -r {pa q, —\’I’}
wr|p g 7 {p.q}
The preorder =3, on W is illustrated figure 7.

We

T
AN

L]
LA

Wo

!

wi

Figure 7: The preorder <, on W

Let ¢, ¥ and 6 three formulae such that ¢ = (—p V
@) AN(-pVrT), v =pV-randd = r. We have
Mod(¢) = {wo,wr,ws,ws,ws} and Min(Mod(¢), =%,
) = {wa,ws}. We checked that ¢ |~iex O since
MOd(d}) = {WQ,WQ,W4,W5,WG,W7}, w2 ': 1/) andW5 ': '(/}
Likewise we do not have ¢ |~jex =0 since Mod(—§) =
{wo,wa,ws,we}, wa = —d and ws = 5. On the
other hand, Mod(§) = {w1,ws,ws,wr}, Mod(¢ A §) =
{wi,ws,ws} and Min(Mod(¢ A6),=3%,) = {ws,ws} but
we do not have (¢ N O) |~iex ¥ since wy = ¥ and
ws = . Therefore, the inference |~ does not sat-
isfy the rational monotony.

Conclusion

This paper combines the advantages of both lexico-
graphic inference and partially preordered belief bases
for the sake of reasoning under inconsistency. It pro-
poses a lexicographic inference for partially preordered
belief bases that extends the classical lexicographic one.

More precisely, the paper provides two definitions.
The first one consists in applying the classical lexico-
graphic inference from all the compatible totally pre-
ordered belief bases. As to the second one, it stems
from the construction of a new cardinality-based partial
preorder on consistent subbases. It then applies clas-
sical inference on preferred subbases according to this
partial preorder. It turns out that the second inference
is covered by the first one.

This work calls for several perspectives. The major
is its application to alarm correlation in intrusion de-
tection and to archaeological excavation.
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Appendix

Proposition 1
Let (3, =) be a partially preordered belief base. Then,

e =<, is a partial preorder on the set of consistent sub-
bases of X.

e =<, satisfies the monotony property, namely
VA, BCY, if BC A then A <, B.

Proof.

e <, is a partial preorder over CON S(X):

— =, is reflexive:
Let A€ CONS(Y).
Then, obviously we have Vi, 1 <i<n:|E;NA| =
|E; N Al
So, A <, A which means that <, is a reflexive
relation.
— =<, is not antisymmetric:
Let us consider the following counter example:
L ={p,¢,¢,x} with p ~ x and ¢ ~ ¢.
Let A,B € CONS(X) such that A = {p, ¢} and
B ={y,x}.
One can easily see that A <, B and B <, A but
A is not identical to B.
Hence, <, is not an antisymmetric relation.
— =<, is transitive:
Let A, B,C € CONS(Y) and assume that A <, B
and B <, C and let us show that A <, C.
Assume that A <, C does not hold. Namely, there
exists ¢, 1 < ¢ < mnsuch that |[E;NC| > |E;NA| and
37,1 < j < n such that E; <5 E; and |E; N A| >
|E;NC| ... (Hypothesis 1)
In fact, we can distinguish two cases:
x Case 1: |[E;NB|> |E;NA|:
Let F={E;,1<j<n:|E;NA|>|E;nNB|and
Ej s E7}
Since A <, B then F # ().
In particular, let E; € Min(F, <,).
Now, according to Hypothesis 1, |[E;NC| > |E; N
A| thus |Ej N C| > |EJ ﬁB|
Then, given that B <, C, let Ex,1 < k < n be
such that E, <5 E; and |Ey N B| > |Ex N C.
Once again, according to Hypothesis 1, |ExNC| >
|Ek ﬂA| SO |Ek ﬁB| > |Ek ﬂA|
Since A <, B, there must exist [,1 <1 < n such
that E; < Ey and |El n A| > |El n B|.
Clearly, we have E; <, E; and E; <, E; (by
transitivity of <).
Hence, we deduce that E; € F and E; <, Ej
but this is incoherent with the fact that E; €
Min(F,<).
x Case 2: |[E;NB|<|E;NA|:
Obviously, |E; N B| < |E; N C|.

Let G={E;,1<j<n:|E;NB|>|E;NC|and
Ej s El}
Since B <, C, G # ().
In particular, let E; € Min(G, <s).
Now, according to Hypothesis 1, |[E; NC| > |E; N
Al thus |EJ ﬁB| > |EJ n Al
Then, given that A <, B, let Ey,1 < k < n be
such that E, <5 E; and |Ep NA| > |Ex N B|.
Once again, according to Hypothesis 1, |[ExNC| >
|Ex N Al so |[ExNC| > |ExNB.
Since B <, C, there must exist {,1 <[ < n such
that F; <5 Efx and |El n B| > |El N C|
Clearly, we have E; <, E; and E; <, E; (by
transitivity of <).
Hence, we deduce that £; € G and E; < Ej
but this is incoherent with the fact that E; €
Min(G,<s).

Therefore, Vi, 1 <i <n:if |E;NC| > |E;NA]| then

35,1 < j < n such that E; <, E; and |E; N A] >

|E; N C.

This means that A <, C.

e =, satisfies the monotony property:
Let A,B € CONS(X). B C A implies that Vi, 1 <
Thus, according to Definition 6, A <, B. |

Proposition 2
Let (£, =) be a partially preordered belief base and let
A and B be two consistent subbases of .. Then,

~y BiffvVi,1<i<n:|E;NB|=|E NA|.
Proof.

e By definition of <,, we have Vi, 1 <i <n:|E;NA| =
|E; N B| implies that A <, B and B =<, A, ie.,
A=, B.
e Now let us show that A ~, B implies that Vi,1 <
1< n: |EZQA|: |ElﬁB|
In fact, let us suppose that A ~, B and 3i,1 < i <
n:|E;NA| # |E;NB|. We can distinguish two cases:
— Case 1: A =, B and 3i,1 < i < n such that
|E¢OB| > |E10A| :
Let FF = {E;,1 < i < n such that |E; N B| >
|E;NA|}. F#0solet E; € Min(F,<5).
Since A =5 B, 34,1 < j < n such that E; <, E;
and |EJ n Al > |EJ n Bl
Besides, since B <, A, 3k such that Ej <, E; and
|Ek n B| > |Ek ﬂA|
Clearly enough, Fy € F and Ej <5 E; (by tran-
sitivity of <) but this is incoherent with the fact
that E; € Min(F, <s).

— Case 2: A=, Band |E;NA| > |E;NB|: Similar
proof. |

Proposition 3
Given a totally preordered belief base (¥, <) = S1U...U
Sm, let A and B be two consistent subbases of 3. Then,



1. A <pex B if and only if A <, B,
2. A=iey B if and only if A ~, B.

Proof.

Note that in the case of a totally ordered belief base
(%,<) = (51,...,5m), the equivalence classes E;’s are
nothing than the strata S;’s and S; < .S; iff ¢ < j.

1. A<, Bif and only if A <, B :

e Let us show that A <j., B implies A <, B':
Let A <jer B. By definition, 34, 1 < ¢ < m such
that [S; NA| > |S;NBland Vy, j <14, |S;NB| =
|S; N Al
Then, Vk,1 < k < m, if |Sx N B| > |Sk N A| then
k > 1, i.e., 3i such that |S; N A] > |S; N B| with
1< k.
This means that A <, B.
Besides, 34,1 < i < m such that |[S; N A| > |S; N B|
and 37,1 < j < m such that |S; N B| > |S; N A|
and j < ¢ which means that B {A A.
Hence, A <, B.

e Let us show that A <, B implies A <je, B :
Let A <, B.
Then, 3i,1 <4 < m such that |S; N A|] > |S; N B|
and V5,1 < j < m, we have |S; N B| < |5; N 4]
since B 4, A.
Clearly, this means that A <., B.

2. A <jep Bifand only if A ~, B:

This directly follows from Definition 1 and Proposi-
tion 2. ]

Lemma 1

Let (£, =) be a partially preordered belief base and let
A and B be two consistent subbases of X.. Let (%, <) be
a totally preordered belief base compatible with (2, X).
Then,

o if A<, B then A <ie, B.
o if Ax, B then A =i, B.

Proof.
Let (X,<) = S1U...US,, be a totally ordered belief
base compatible with (X, <).

1. A<, B implies A <je, B :

We recall that A <, B iff A <, B and B £, A. We

can distinguish two cases:

e Case 1: $i,1 < i < nsuch that |E;NB| > |E;NA|.
ie., Vi, 1 <i<n, |El ﬁB| < |El N A|
First, note that Vj, 1 < j < m, we have S; =
Uiex Ei where X C {1,...,n}.
So, [N B| = [(Uiex Ei)NB| = [Uex (EiNB)| =
> iex | BN B| since E;’s are disjoint by definition.
Similarly, we obtain [S; N Al =3 . ¢ [E; N Al

Then, according to the hypothesis of this case, we
conclude that ), [E;NB| <3 . ¢ [E;NA| e,
|S; N B| < |S;N A
On the other hand, B A, A, ie., 3k, 1 < k
such that |E, N A| > |E, N B| and 1,1 < 1
such that E; <5 Ey and |E; N B| > |E; N A
Now, let S; (1 <i < m) be a stratum containing a
class Ey checking the previous property, i.e., S; =
ExUUjey Ej where Y C {1,...,n}.
So, |S;NB| = |(UjeY E,UE;,)NB| = |Uj€Y(Ejﬂ
B)U (B, N B)| =3 cy |E; N Bl +|E N BJ since
E;’s are disjoint by definition.
Similarly, we derive that [S; M A| = > .y |E; N
Al +|Ex N A|.
Clearly, |S; N B| < |S; N Al.
So, from one hand we have Vj,1 < j < m : |S; N
B| < |S; N Al and from the other hand 3,1 < i <
m:|S;NB| <|S;NA|.
Consequently, A <je. B.
e Case 2: 3k, 1 < k < n such that |Ex N B| >
|E/1C n A|
Let S; be the first stratum (with the smallest )
containing a class Fj that checks the previous
property.
Since A <, B, there must exist a class E, such
that |E, N A| > |E, N B| and E, < Ej.
Thus, F, must be placed in a stratum .S; more
reliable than the stratum 5; that contains Ey, i.e.,
p <i.So,1# 1.
Then, Vj, 1 <j <i:S;is built up from F,’s such
that |E, N B| < |E, N A| by construction of S;.
Hence Vj, 1 <j <i:|S;NB|<|S;NA|.
In particular, |S; N B| < |S; N A.
Subsequently, we deduce that A <;., B.
2. A=, B implies A =, B :
Vi, 1<i<m:S; :U]EXEJ» where X C {1,...,n}.
Then, |SiNA| = |(Ujex E)NA| = [Ujex (E;NA)| =
> jex [Ej N Al since Ej’s are disjoint.
Similarly, we obtain |[S; N B| = >_,c  |E; N BJ.
According to Proposition 2, A ~, B iff Vi,1 < i <
n: |ElﬁA| = |ElﬁB|
Hence, we conclude that Vj,1 < j <m:|S;NA| =
1S; N B, i.e., A =y B. n

<n
<n

Proposition 4
Let (X, X) be a partially preordered belief base and let ¢
be a propositional formula. Then,

if (3, =) FF, 9 then (2,=2) FS 4.

lex

Proof.
By definition,

(S, =) P, ¢ iff VB € Lex(X, =) : BF

and



(2, =) S, iff VB € U
(2,2)€C(s,2)

Lex(X,<): B+

So, this amounts to prove that

U Lex(E, <) C Lex(X, <)
(B,9)ec(®,2)
e First, let us show that:
U Lex(X, <) C Lex (X, X):

(B,9ec(®,2)
Let (X,<) € C(%,=). Let A € Lex(X, <) and let us
suppose that A ¢ Lex (%, <).
This means that there exists a consistent subbase B
of ¥ such that B <, A.
Now, according to Lemma 1, we obtain B <j., A.
But we know that this is in conflict with the fact
that A € Lex (3, <).
Consequently, A € Lex(X, <).

e We now show that:
gex(2,x)¢ |

(E,9)€c(%,2)

Indeed, let us consider the following counter example.

Lex (%, <):

Example 6 Let (X, <) be such that:
Y = {a1, a2, 51, B2, B3, 71,72} with:
— a1 =a/N-bAc,

— B1=—-aAN-bAc,

- m=bAd,

—ag=aN-bAd,

— B2 =-aA-bAd,

— 72 =>bAe,

— B3 =-aA-bAe.

In addition, we have:

— a1 Ry Ry and

— a1 = [P = (3.

Clearly, MCONS = {A, B,C} such that

— A={aq,as},
- B= {ﬂlaﬁ27ﬂ3}7
- C={7,7%}

On the one hand,
Lex(3, %) ={A, B,C}.

In fact, we have:
— A~, B,
— A~, C,
— B~, C.
On the other hand,
U  Lex(z,<)={B,C}.
(5,9)€c(z,2)

Hence, we deduce that

Lex(X,=) ¢ U

(£,9)eC(%,%)

Lex (%, <).

Consequently,
U Lex(X, <) C Lex(X, xX)
(Z,9ec(z,x)

Proposition 5
(3, 2) Fl, v iff (3, 2) ik, ¢

Proof.

Clearly enough, this amounts to prove that

U Mod(B) = Min(W, <4).
Begfex(X,=<)

e Let us show that Upcgeps <) Mod(B) C

Min(W, <3,) :

Let w € Mod(B) where B € Lex(3, <) and let us
suppose that w ¢ Min(W, <3,) .

w ¢ Min(W, <%,) iff 3w’ € W such that o’ <3, w,
ie., [w] <a [W].

But we know that B is a maximal (with respect to
set inclusion) coherent subbase so w does no satisfy
any formula in ¥ outside B.

Stated otherwise, [w] = B.

Then, B' <, B where B’ = [w/].

However, this is incoherent with the fact that B €
Lex (X, <).

Thus, w € Min(W, <3,).

Now let wus show that Min(W,<{,) C
UBEEex(E,j) Mod(B):

Let w € Min(W, <3,).

This means that there is no w’ € W such that w’ <4,
w.

In particular, for any subbase B € Lex (X%, <), for any
W' which is a model of B, w” A%, w, ie., [W'] £Aa
[w], but [w”] = B since B is a maximal consistent
subbase.

Then, for any B € Lex(X, =),B £, [w].
Consequently, [w] € Lex (X%, <).

So, w € Upegen(s,<) Mod(B). [ |



