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Abstract 
Purpose – Whether an organization’s political behaviour is positively related to its 
performance has been a long-standing question. Most studies elaborating on this 
issue, although rich in detail, primarily have been limited to case studies, apart from a 
niche set of studies in international business. This study aims to explore this question 
through a survey study of managers and executives from around the world, across a 
range of industries. 
Design/methodology/approach – The study explores the link between politics, the 
ability of a firm to speedily reach the market and its growth rate through a study of 
382 executives from across the world. It also investigates alternative explanations of 
slow speed to market due to power centralization, decision-making layers and 
conflict. 
Findings – The results show that politics – the observable but often covert actions 
through which executives influence internal decisions – has a direct negative effect on 
a firm’s ability to reach the market first and on its growth rate. That is, not only is 
politics time-consuming but it may also have a detrimental impact on the selection of 
the best growth opportunities. 
Originality/value – Politics does have a negative impact on growth; it slows down a 
firm’s growth and its ability to reach the market. This study eliminates possible 
alternative explanations of a slow pace to market: slower companies are not so 
because they have too many decision-making layers but because they use 
consultative processes in resource-allocation decisions, or because of conflict.  



 

Introduction 

Organizational politics is not just an academic construct. Managers experience internal 
politics every day in the corporate environment and generally view the term negatively, 

assuming that resources are spent on more powerful projects or businesses rather than 

more worthy ones, for political reasons. Several empirical studies based on case studies 
have investigated various aspects of executives’ political behaviour. Bower (1970) 
conducted a detailed study of the social aspects of the resource-allocation process of 
large multidivisional companies. Pfeffer and Salancik (1974) and Pfeffer and Moore 

(1980) explored the use of politics in allocating funds to university departments. 
Eisenhardt and Bourgeois III (1988) examined the sources and effects of politics in 
strategic decisions in firms operating in high-velocity environments. This fieldwork led 

Eisenhardt and Bourgeois to develop a midrange theory of power and conflict as 

sources of politics in strategic decisions that have detrimental effects on firm 
performance. More recently, the study of the power of politics in MNCs has seen 

integrative efforts between the organizational studies community and the international 
business communities, with particular emphasis on the study of the discourse within 
subsidiaries and headquarters as well as between subsidiaries themselves (Geppert et 

al., 2016). 

A question worthy of further examination is whether the findings of these qualitative 
studies hold true in large samples across various geographies and industries. Qualitative 
studies have brought invaluable contributions, especially at the exploratory and theory- 

building stages. By uncovering the how and why of specific phenomena, rigorous case 
and field studies have become intimately connected with the organizational reality and 
have permitted the development of testable and relevant theory (Glaser and Strauss, 

1967; Yin, 2002). However, the field approach is not without risk. If researchers do not 
properly select cases, case results in turn do not generalize. Quantitative studies, such 

as the present one, lack the rich detail of qualitative studies but complement them by 

testing the relevant relationships in larger and more heterogeneous samples. 

Drawing from the midrange theory of politics in strategic decisions elaborated by 
Eisenhardt and Bourgeois III (1988), while taking advantage of several studies that 

appeared in a special issue of power and politics in multinational organizations 
(Geppert et al., 2016), we propose a study of politics in resource-allocation decisions 
using a sample of executives from across the world that addresses fundamental 

questions about the effect of politics on a firm’s growth. We use the responses of 382 
executives to investigate the effects of politics on two key strategic variables: 

(1) the ability of the firm to quickly reach the market; and 

(2) its financial performance, as measured by revenue growth. 



 

We will also address the question of whether the time to market is affected by other 

relevant variables, such as the centralization of decision-making in the hands of the 
CEO, the presence of too many decision-making layers and ultimately the presence of 

conflicting managers (Eisenhardt and Bourgeois III, 1988; Eisenbart et al., 2016). As 

such, we try to eliminate alternative explanations of time to market, beyond politics. 

This article proceeds as follows: the first section develops the theoretical model, which 
explains the effects of politics in resource-allocation decisions inside companies. The 

next section presents the methodology, which is based on a sample study of executives 

from around the world, and the third section presents the results of our empirical study. 
We then discuss the three alternative explanations of a firm’s time to market, which 
we test with the collected data: the centralization of the decision-making process due 

to a powerful CEO, presence of too many decision-making layers and presence of 

conflict among managers. Finally, we discuss our findings and present the implications 
for future research on executives’ political behaviour and resource-allocation decisions. 

Background and hypotheses 

Executives are widely known to rely on politics to pursue their interests, a practice that 

may have detrimental effects on a firm’s performance. According to Eisenhardt and 
Bourgeois III (1988, p. 737), politics comprises “the observable, but often covert, 
actions by which executives enhance their power to influence a decision”. This 
definition accurately summarizes other works on politics (Pettigrew, 1973; Pfeffer, 

1981, 1992) and includes behaviours such as behind-the-scene coalition formation, 

lobbying attempts and the withholding, hiding and misrepresenting of information. This 
view depicts politics in an unfavourable light and as especially unnecessary for the 

smooth functioning of an organization (Eisenhardt and Bourgeois III, 1988; Mutambara 
et al., 2014; Scott and Davis, 2016). 

We use three aspects of organizational politics that have been carefully studied in the 

literature in small samples as the basis of our investigation. The first facet of political 

behaviour is executives’ tendency to agree with superior figures in the organization, 
regardless of the substantive merits of an argument (Eisenhardt and Bourgeois III, 1988; 

Cacciattolo, 2015). Indeed, it has been argued that information gathering is often 

carried out with the sole intention of supporting senior leaders’ viewpoints rather than 
to test an investment hypothesis (Harreld et al., 2007; Olorunleke, 2015). 

Second, executives may decide to purposefully manipulate the information they share 
with colleagues and, in particular, with superior figures in the organization. In the words 

of Learmonth (2011), (see also Cassell, 2011 and Hodgkinson, 2012, p. 15): 

[...] evidence is never just there, waiting for the researcher to find. Rather it is always 

necessary to construct the evidence in some way – a process that is inherently 
ideological and always contestable – not merely a technical, “scientific” task. 



 

The question of how executives frame an allocation decision and select which criteria 

to adopt while evaluating information and sources is fundamentally political, as it 
follows each executive’s personal agenda. When the allocation problem is distorted, 

the executive receiving the evidence cannot know whether the evidence is accurate. 

Finally, executives form alliances to support each other’s ideas and lobby senior figures 
in their organization to garner further support. Eisenhardt and Bourgeois III (1988) 
defined alliances as behind-the-scene coalition formations among proponents of a 

particular view. In resource-allocation decisions, Bower and Gilbert (2005) argue that, 

as a norm, division managers make compromises to share resources. They also “agree 
– explicitly or tacitly – not to challenge another division’s proposals in return for the 
same treatment” (Bower and Gilbert, 2007, p. 13). Alliances among managers thus alter 

the final view of which business units have the most promising growth prospects. 

In our study, we examined whether there is a relationship between political behaviours, 
time to market and firm performance and whether any relationships identified are 

positive or negative. To this end, we took the firm as unit of analysis as it is the smallest 
meaningful unit where politics may have a substantial impact on capital allocation 
decisions. To explore the relationship between political behaviour and performance, 

we used two key outcome variables. First, we looked at whether the use of politics has 
an impact on the ability of a firm to promptly reach the market – that is, whether politics 
is time consuming, as suggested by Pfeffer (1981). Second, we established whether 
time to market and politics affect a firm’s performance; that is, we hypothesized direct 

effects of organizational politics on a firm’s growth rate. Finally, we discuss a potential 
mediation effect of time to market on growth, namely, whether politics affects growth 
regardless of whether it has a negative impact on a firm’s time to market. 

The impact of politics on a firm’s time to market 

Both capital and time are scarce resources. Executives who engage in political activities 
take time away from other value-creating activities (Eisenhardt and Bourgeois III, 1988; 
Scharfstein and Stein, 2000, p. 341), including analysing and identifying the best growth 

opportunities available. As Pfeffer clarified, “the time and costs of political bargaining, 

coalition formation and compromise need to be balanced against the reality of time 

pressure for decisions”. Therefore, we expect that firms controlled by politically active 
executives take more time than their competitors during both the strategic 

decisionmaking process and the implementation phase of a project. That is, firms 
controlled by politically active executives reach the market later than firms in which 

politics is less of an issue. 

 H1.Organizational politics is associated with slower time to market. 



 

The impact of politics on a firm’s growth  

Once we have established whether politics affects time to market, we still need to 
determine whether politics is associated with good or poor performance. If politics is 

associated with poor performance, it remains unknown whether politics leads to poor 

performance, or if it is poor performance that drives executives to engage in politics to 
have their say in final allocation decisions. 

A close examination of the influence of politics on time spent making decisions and on 
information flow yields compelling arguments as to why politics may have a detrimental 

effect on performance[1]. First, despite the fact that politics can be beneficial in 
reaching quick decisions, Pfeffer (1981) has argued that when politics is not necessary 
to resolve decisions, the use of politics may in general negatively affect organizational 

performance. According to Pfeffer (1981), the premise that politics reduces 

organizational performance derives from the fact that politics takes relevant time and 
resources in negotiation and bargaining. This can potentially lead to decisions that are 

not optimal for the organization, as they reflect the interests of the most powerful 
individuals rather than the best growth opportunities. While there are no clear reasons 
why an opportunity is worth being pursued, it takes time to “win over” all relevant 

decision makers through the use of alliances and lobbying or by dressing up the 

opportunity to present it as more profitable or less risky than it actually is. Similarly, if 
politics is time consuming, as we establish in H1, it clearly takes executives away from 
other activities, which potentially could create value for the organization. 

Second, politics restricts information flow (Pettigrew, 1973), which can be particularly 
harmful in high-velocity environments where strategic decisions are not afforded the 
luxury of a comprehensive due diligence process or significant evaluation time 

(Eisenhardt and Bourgeois III, 1988). When information is not communicated truthfully, 
the chances are very low that top executives will have an opportunity to request further 

information and the ability to wait for the information to be collected and analyse. 

Charlie Munger, the vice chairman of Berkshire Hathaway (the diversified investment 

corporation chaired by Warren Buffett), provides an interesting illustration: 

If people tell you what you really don’t want to hear what’s unpleasant there’s an 

almost automatic reaction of antipathy. [...] [CBS CEO Bill] Paley was a god. But he didn’t 

like to hear what he didn’t like to hear. And people soon learned that. So they told Paley 
only what he liked to hear. Therefore, he was soon living in a little cocoon of unreality 

and everything else was corrupt, although it was a great business[2]. 

In a recent ethnographic action study, Whittle et al. (2016) investigated how power and 
politics affect the subsidiary–headquarter relationship between a British subsidiary and 

an American MNC. Tracking these companies longitudinally, they discovered that 
subsidiary managers hide, dilute and even restrict information to headquarters, 



 

especially knowledge regarding local markets and their preferred strategic direction for 

the firm. This process of “sense-censoring” led potential strategic action to be 
transformed into inaction, but with further potential disruption due to the knowledge 

flows, diffusion of innovation and organizational learning challenges in MNCs. 

In addition, we need to consider that firms that quickly reach the market with new 
products and services not only tend to outperform their competitors but also tend to 
gain a sustainable competitive advantage (Stalk, 1988; Teece, 2007; Thomas and 

Martin, 1990; Dong et al., 2016). Similarly, Bower and Hout (1988) argued that large, 

complex businesses that achieve sustained competitive advantages manage their time 
differently: they not only make faster decisions but also generally reach customers 
sooner than their competitors do. 

Empirically, Eisenhardt (1989) and Judge and Miller (1991) found that strategic 

decisionmaking speed is positively correlated with firm performance in high-

velocity environments. 

The question of growth is closely linked to the question of innovation and knowledge 
flows, particularly in multinational settings. In recent years, especially in the technology 

sector, subsidiaries had seen their operational responsibility increase, but there also 
has been a greater dispersion of knowledge-creating activities within MNC, which has 
loosened up the traditional hierarchical structure. Greater effort is made to develop 
subsidiaries’ own competencies rather than transferring them across units. Indeed, the 

firms’ managers are both profit- and rentseeking, as they aim to both maximize 
shareholders’ value through market operations and attempt to appropriate the rents 
available for transfer within the MNC. Mudambi and Navarra (2004) find that 

knowledge and knowledge-creating potential are key sources of subsidiary bargaining 
power. In turn, this is likely to corrode knowledge flow as well as overall profitability. 

Given these arguments, we expect that politics has a direct effect on a firm’s growth 

rate and an indirect effect through its impact on time to market. 

 H2.Faster time to market is associated with a firm’s greater growth rate. 

 H3.Organizational politics is associated with a firm’s lower growth rate. 

 H4. Time to market mediates the effect of organizational politics on a 
firm’s growth rate. 

A simplified version of the study is depicted in Figure 1. 

Methodology 

Our study comprises three main parts: 

(1) interviews with executives from 18 large American corporations; 



 

(2) a pilot study; and 

(3) a data set compiled with the aid of a questionnaire administered by a leading 

practitioner-oriented journal. 

 
The interviews took place between October 2006 and January 2007 and lasted 

approximately 60 min each. The interviews were conducted to inform the development 
of the pilot test and questionnaire. The pilot study was administered to corporate 
executives, division heads and front-line managers who were familiar with the 

resource-allocation process in their companies. The final questionnaire was 
administered as part of the journal’s periodic surveys of corporate executives – in this 
analysis, division heads and front-line managers are the respondents – and generated 
based on a review of the literature, interviews and pilot study. 

Respondents were explicitly asked to consider only organic growth opportunities; ones 

in entirely new products, services or locations, or the extensions of existing 
opportunities. 

At the beginning of 2007, executives were recruited to participate in the resource 

allocation survey. Just over 2,500 executives agreed to take part, and in April 2007, we 
mailed invitations to participate in an online survey, which we followed with two 

reminders. The survey aimed to test several hypotheses of the behavioural aspects of 

the resource allocation process that go beyond the scope of this article. Therefore, not 
every respondent was presented with each question on the survey. From the pool of 

survey respondents, 704 responses were valid for the part of the survey that referred 

to the questions relevant to this article. However, only a subset of those 704 responses 
was complete for the purpose of the analysis necessary to test our hypotheses. After 
eliminating respondents whose industry or organizational structure was part of the 

“Other” category, as well as the respondents whose organizations changed structure in 

the past three years due to acquisition (we did not aim to study politics in the case of 
strategic moves, such as mergers and acquisitions), 382 responses/firms were deemed 
to be relevant for the analysis (54.2 per cent). 

 
 
 



 

Table I provides some descriptive information about the firms comprising our 

respondent sample. The firms’ sizes range from very small (29.9 per cent of the sample 
divisions have sales of less than US$100m) to very large (33 per cent have sales of at 

least US$1bn). Moreover, 28 per cent of the firms were manufacturers. Among the non-

manufacturing firms, 22.5 per cent operated in financial services, 14.4 per cent were in 
high-tech and 9.7 per cent were in business services. More than one-third of the 
divisions were from the Asia-–Pacific region and another third were from Europe. North 

America was represented by 22.1 per cent of the sample. Respondents who did not 

select a structure – those from single business-unit firms or from a company that 
changed its internal structure in the past three years due to acquisitions – were 
removed from the analysis to partially control for diversification. 

Table II summarizes the measures collected in the questionnaire. We grouped the 

measures into the three following sets: politics, performance measures and control 
variables (including alternative explanations, which we will discuss in the discussion 

section). The table includes information on the format of the measured items and the 
research sources for most of the concepts. The survey used definitions and measures 
that were deemed readily apparent to executives yet grounded in theoretically 

important variables that were inspired by the previous studies whenever possible. 

The specific measures were as follows. First, politics is a very sensitive topic that 
executives often prefer to avoid. To capture different facets of the concept, we 
measured political behaviour with a latent variable that summarized the following: 

 how important it is to avoid contradicting superiors in the organization; 

 how common it is for executives to hide, restrict or misrepresent information to 

promote a capital investment proposal, which we refer to as manipulation of 
information; and 

 how common it is for executives to form alliances with peers or lobby someone more 

senior to promote a capital investment proposal. 

 

 

 

 

  



 

Table I. 

Demographic characteristics of respondents 

 
 

These items were formulated on the basis of Eisenhardt and Bourgeois’ III (1988) and 
others’ studies of organizational politics (Pfeffer, 1981, 1992). A seven-point Likert scale 

with anchors at 1-2 = not important, 3-5 = somewhat important and 6-7 = very 

important was used for Item (1). We asked, “How important is it to avoid contradicting 
your superior(s) in a decisionmaking setting?” Because Items (2) and (3) were more 

sensitive, as they dealt with potentially unethical behaviour, we decided to use a nine-
point Likert scale that also gave the option “1= never” and, to maintain an uneven 

number of choices, “9 = always”. However, in the analysis, we decided to reduce Items 
(2) and (3) to a seven-point scale like Item (1). In practice, those who responded with 

“1= never” or Item (2) were combined into the same category (score 1) and those who 
said Item (8) and “9 = always” were combined into the same category (score 7). In our 



 

analysis, we studied both the latent variable politics and the three variables separately. 

The results do not present any noteworthy differences and are available from the 
authors. 

Time to market was measured with a seven-point Likert scale based on how fast the 

company was as compared to the closest set of competitors in taking similar types of 
opportunities from initial suggestion to initial sales. In cross-industry studies, different 
industries have different time frames. It is difficult to compare time to market for a 

computer manufacturer with that of a mining company. To overcome measurement 

issues, we investigated the time to market of a company in relation to the time to 
market of the closest set of competitors on a Likert scale[3]. 

 

 



 

Table II. Variables measurement and sources 

 
 

Revenue growth was used as a measure of financial performance for two reasons. First, 
this metric is clear, specific to the company and free of subjective interpretation. 
Second, most executives are privy to the revenue growth rate of their companies. 
Operationally, the growth rate over the past three years was measured with an ordinal 



 

scale comprised of seven equidistant intervals ranging from “less than 5 per cent” to 

“more than 20 per cent”. In the analysis, the ordinal scale was substituted with the 
mean of each interval. Given that this was a measure of firm growth rather than the 

growth of a large, diversified corporation and was the average of the previous three 

years, we did not expect measurement errors that would affect the conclusions of our 
study. We used this self-reported measure of performance rather than subjective 
measures (e.g. respondents’ reports about performance relative to competitors) 

because objective measures are more fine-grained (Chandler and Hanks, 1993). In fact, 

while an absolute measure of time to market (e.g. ten months or two years) is difficult 
to compare across industries, a measure of financial performance (e.g. 3 or 20 per cent) 
is meaningful and more easily comparable across industries. Furthermore, due to the 

confidential nature of respondents’ participation and the fact that respondents had the 

option to opt out of the question, it is likely that responses regarding the company’s 
financial performance were accurate. 

Size. We used firm’s annual revenue (size) as a control variable for time to market and 
performance. Size is a proxy of organizational complexity and can be positively 
correlated with the number of organizational layers (Baum and Wally, 2003; Wally and 

Baum, 1994). In addition, size has been found to slow strategic decision-making (Baum 
and Wally, 2003; March and Olsen, 1976; Wally and Baum, 1994). Size was measured 
with an ordinal scale comprised of six intervals. As the natural logarithm of the annual 
revenues is generally used in statistical analysis (Pehrsson, 2006), we substitute the 

(non-equidistant) intervals with their mid value and then computed the natural 
logarithms. In this way, it was possible to treat size as a continuous rather than ordinal 
variable. 

Industry effects have been found to influence strategic decision-making processes 
(Fredrickson and Mitchell, 1984; Hitt and Tyler, 1991; Wilden et al., 2013), strategic 

decisionmaking speed (Baum and Wally, 2003; Eisenhardt and Bourgeois III, 1988; 

Eisenhardt, 1989; Judge and Miller, 1991; Wally and Baum, 1994) and, ultimately, firm 
performance (Baum and Wally, 2003). Politics might affect fast-moving industries 
differently than it does other industries (Eisenhardt and Bourgeois III, 1988). As a result, 

we asked respondents to place their company within one of several categories, which 

we then grouped into ten broad industry sectors: travel and transport, energy and 
mining, business services, financial services, health care and social services, 
pharmaceutical, high-tech, manufacturing, telecom and retail. Given the high 

heterogeneity and marginal representations of industries in the category labelled 

“Others”, we eliminated them from the analysis. In the analysis, to use industry as a 
continuous indicator rather than a categorical variable, we ordered the categories on 

the basis of the growth rate of each industry (Baum and Wally, 2003; Wally and Baum, 



 

1994). This growth rate has been computed from a sample of 1,542 respondents of the 

same survey that answered a question regarding the growth rate of their industry. 

We will refer to three additional variables not introduced in our theoretical 

development in the discussion below. We will investigate whether power 

centralization, decision-making layers and conflict are alternative explanations of time 
to market. Power centralization was measured through a latent variable that measures 
the CEO’s influence on the company’s decisions, such as R&D and capacity expansion 

(similar to the questions used by Eisenhardt and Bourgeois III, 1988). These decisions 

are relevant to the resource-allocation arena and apparent to executives across 
different functional areas. Both items were measured on a seven-point Likert scale. 

Decision-making layers (DM layers) were measured using a question regarding the 

number of different decision-making layers that exist between the organizational 

location where an organic investment proposal is generated and the location where it 
receives final approval. Previously, in their structural equation model, Wally and Baum 

(1994) also measured (vertical) centralization using a single observed variable. 

Conflict was measured using a latent variable summarizing three items based on how 
often executives disagree in their assessment of the following areas in the firm: 

financial performance; performance on non-financial metrics; and  future growth 
opportunities. 

Each item was measured on a seven-point Likert scale. Our measure of conflict is clearly 
an approximation of task rather than emotional conflict (Pelled et al., 1999). 

Results 

Our analysis of the data comprises two parts. First, we tested the measurement model, 
which incorporates power centralization, politics and conflict. We decided to do this 
because they are three strongly related constructs, serve as alternative explanations of 

a firm’s time to market and, unlike the number of decision-making layers, are all based 
on executives’ perceptions. In addition, in Eisenhardt and Zbaracki’s (1992) discussion, 
as well as in more recent works in the international business literature (Whittle et al., 

2016; Mudambi and Navarra, 2004), power centralization and conflict were referred to 

as potential sources of politics. Finally, we used multiple regressions to test our 

hypotheses[4]. 

Measurement model 

We used AMOS 7.0 to evaluate the convergent and discriminant validity of the items 

that were indicators of power centralization, politics and conflict. To guide our 

conclusions about fit of the data to the model, we used several indices that are typical 
of structural equation analysis (Hair et al., 2005; Kline, 2005; Medsker et al., 1994). First, 
the x2 probability should be greater than < 0.05. However, when the sample size n is 



 

large (> 400 in Hair et al. (2005), as it is in this study, significant x2 are typical because 

any difference is detected in the model (Bearden et al., 1982). Second, the goodness-
of-fit index (GFI), adjusted goodness-of-fit index (AGFI) and the comparative fit index 

(CFI) should be near or better than 0.90. Third, the standardized root mean square 

residual (SRMR) should be less than 0.050. Fourth, the root mean square error of 
approximation (RMSEA) should be less than 0.080. 

As shown in Table III, the measurement model includes three constructs: power 

centralization (CEO influence in the firm and front-line decisions), politics and conflict. 

All factor loadings are statistically significant (t > 2.0; p < 0.05), and all are greater than 
0.50, as suggested in Hair et al. (2005). The weakest factor is represented by “avoiding 
contradicting your superiors”, which is 0.54. As the overall results of the model did not 

substantially differ upon exclusion of that factor, we retained it. We computed the 

composite reliability (CR) index, which is conceptually similar to Cronbach’s alpha and 
should exceed 0.60 for exploratory model testing (DeVellis, 1991). This study of politics 

in strategic decisionmaking can be considered an exploratory test of politics in relatively 
large samples. In this sample, the lowest CR for the measures used was 0.67. The 
variance extracted is 0.56 for CEO influence, 0.41 for politics and 0.48 for conflict; 

therefore, the last two are marginally below the 0.50 recommended level. Thus, the 
overall fit of the measurement model was more than satisfactory and indicated that 
the measures converged on their latent constructs: 

Table III. Measurement model  

  

x2 = 31.204, df = 18, p = 0.0327, GFI = 0.981, AGFI = 0.963, CFI = 0.979, SRMR = 0.0308 
and RMSEA = 0.043. 



 

Descriptive statistics and multiple regressions 

The descriptive statistics of the study are shown in Table IV. Table V contains the 
regressions with respect to time to market. 

H1 predicted that firms in which executives’ political behaviour was common in 

resource-allocation decisions were slower to reach the market than firms in which 
politics was less of a problem. As shown in Table V, politics had a significant negative 
influence on time to market in Model 1b (p < 0.001). This result implies that the first 
hypothesis was not rejected. 

The next step was to test H2 and H3; Table VI summarizes these results. H2 predicted 
that firms that are faster to reach the market grow faster than firms that are slower to 
reach the market. Table VI (Model 2c) does not reject that time to market had a 

significant positive relationship with growth (p < 0.10). H3 predicted that politics has a 

detrimental effect on revenue growth. As shown in Table VI (Model 2c), politics had a 
significant negative relationship with growth (p < 0.05); therefore, H3 was not rejected. 

However, this finding may be consistent with two arguments. First, it may be the case 
that politics is timeconsuming and therefore slows firms’ ability to reach the market. 
Second, given that politics 

 

Table IV. 

Sample means, standard deviation and correlations 

 

  



 

Table V. 

Dependent variable: time to market 

 

impedes the selection of the best growth opportunities, it may therefore adversely and 

directly affect the ability of a firm to grow. To disentangle this puzzle, we tested H4, 
which claimed that speed mediates the impact of politics on growth. To test this 
hypothesis, we used Model 2c and the four steps recommended by Baron et al. (1986). 

Evidence of mediation 

  



 

Table VI. 

Dependent variable: firm growth rate[7] 

 

appears if H1 and H3 hold – that is, if the coefficients are statistically significant – and 

if both these conditions are verified: the coefficient of speed in Model 2c is statistically 
significantly different from zero and the coefficient of politics in Model 2c becomes 

significantly smaller in size relative to the coefficient of politics from Model 2b (that is, 

the model in which speed is not included as a predictor of growth). The first three steps 
are clearly verified. To verify the last step, we used the Sobel test (Sobel, 1982) 

recommended by Baron et al. (1986) and rejected the hypothesis that the coefficients 

are significantly different (p = 0.1146). Therefore, our results do not support H4, which 
claimed that that there is complete mediation: time to market did not fully explain the 
effects of politics on growth. In other words, not only did politics affect time to market 

but it also maintained a direct and significant effect on a company’s ability to grow. 
Politics might push through “bad” projects that would not be otherwise approved. 



 

 

Testing the robustness of the results 

If politics had a negative effect on time to market, then we need to establish its relative 

importance with respect to other reasons why a company may be slower than 
competitors. In fact, organization theorists and strategic management researchers 

point to the direct effects of organizational characteristics, such as power 
centralization, the number of decision-making layers and conflict on speed (Baum and 
Wally, 2003; Eisenhardt, 1989; Fredrickson, 1986; Wally and Baum, 1994). To test the 

robustness of our results, we performed three tests of alternative explanations. These 
tests are included in the regressions highlighted in Table VII. 

First, a centralized decision-making process is likely to promote faster decision-making 

by minimizing the time spent negotiating and searching for a wide consensus in the 

 

  



 

Table VII. 

Alternative explanations of time to market: power centralization, layers and conflict 

 

organization (Baum and Wally, 2003; March and Olsen, 1976; Tran and Tian, 2013). In 
a centralized decision-making process, the CEO would be particularly important in 

making strategic decisions. Autocratic CEOs and those who are highly involved in 
companies’ frontline decisions seem to make faster decisions because they rely less on 

consultation than other CEOs (Eisenhardt, 1989). Similarly, Hiller and Hambrick (2005) 

argued that very confident CEOs think they need to be involved in all of the 
organization’s major decisions, 

favouring a centralized decision-making process. These CEOs also believe that their 

personal insights can substitute for the exhaustive collection of data and analysis that 
would ordinarily supplement the decision. Because they are willing to act on the basis 
of partial information and analysis, confident CEOs’ decision-making will be faster 

than that of less confident CEOs. 

In our tests for robustness, we checked whether power centralization affects time to 
market. We measured power centralization with two questions designed to determine 
the extent to which the CEO intervened in the company’s broad, front-line decisions. 

The results in Table VII show that power centralization has a positive sign but reject the 



 

idea that power centralization affects time to market, as the coefficient of power 

centralization was not significantly different from zero (p > 0.05). 

A second alternative explanation for why a company may experience a longer time to 

market is the large number of layers within the decision-making process. Collis et al. 

(2007) argued that an increasing number of organizational layers will reduce the 
amount of information processed by top executives, as some aggregation will occur at 
previous levels. However, there is a minimum amount of time necessary for the 

proposal to reach the decision maker (Child, 1994). In fact, a positive correlation 

between the strategic decisionmaking speed and the number of organizational 
decision-making layers has been established (Wally and Baum, 1994). 

We measured the existing relationship between the number of decision-making layers 

and time to market and found that decision-making layers had a negative sign, but 

there was no evidence that the two variables were statistically negatively correlated (p 
> 0.05). 

Finally, a company may be slow to reach the market because of the presence of conflict 
in an organization. There are instances in which conflict has a positive impact on the 
quality of decisions. For instance, executive conflict that is based on different views of 

the task at hand rather than on differing personalities and personal goals seems to 
enhance the decision-making process (Pelled et al., 1999). However, several authors 
highlighted that conflict negatively impacts decision-making speed (Harper, 2015). 
Pfeffer (1981, p. 341) argued that the search for information that is necessary to solve 

disputes among executives is costly and time consuming. In a study of 25 major 
decisions, Mintzberg et al. (1976) found that disagreement was a cause of interruptions 
and delays in the decision-making process. In particular, when the opposition is 

represented by powerful individuals inside the organization, the time used to make a 
decision can increase considerably (Hickson et al., 1986). We examined whether 

conflict affects time to market by looking at whether executives conflict in their 

assessments of the firm’s financial performance, non-financial performance and future 
growth opportunities. 

Table VII rejects the hypothesis that conflict increases the company’s time to market as 

the coefficient of conflict was only marginally significantly different from zero (beta = 

0.15143, p < 0.10). When these alternative explanations were included in a regression 
with politics, only politics was statistically significantly different from zero (p < 0.01). 

 

Discussion 

In developing this study, we aimed to investigate the effect of executives’ political 
behaviour on firms’ growth and time to market. Our study contributes to long-standing 
interests in the existence and impact of politics on strategic decisions (Baldridge, 1971; 



 

Eisenhardt and Bourgeois III, 1988; Eisenhardt and Zbaracki, 1992; March, 1962; Pfeffer 

and Salancik, 1974; 

Pfeffer, 1981; Salancik and Pfeffer, 1974; Liu and Maitlis, 2014) and, more recently, to 

the political aspects of evidence-based decision-making (Bartlett, 2011; Hodgkinson, 

2012). In addition, it provides some inputs that may further aid investigations of the 

internal capital market in multidivisional companies, as they may be affected by 

executives’ political behaviours (Bolton and Scharfstein, 1998; Scharfstein, 1998; 

Scharfstein and Stein, 2000; Stein, 1997). 

In the present study, we have demonstrated that time to market has a positive effect 
on performance. Our finding is consistent with that of Judge and Miller (1991), Baum 
and Wally (2003) and Eisenhardt (1989), whoever found that faster decisions are 

associated with betterperforming companies in rapidly changing environments. We 

extended this conclusion to a more heterogeneous sample and used a broader measure 
of speed. Following Eisenhardt and Bourgeois III (1988), we also argued that politics is 
time-consuming and unproductive. Executives who engage in politics divert their 

attention away from activities that could create value. In fast-moving industries, where 
speed can be a source of competitive advantage, reducing politics in organizations 

could improve financial performance. A field study that directly compares the time 

allocated to political activities to the time allocated to other decision-making activities 
may provide insights into the extent to which politics is more time consuming and 
detrimental than other means of persuading decision makers to reach agreements. 

Given that this study finds that politics affects growth regardless of time to market, we 
can tentatively conclude that politics may have a negative effect on the quality of 
decisions by increasing the likelihood that “bad” projects will be approved and, as a 
result, by causing financial performance to suffer (Eisenhardt and Bourgeois III, 1988; 

Pfeffer, 1981). To support this argument, we looked at a question in our survey that 

asked executives whether, in their companies, there were investments that were 
underperforming and should be terminated and if so, why they had not been 

terminated. Almost 15 per cent of the C-level executives identified internal political 
behaviours as the most frequent reason why existing underperforming investments 

received capital allocation even if there were clear reasons why these investments 

should be terminated (n = 105), and more than 30 per cent of the division and front-
line executives agreed with this opinion (n = 572). 

Furthermore, as we saw in the analysis of alternative explanations of time to market, 
there was a somewhat negative effect of decision-making layers and conflict and a 

positive effect of power centralization (negative and positive signs, respectively), but 
these effects were largely explained by politics. This result requires further 
investigation to disentangle the extent to which politics is associated with these three 



 

variables, which, according to Eisenhardt and Zbaracki (1992), are sources of 

executives’ political behaviour. 

In our interviews, while discussing the effect of layers in resource-allocation decisions 

and company performance, the vice president for corporate development of a large 

American company operating in the energy sector said that the filtering system in place 
can be biased toward projects that are very likely to be funded; meanwhile, other good 
projects do not even reach the final decision maker: 

[There is a] part of our process that doesn’t work well – I worry that I might not get a 

chance to see some projects [...as] they go through a “filter” [and] and I can’t make a 
choice because I don’t get to see [...them] all. [There is a] natural tendency to only show 

ideas that have a higher likelihood of getting funding[5]. 

Limitations 

As any other study, this study needs further refinement. To improve our measures, 
more fine-grained measures could be collected in a follow-up study. For example, when 
we asked respondents for information on their observations of manipulation of 
information in capital allocation requests, we did not contextualize the measures 

further. Future studies would have the opportunity to ask about manipulation of 
budget figures, risk assessments, investment monitoring and so on. Similarly, alliances 
with peers and lobbying of senior 

executives could be posed as two different questions, which would also help set up 
more tailored prescriptions for how to overcome those tactics. Another logical 

progression would be to include measures related to CEOs’ personality traits, such as 

narcissism or exaggerated self-confidence, which have been found to correlate with 
strategic decision making and strategic outcomes (Chatterjee and Hambrick, 2007; 
Hiller and Hambrick, 2005). 

Another limitation could be the issue of causality, which could be addressed with 

longitudinal studies. However, this issue was partially solved in a previous study in a 
very similar context. In a study of strategic decision-making comprehensiveness, 
Iaquinto and Fredrickson (1997) found that past performance was unrelated to top 

managers’ agreement on the comprehensiveness of the decision-making process but 

was related to subsequent performance. As noted by the authors, this is not a definite 
test of causality, but it is still an indication that (at least some characteristics of) the 

decision-making process affects performance and not vice versa. 

Political behaviour by product champions to gain support for their ideas and overcome 

inertia and risk aversion can accelerate new product development and investments 

more broadly. This would also have a positive impact on both the effectiveness of 
resource allocation and time to market. Specifically, Pfeffer (1981, 1992) has proposed 
a nuanced view of the role of politics in organizational decision making, as discussed in 



 

this paper. Pfeffer argues that while politics may generally be detrimental to 

organizations, the alternatives to making complex decisions where agreement on 
means and ends is lacking may be even more detrimental. Consistent with this view, he 

analyses the use of power and influence (i.e. politics) as one of the three “ways of 

getting things done” in organizations (the other two being reliance on authority and on 
culture), characterized for a focus on processes (Pfeffer, 1992, Chapter 11). More 
importantly, Pfeffer acknowledges the importance of power and influence in the 

making of major decisions on important issues where disagreement among decision 

makers is likely. In such contexts, politics may be at worst a “necessary evil”, given that 
the alternatives (authority and culture) have their own drawbacks in these cases. While 
politics is most likely detrimental when it affects administrative (i.e. routine) decisions 

it may be unavoidable (and even beneficial if properly managed) in more complex 

decisions. More importantly, one can argue that ignoring the political dimension of 
these decisions may result in poorer decisions. Unfortunately, our dataset did not allow 

us to extrapolate the different types of politics on the basis of the type of routine vs 
non-routine decisions, or simple vs complex decisions. Similarly, while one might agree 
that the executive’s tendency to agree with superiors and to manipulate information 

shared with colleagues and superiors are most likely bad in all circumstances, we have 
not investigated further whether coalition formation and political alliances are bad for 
decision-making. In fact, one can argue that such processes are essential to ensure that 
the decisions are implementable (and, indeed, implemented), which is more important 

for performance than making them. By explicitly addressing these aspects, further 
research can delve into a second and potentially important dimension of the 
relationship between politics and performance, namely, the idea that the impact of 

politics on outcomes may vary across type of decisions and the levels of uncertainty 
associated with these decisions. We know that our results are restricted to internal 

growth opportunities rather than opportunities related to mergers and acquisitions; 

however, further studies are needed to examine whether specific types of growth 

opportunities are more affected than others. The question on self-censoring of market 
knowledge (Whittle et al., 2016) is indeed relevant, and, like other questions, is related 
to innovative ideas more broadly. 

Furthermore, our data did not allow us to explore the complex set of relationships 

between subsidiaries and headquarters in MNC settings. Knowledge creation and flow 
and rent appropriation are indeed of critical importance in these settings (Whittle et 
al., 2016; Geppert et al., 2016; Mudambi and Navarra, 2004) and thus require further 

investigation. Our study provides further evidence that politics does indeed affect 
speed to market and company growth. An interesting opportunity arises in combining 
discursive analysis, such as those from several papers in the recent special issue on 
politics and power in MNCs in the journal Organization Studies (see Geppert et al., 2016 



 

for an introduction; Hong et al., 2016; Whittle et al, 2016 and Koveshnikov et al., 2016) 

with the power of quantitative studies on the performance aspects of politics and time 
to market, as we have attempted in our study. 

Potential theoretical extensions 

Apart from research that would improve our measures, there are a number of 
promising directions for theoretical extensions of our model and new empirical studies. 
Here, we consider three interrelated research paths. 

The first and foremost extension of our model would be an empirical investigation of 

the source of executives’ political behaviour: conflict and power imbalances. As 
suggested by Eisenhardt and Zbaracki (1992), when executives use politics to solve 
conflicts, politics ultimately can be beneficial for strategic decision making and 

company performance. However, when politics is driven by power imbalances (e.g. a 

very authoritarian CEO), its effects could be detrimental (Krause et al., 2014). 
Unfortunately, while we could associate conflict and power imbalances with 

performance from our study, we could not elicit why executives used politics: whether 
to address the presence of conflict and/or because there was a very powerful individual 

in the decision-making group. Our results are consistent with a recent study on power 
and politics in multinational organizations, where strategic action was transformed into 

inaction when managers in a subsidiary organization censored information about local 
markets in the process of anticipating and predicting the reaction of headquarters 
(Whittle et al., 2016). As a result, an MNC might develop policies, processes and 

procedures without even having the opportunity to hear inputs from subsidiaries (see 
also Birkenshaw and Hood, 1998; Cantwell and Mudambi, 2005). Importantly, as a 
result, subsidiary knowledge may never reach headquarters (Meyer et al., 2011; 

Becker-Ritterspach, 2006; Mudambi and Navarra, 2004). Notably, this self-censoring of 

information is due to the subsidiary’s understanding of its weak bargaining power with 
respect to the multinational headquarters, providing an interesting account of the 

detrimental effect of politics. 

Second, there is an urgent need for an organic treatment of the notion of power 
centralization in organizations. Power centralization can be viewed as horizontal and 

vertical. Horizontal power centralization describes the distribution of power across 

departments and divisions (Pfeffer and Salancik, 1974), perhaps due to the presence of 
powerful executives or key resources for the company overall. However, it can also be 
viewed as the distribution of power at the headquarter level between the CEO and the 

senior management team, similar to the measure of CEO decision-making styles. In this 
case, the smaller the number of top executives engaged in a final decision, the more 
power is centralized. Future research could examine the extent to which these 

interpretations of power affect politics. Meanwhile, vertical power centralization can 



 

be seen as the exercise of influence in a boss-subordinate relationship (or, as in our 

case, the CEO-business unit relationship) and in terms of having the formal power 
needed to approve capital allocation requests. In the latter case, power is centralized 

when the final decision maker is the CEO (or the headquarters) and is decentralized 

when the final decision maker is at the business-unit level. Future research could also 
examine the extent to which the two interpretations of vertical power centralization 
have similar effects on the use of politics, time to market, decision-making quality and, 

ultimately, financial performance. 

Studying the effect of power centralization on politics would contribute to the 
organizational strategy line of research (Bryan and Joyce, 2007). This view treats 
organizational design in terms of its consequences for the development and 

implementation of corporate strategies. When a proposal needs to progress through 

many layers to obtain approval, executives engage in politics to push the proposal 
through those layers to reach the final decision maker. Charlie Munger described the 
effects of excessive complexity on the functioning of organizational decision-making: 

[...] you get layers of management and associated costs that nobody needs. Then, while 

people are justifying all these layers, it takes forever to get anything done. They’re too 
slow to make decisions and nimbler people run circles around them[6]. 

Finally, it would be informative to learn how an organization’s risk culture interacts with 
its political behaviours. In our questionnaire, we asked a limited sample of executives 

to provide their best known ideas for how companies could overcome the tendency for 

their actors to manipulate, restrict and misrepresent information. Several respondents 
pointed out that encouraging business units to take more risk would correspondingly 
provide an incentive to disclose the real risks of the projects for which managers 
request funds. In other words, if business-unit managers and front-line managers 

perceive that the company is risk averse, they feel they must conceal the true risks of 
projects to gain initial approval. Of course, this pattern instigates perverse mechanisms, 
which, combined with the risk of all projects in a portfolio at any given point in time, 

might expose an organization to levels of risk that are higher than what top managers 

might otherwise believe them to be. Further extensions could also investigate 
relationships between a firm’s acceptance of innovative, and especially disruptive 

ideas, and politics. A relationship has previously been established between innovation 
and decision-making in experimental settings (Günther et al., 2017), and we can 
reasonably expect that politics may play an important role in organizational settings. 

Implications for practice 

Our findings showed that companies whose decisions are largely based on politics, as 
compared to those whose decisions are not, take more time to reach the market, grow 



 

less as a result of this slowness and may be less capable of selecting successful growth 

opportunities. We also concluded that, after factoring in the effect of politics on time 
to market, the decision-making style of the CEO, the presence of too many decision-

making layers and conflict among managers do not have a statistically significant effect 

on a company’s time to market. 

One facet of politics that our study examined, which could help depoliticize 
organizations was the manipulation of information to satisfy one executive’s personal 

interests and agenda. This aspect of politics has also been raised by evidence-based 

management scholars, who have suggested the kind of evidence that should enter into 
the decisionmaking process. Briner and Rousseau (2011) provide a classification that is 
based on evaluated external evidence (especially scientific studies), organizational 

evidence, stakeholders’ preferences and values and practitioners’ experience and 

judgment. Even if both managers and executives are going to be held accountable for 
the evidence they provide in support of an investment hypothesis, there are three 

considerations that put this argument into perspective. First, forcing decision makers 
to differentiate among politics, values, interests and unbiased evidence from 
systematic research will not automatically yield less political outcomes (Hodgkinson, 

2012). In fact, the way a problem is framed and how weight is assigned to each of these 
four types of evidence – and especially which evidence is excluded – will affect the types 
of solutions that are then provided. Second, often “senior leaders may feel they have 
the right or even responsibility to make decisions based on their experience and 

judgment that seem to fly in the face of the evidence”, according to Briner and 
Rousseau (2011). That is, even if senior leaders have thoughtfully collected evidence 
and accounted for many sources of bias, they may still decide to disregard it in light of 

their experience and expertise. And of course, powerful individuals at the top may also 
decide to appoint analysts that fit with their overall agenda. Third, politically motivated 

and powerful actors inside an organization do not typically rely on formal sources of 

evidence (Sandberg and Tsoukas, 2011) and in particular on unbiased scientific 
evidence (Hodgkinson, 2012). All of these considerations need to be taken into account 
when addressing the question of how to depoliticize an organization. 

 

Conclusions 

Strategic management and organizational behavioural scholars have long been 
interested in the sources of politics and the influence of politics on companies’ 

performance, but the lack of a large sample in organizational settings limited the ability 

to form any general conclusions. Our study’s data confirm and refine the extant theory 
about politics in investment decisions. As an organization’s ability to reach the market 
faster than its competitors becomes a key competitive advantage, organizations that 

can limit the effects of politics and control the key variables influencing politics will be 



 

in a better position to win this race. Moreover, given the impact of politics on growth 

differentials, research that investigates how to diminish political behaviour in 
companies is desperately needed and could substantially increase returns. In very 

broad terms, any such search should aim to uncover the incentives provided to the 

various actors within the system that are related to political behaviour. Unlike the 
external risks that accompany most strategic initiatives, such as unpredictable 
competitors, the management of internal politics lies largely within the control of the 

CEO and the top leadership team. Not intervening would mean missing a 

straightforward opportunity to increase returns. 

  



 

Notes 

1. We do not examine the fact that according to the threat-rigidity literature (Staw 
et al., 1981, pp. 501-524), under conditions of threat, such as impending loss or 

blowouts due to adverse environmental conditions, power can become more 
concentrated or placed in the higher levels of a hierarchy. That is, poor performance is 

likely to trigger power centralization, which in turn triggers politics (Kathleen and 
Bourgeois III, 1988, pp. 737-770). These arguments are better suited to longitudinal 

studies. 

2. Available here: http://vinvesting.com/docs/munger/art_stockpicking.html 
(accessed 1 March 2008). 

3. In an ideal world, we should establish the relative impact of politics on decision-

making speedand implementation speed, which would be possible in a qualitative study 
of a limited number of companies. However, in large sample studies, we need to 

consider the limitations of a short survey and the fact that these two phases of a project 
are sometimes not separable unless other biases are introduced. 

4. In a previous version of the article, we used structural equation modelling to 

test thehypothesized relationships and relationships regarding the sources of politics. 

The structural equation model confirms the results presented here. 

5. Unless otherwise identified, the quotes reported in the article come from the 

interviews that have 

been conducted by the authors in preparation of the survey, as described above. 429 

6. Available here: http://vinvesting.com/docs/munger/art_stockpicking.html 
(accessed 1 March 2008). 

7. In these models, we introduced the Cox–Box transformation. This is used when 

there is not a linear relationship between the explanatory variables and the outcome 
variables, but there is a linear relationship between a transformation of the outcome 

variable and the explanatory variables. By using the Cox–Box transformation, the 
estimation between outcome and explanatory variables improves. The R-shared 

improves as well. 

  

http://vinvesting.com/docs/munger/art_stockpicking.html
http://vinvesting.com/docs/munger/art_stockpicking.html
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