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Abstract
Space debris is becoming an increasingly prevalent issue through a combination of the
recent rise in the accessibility of space and the current difficulty in actively removing
space debris from orbit. As a result of the high relative velocity between orbital ob-
jects and the difficulty in accurately maintaining the state of all objects, space debris
poses a significant collision risk to active satellites. Current risk mitigation strategies
rely on space situational awareness, which focuses on tracking space objects and then
using orbital mechanics to predict their future states. Satellite operators can then
be informed of any potential future conjunctions between debris and active satellites.
For this method to be effective, the information provided to satellite operators must
be both accurate and timely. The accuracy of these predictions is limited by a lack
of knowledge about the physical characteristics of a large proportion of space debris,
such as shape, size, orientation, mass and material properties.

This thesis outlines a data-driven approach to space object characterisation through
the application of neural networks to light curves extracted from non-resolved ground
based optical observations. A light curve is a temporal history of an object’s bright-
ness and has been shown to contain information about the object’s physical charac-
teristics. Neural networks are known to be more effective when they are trained on a
well-labelled dataset with a large number of examples in order for the complex non-
linear relationships within the data to be learned. This has previously been a limiting
factor when applying deep learning to light curve based object classifications as light
curves are difficult to obtain and label, so real world datasets remain relatively small.

This thesis presents simulation-based transfer learning as a method for overcoming
this limitation and improving shape classification performance on real world light
curve datasets. A high-fidelity light curve simulation environment has been devel-
oped in order to generate a large, well-labelled simulated light curve dataset that
encapsulates the features present in real world light curves. The simulated dataset is
used for the initial training of a one dimensional convolutional neural network. This
pre-trained model is then transferred to the smaller real world light curve dataset
where it is fine-tuned. This process is shown to boost the performance of the model
on the real world dataset, compared to models that are trained only on the real
world dataset. To further improve performance on challenging cases, a framework
for effectively combining multiple light curve observations of a single object is also
developed. Finally, in order to utilise this framework efficiently, a targeted scheduling
process has been developed, using uncertainty quantification of the neural network
output, to selectively prioritise the re-observation of challenging cases and thus reduce
misclassifications.
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Chapter 1

Introduction

Space debris poses a significant collision risk to both current and future space mis-
sions due to the increasing number of debris objects and the difficulty in actively
removing debris from orbit. Currently, the risk to operational spacecraft is mitigated
by space situational awareness (SSA), whereby organisations attempt to maintain
orbital information about all objects in space and predict their future states, allowing
satellite operators to make informed decisions regarding avoiding potential conjunc-
tions. However, the accuracy of these orbital predictions is limited by the unknown
physical characteristics of a large proportion of debris objects. Knowledge of these
physical characteristics, such as shape, size, orientation, mass and material composi-
tion, is an important factor in accurate orbital prediction. This is because they are
required to correctly determine the orbital perturbations caused by non-conservative
forces, such as drag and solar radiation pressure.

Resident space object (RSO) characterisation is the process of determining these phys-
ical characteristics for an object on-orbit and RSO characterisation from light curve
observations is an active area of research. A light curve is a sequence of measurements
of the RSO’s brightness and contains information about its physical characteristics
(i.e. shape, size, orientation and material composition). However, the direct determi-
nation of this information from the light curve is an ill-posed problem as a result of
the coupling between the different characteristics and subsequently light curve-based
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RSO characterisation remains an unsolved problem.

Data-driven approaches, utilising deep neural networks, have shown promising results
on RSO classification tasks based on simulated light curve data [79, 38, 83, 57, 51].
However, these results have not been replicated on real world light curve data [38,
83]. Deep neural networks are a subset of machine learning algorithms that are
typically comprised of multiple layers with a large number of parameters and non-
linear components enabling them to learn complex non-linear relationships in the data
[42]. Due to the requirement of learning a large number of parameters, in general,
the larger the number of examples used during training (given sufficient balancing
of classes) the better the resultant model will perform on the given task. In the
case of RSO shape classification, light curves are difficult to obtain and label, so real
world datasets remain relatively small and are often heavily unbalanced, restricting
generalisation. It has been theorised that a lack of well-labelled training data is
limiting the performance of deep neural networks on real world RSO characterisation
tasks [38, 83].

Transfer learning is known to be an effective method of boosting model performance
when training data is limited [89, 94, 90]. This process involves pre-training a deep
neural network on a similar dataset that contains a large amount of well-labelled data,
before fine-tuning the model weights on the final smaller dataset. Transfer learning is
most successful when the dataset used for pre-training is similar to the final dataset
as this reduces the amount of fine-tuning required on the final dataset [53].

The approach developed in this thesis uses high-fidelity simulated light curve data to
perform simulation-based transfer learning in order to more effectively train deep neu-
ral networks and subsequently demonstrate improved shape classification performance
on real light curve datasets. It is also demonstrated that the effective combination of
multiple light curve observations for a single object can be used to further increase
performance and assist with classification of challenging objects. Finally, an outline
is provided of a suggested method for utilising the developed models in the context
of real world live operations, including the incorporation of an uncertainty metric to
reduce misclassifications.
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1.1 Background and Motivation

1.1.1 Space Debris Overview

Artificial RSOs can be broadly grouped into two categories:

• Active payloads: RSOs that serve a purpose in orbit and may be controlled or
uncontrolled.

• Space debris: all human-made objects in Earth orbit or re-entering the atmo-
sphere that are non functional [68]. They are composed of defunct payloads,
rocket bodies and fragments of space hardware produced by operational activ-
ities, deterioration (including explosions) and collisions.

Although there exists many proposed approaches to the problem [2, 8, 15, 19, 32, 34,
44], there are currently no cost-effective methods to actively remove space debris from
orbit [34]. RSOs that are located in the lower altitude range of low Earth orbit (LEO)
will experience orbital decay due to atmospheric drag, which acts as a natural sink
helping to mitigate the problem of space debris [65]. However, even for an object in
mid-LEO (600-900km) this process takes decades to hundreds of years and for higher
orbits, such as medium Earth orbit (MEO) or geosynchronous Earth orbit (GEO),
orbital decay does not occur [85]. Thus, as space becomes increasingly accessible, the
number of RSOs in orbit will continue to rise.

The issue of space debris was first identified in 1978 when Kessler predicted that
collisions between objects would create more debris, each increasing the chance of
more collisions and thus triggering an uncontrolled growth in fragments [64]. As a
result of the high relative velocities between objects on-orbit, RSOs with a diameter
greater than 1cm are considered to pose a significant threat to operational spacecraft
in the event of a collision [44]. At current levels, space debris is already a considerable
risk to operational satellites with the first identified catastrophic conjunction event
occurring in 2009, when a defunct Russian satellite collided with an active Iridium
satellite [99]. This conjunction resulted in approximately 2200 pieces of catalogued
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debris [99], increasing the risk to other active payloads at a similar altitude and
highlighting the danger of an uncontrolled growth in fragments.

Of even more concern is the threat of space debris to human space flights/missions.
In May 2021, the Canadian robotic arm attached to the outside of the International
Space Station (ISS) was struck by a small untrackable debris fragment resulting in
a 5mm hole [132]. While outer shielding can provide satellites with some protection
against objects that are smaller than 1cm in diameter [44], as of November 2021 it is
estimated by the European Space Agency that there are more than 1,000,000 objects
on-orbit larger than 1cm in diameter [31]. These have resulted from the estimated
630 fragmentation events including break-ups, collisions or anomalous events which
have occurred on-orbit in the last 60 years [31].

The recent rise in accessibility of space through both national and commercial launch
providers has led to a significant increase in on-orbit objects within the last decade.
As more organisations attempt to utilise the benefits of space, and space operations
become increasingly integrated into society, it is expected that this trend will continue.

1.1.2 Space Situational Awareness

To mitigate the risk that space debris poses to operational satellites, various organ-
isations maintain catalogues of on-orbit RSOs containing information about their
orbital state and operational status [108]. The collection and use of this information
to make informed decisions in the space environment is part of a process known as
SSA [47]. While some satellite operators share precise orbital state information about
their satellite based on the tracking, telemetry and control systems, this information
is not provided publicly for the majority of active payloads and is not available for
debris objects. Thus these catalogues are primarily developed and updated through
observations of RSOs [108].

SSA is particularly important due to the fact that events are sometimes not reported
by other operators in the space environment, highlighting the need for continuous
observation and monitoring. This concept can be effectively illustrated through two
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recent incidents. Firstly, a collision between a piece of space debris and an active
Chinese military satellite resulted in a fragmentation event which was unreported by
the Chinese government [5]. This was the fifth confirmed accidental collision between
two catalogued RSOs and it resulted in 37 catalogued fragments [25]. Secondly, a
recent Russian anti-satellite test has resulted in more than 1,000 additional pieces of
space debris on-orbit at around 480km in altitude [71]. The altitude of the satellite
prior to the missile strike means that the debris will remain on-orbit for a number of
years and is expected to pose a threat to satellites in lower altitude LEO environment,
including the ISS [71]. In both these cases, no warning was provided to other satellite
operators and the incidents were first reported by ground-based observers through
the detection of debris.

1.1.3 Observation and Tracking of Resident Space Objects

Although there have been recent developments of space based sensors [135], obser-
vations of RSOs typically come from ground-based sensors and can be grouped into
either passive or active observations. Passive observations include optical and infrared
observations, which are recorded through observing reflected sunlight or emitted ther-
mal radiation from the RSO [108, 122, 116]. Active observations, such as radar and
laser ranging, require that the observer targets the RSO with a radar or laser and
then records the reflected signal from the satellite [74].

Position and velocity information can be extracted from a sequence of RSO observa-
tions and input into an orbit determination process to determine or update an RSO’s
orbital state. The orbital state is then propagated to predict possible conjunctions
with other RSOs within a specified time period. As well as considering conjunc-
tions involving active payloads, it is also important to predict and observe potential
conjunctions between debris objects. While they currently cannot be prevented, a
conjunction typically results in a significant fragmentation event, leading to a highly
dynamic space environment and increasing the risk of future collisions [65].

Conjunction information is valuable to satellite operators if it is accurate, precise
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and timely. In the event of a predicted conjunction threat to an active satellite, the
operators can assess the threat level and manoeuvre the operational spacecraft. This
prevents damage to the operational spacecraft and avoids the creation of additional
debris through a conjunction event, thus helping to mitigate the collisional cascading
effect. However, these manoeuvres use propellant, which limits the operational life
of the spacecraft, thus it is also damaging to provide satellite operators with a false
positive conjunction warning.

The accuracy of ground-based observations varies both with different sensor types
and with the quality of specific sensors. With the use of astrometric correction, sub-
arcsecond accuracy is achievable for optical observations with standard commercial
sensors [122], while a ranging accuracy of 1.5m has been demonstrated for laser rang-
ing to objects without retro-reflectors [10]. Therefore, while the current state of an
RSO can be accurately determined through observation, uncertainty in orbital pertur-
bations caused by non-conservative forces, such as drag and solar radiation pressure
reduce the accuracy of orbital predictions. These non-conservative forces are depen-
dent on an object’s size, shape, mass, attitude and drag/reflectivity properties [28].
Thus high-fidelity orbit propagation requires detailed knowledge of the characteris-
tics of the RSO [129]. However, this information is unknown for the vast majority
of RSOs, which can result in large orbital prediction errors after short propagation
spans. This limits the effectiveness of SSA for protecting active satellites as it reduces
both the amount of time that satellite operators have to make a decision as well as
the certainty of the manoeuvre required.

1.1.4 Resident Space Object Characterisation

A significant proportion of the space debris population is uncharacterised, which
means that information about an object’s size, shape, material and orientation are
unknown or poorly defined [108]. RSO characterisation is the process of determining
these characteristics for an object, commonly from ground-based observations. It is an
important goal in SSA in order to improve the accuracy of orbital predictions to reduce
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the collision risk to active satellites [36, 96]. Additionally, RSO characterisation can
be used to assist in identifying targets for potential future debris removal missions as
well as analysing payloads from non-cooperative nations or organisations.

A light curve is the temporal history of an object’s apparent magnitude [128], which
can be extracted from a series of non-resolved images of an object captured using a
ground-based telescope. The apparent magnitude of an RSO is a function of its phys-
ical characteristics, including size, shape, orientation and surface material properties,
as well as the distance to the observer and the phase angle relative to the sun and the
observer. The phase angle and range of the object are both determinable parameters
from the object’s orbital state. Thus one or more of the characteristics should be
recoverable from the light curve data [80]. The extraction and analysis of a number
of light curves for different objects [112, 84, 35], has demonstrated that for rotating
objects, a repeating pattern can often be observed in the light curve.

Light curve based RSO characterisation has been found to be a particularly challeng-
ing problem due to the limited amount of information that is present in the light curve
data and the fact that it is difficult to separate the different characteristics in order
to solve for them individually. Subsequently, it has been found to be a highly under-
determined problem [33]. While significant steps have been taken towards solving
this problem in the literature using both theoretical [128, 81, 48, 33] and data-driven
approaches [49, 115, 58, 37, 83, 38, 51], typically these approaches have been applied
to constrained versions of the problem using simulated data. Currently, a significant
portion of catalogue space debris remains uncharacterised with RSO characterisation
remaining both an active and an unsolved problem [113].

1.1.5 Deep Learning and Data-Driven Approaches to RSO

Characterisation

Traditional methods for recovering the RSO’s physical characteristics from the light
curve data have required the estimation of a significant number of parameters using a
light curve inversion process [45]. These methods have shown some success for simple
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shape and attitude estimation based on simulated light curve data, however these
results have not been repeated on real light curve data. Recent research has focused
more on data-driven approaches, with the idea that machine learning models could be
used to enable quick determination of RSO classes made directly from observational
data [79]. One of the advantages of this method is that it will be scalable to the ex-
pected increase in catalogued objects as sensors improve and more RSOs are injected
into orbit. While results on simulated datasets have shown success, application to
real light curve data has proven to be more difficult due to the smaller dataset size
and the differences between the simulated and real light curve data [79, 38, 83].

Machine learning has experienced a rapid increase in popularity over the last decade,
primarily due to the exceptional results that deep learning models have achieved on a
range of perceptual problems [42]. Deep learning is a subset of machine learning that
involves the use of “deep” models, such as multi-layered neural networks which have
the capacity to learn complex tasks. A deep neural network typically comprises several
layers of non-linear function approximators that are trained to learn representations
of data useful for tasks such as classification [20].

Deep learning models typically require access to a large well-labelled dataset in order
to effectively train the parameters within the network to perform a specified task. The
lack of appropriate quantities of training data is expected to be the major limiting
factor in the application of deep learning to RSO characterisation, as real light curve
data is both challenging to obtain and label [39]. Thus it is difficult to build up a large
well-balanced dataset for a range of different object classes. Consequently, the size
and quality of the training dataset limits the achievable performance and robustness
of the neural network. This idea is supported in the literature where research has
shown convolutional neural networks (CNNs) to perform well on large simulated light
curve datasets, while not being able to achieve the same results on real light curve
data [83].

A high-fidelity light curve simulation environment enables the possibility of creating a
large, well-labelled dataset that could be used to supplement observational RSO light
curve datasets for the purposes of training neural networks. Provided the simulated
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light curves encapsulate similar features to those found in a real light curve dataset,
models pre-trained on the simulated dataset could then be fine-tuned on a small real
light curve dataset in a process known as transfer learning. Transfer learning is known
to be an effective way of increasing the performance of neural networks, particularly
in cases where the dataset is small [91].

1.2 Contributions

This thesis utilises simulation-based transfer learning to improve the shape classifica-
tion performance of deep neural networks when applied to real light curve datasets.
This approach requires the development of a high-fidelity simulator in order to gener-
ate simulated light curves that encapsulate the features which are present in the real
light curve data. Additionally, for challenging cases, a framework is also developed
where multiple light curve observations for a single RSO can be effectively combined
in order to further improve performance. In order to efficiently use this method in
the real word, we incorporate an uncertainty metric into the final framework to allow
the user to best allocate observational resources while also reducing misclassfications.

The primary contributions of this thesis are as follows:

1. Development and use of a high-fidelity 3D rendering simulation-based envi-
ronment for providing realistic light curve data as well as validation of this
simulation environment through comparison with real data.

2. Demonstration that simulation-based transfer learning can be utilised to im-
prove the classification performance of a 1D-CNN on real light curve data,
through the use of the simulation environment to generate a high fidelity sim-
ulated dataset. This reduces the requirement for large well-labelled real light
curve datasets in order to effectively train deep neural networks.

3. Development of a neural network frameworks for RSO shape classification that
are capable of efficiently combining a variable number of light curve observations
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of a single target object in order to support both multi-temporal and multi-
site observations. Evaluation of these frameworks under different observing
strategies, with the incorporation of uncertainty into the model framework to
predict the utility of collecting further observations on a specific object.

1.3 Publications

The following works have been published during the undertaking of this thesis:

1. James Allworth, Lloyd Windrim, Jeffrey Wardman, Daniel Kucharski, James
Bennett, Mitch Bryson, Development of a high fidelity simulator for generalised
photometric based space object classification using machine learning, Proceed-
ings of the 70th International Astronautical Congress, Washington DC, 2019.

2. James Allworth, Lloyd Windrim, James Bennett, Mitch Bryson, A transfer
learning approach to space debris classification using observational light curve
data, Acta Astronautica, Volume 181, April 2021, Pages 301-315, ISSN 0094-
5765.

1.4 Thesis Structure

The remainder of this thesis is outlined as follows. Chapter 2 provides a survey of the
literature on RSO characterisation, with a focus on light curve based characterisation
using both traditional methods and data driven approaches. Chapter 3 presents the
development of a high-fidelity 3D rendering based light curve simulation environment,
which will be used to generate realistic simulated light curve datasets. In Chapter 4
a 1D-CNN model is developed to perform RSO shape classification using light curve
datasets and it is demonstrated that simulation-based transfer learning can be used
to improve classification results on the real light curve datasets. Chapter 5 extends
on earlier work by presenting a method for effectively combining multiple light curve
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observations of a single RSO within the model architecture in order to further improve
shape classification accuracy for challenging targets. A targeted scheduling process
is also developed, through the use of an uncertainty based threshold, in order to
identify cases where the collection of additional data is beneficial. Finally, Chapter 6
provides a summary of the research presented in this thesis as a whole, discusses the
implications of the key findings and suggests future work.



Chapter 2

Literature Review

This chapter presents an overview of key concepts and a review of the literature
that is most relevant to this thesis. Section 2.1 provides an overview of the coupling
between orbital perturbations and RSO characteristics, demonstrating the importance
of RSO characterisation to accurate orbit predictions. A summary of the common
RSO observation methods is provided in Section 2.2, while Section 2.3 reviews optical
surveys that have been performed to collect and analyse real world light curves.
Section 2.4 reviews the development of light curve inversion based techniques for
RSO characterisation as well as providing an overview of the light curve simulation
environment that is commonly used in the literature. An analysis of data-driven
approaches to RSO characterisation from light curve data is provided in Section 2.5,
while Section 2.6 provides an overview of key deep learning techniques that have been
utilised in other domains but have not yet been applied to RSO characterisation.
Finally, a brief summary of the literature review will be provided at the end of this
chapter in Section 2.7, which will highlight the key findings that have been identified.
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2.1 Coupling between Orbital Perturbations and

RSO Characteristics

As outlined in the introduction, one of the key goals of SSA is to maintain accurate
orbital state information about all RSOs on-orbit, in order to reduce the risk of
collisions between RSOs. While these RSOs can be observed using the methods
presented in Section 2.2, in order to obtain their current state information, non-
conservative forces acting on the RSO reduce the accuracy of orbital predictions [96].
In particular, atmospheric drag is the dominant non-conservative perturbing force for
RSOs in LEO, while solar radiation pressure is the most significant factor for RSOs
in higher orbits. The orbital perturbations as a result of these forces are dependent
on the physical characteristics of the RSO.

Initial attempts to incorporate these forces into orbital predictions used the “can-
nonball model”, which assumes that the RSO is a spherical object with a constant
area-to-mass ratio (AMR) and drag/reflectivity properties [28]. A parameter known
as the ballistic coefficient could then be determined for a specific object based on a
comparison between its predicted and observed state [103]. This model was deter-
mined to result in significant errors for RSOs with a high area-to-mass ratio (HAMR)
[36], however it was initially thought they provide reasonable solutions for RSOs with
a low AMR, including operational satellites and large debris objects (e.g. rocket bod-
ies). More recent research has concluded that the cannonball model results in large
errors for non-spherical objects with a low AMR [96].

While more sophisticated models have been developed to incorporate forces into the
orbital predictions [96, 30], they rely on information about the RSO’s characteristics.
However, these parameters are typically unknown for space debris objects as well
as classified payloads [108, 113]. Subsequently, RSO characterisation remains an
important and unsolved issue for improving the accuracy of orbital predictions, as
well as other SSA related tasks
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2.2 Observation Methods for RSOs

A number of different observations methods have been developed in order to observe
space debris, both to determine the position and velocity of the RSO as well as
to infer information about its characteristics. These can be broadly characterised
into either active or passive observations. Active observations involve the observer
targeting the object with a signal (e.g. radar or laser) and then observing the reflected
signal, passive observations involve observing natural reflections (i.e. from the sun)
or emissions from the object (e.g. optical observations, which may range from visible
wavelength to infrared).

2.2.1 Active Observation of RSOs

Radar systems have proven to be very effective at detecting and observing RSOs in
LEO [108]. Characterisation techniques from radar observations were drawn from the
field of planetary radar astronomy where they were developed to estimate the shape
and spin of natural satellites. These radar-based methods included cross sectional
estimation and range Doppler interferometry [126]. Radar methods are limited to
RSOs that are larger than the radar’s wavelength and are subject to signal loss in
proportion to distance to the fourth with reference to the distance between the ob-
serving sensor and the RSO, making it expensive and difficult to observe small objects
in non-LEO orbits [80].

Satellite laser ranging (SLR) has also been shown to be an effective method for RSO
characterisation, in particular for determining the attitude of known objects [73,
74]. SLR is able to measure very precise distances to satellites through laser pulses.
Spinning arrays of corner cube reflectors (CCRs) cause millimeter-scale modulation
of range measurements, which enable the spin rate of the RSO to be accurately
determined [73]. However, this method relies on a precise knowledge of the shape of
an RSO as well as the RSO having multiple CCRs. CCRs are uncommon on debris
objects and in their absence the returned signal is significantly weaker resulting in
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the requirement for more powerful lasers [43]. Additionally, similar to radar, laser
signal loss is in proportion to distance to the fourth and is subsequently not currently
suitable for debris observations in non-LEO regimes. Laser ranging is a likely to
become an increasingly useful tool for RSO characterisation in the future as more
advanced laser systems are developed and more precise measurements of attitude are
required.

2.2.2 Passive Observation of RSOs

Optical observations are passive observations of the RSO using a telescope with a
sensor attached to it, which records the sunlight reflected from an RSO in the direction
of the observer. As such, this method requires that both the object is illuminated
by the sun and that the illuminated face of the object is visible to the observer.
Additionally, optical observations are primarily undertaken when the sun is below
the horizon to reduce the level of noise in the image.

Some ground-based telescopes are able to resolve features of very large RSOs (e.g. the
ISS), however atmospheric distortion of the reflected light prevents the overwhelm-
ing majority of RSOs from being resolved in telescope imagery [23]. Subsequently,
research in the field of RSO characterisation from optical telescopes has focused on
non-resolved imagery [108]. Non-resolved optical observations can be used to obtain
observation angles data, which provide information on the angular position and an-
gular velocity, as well as to obtain photometric information [35]. Photometry is a
measure of the brightness of the RSO, which is usually performed at visible wave-
lengths (known as broadband photometry) [63]. When an RSO’s photometric infor-
mation is recorded across a sequence of images it can be used to generate a light
curve, which is the temporal history of the RSO’s brightness, typically measured in
apparent magnitudes [128].

Previous research has demonstrated that light curves vary with, and hence potentially
contain information about, an RSO’s physical characteristics including size, shape,
orientation and material composition [56, 128, 80, 82]. In addition, to the RSO’s
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physical characteristics, the light curve is also dependent on the range between the
observing sensor and the RSO as well as the phase angle between the sun, the RSO
and the observer. In this context, phase angle is defined as the angle between the unit
vector from the RSO to the observer and the unit vector from the RSO towards the
sun [92]. Both the range and phase angle can be determined from the RSO’s orbital
state and thus knowledge about one of more of the RSO’s characteristics should be
determinable from the light curve data [80]. As light curves are obtained through
passive observation, the loss in intensity is proportional to distance squared and the
are subsequently more sensitive to object size at large distances compared with active
observation methods [108]. This makes them suitable for RSO characterisation for
RSOs at all orbital bands including geostationary transfer orbit (GTO) and GEO.

In addition to the broadband photometric observations used to obtain light curves,
different sensors can be attached to optical telescopes in order to obtain characteristic
information about RSOs. Observations at other wavelengths have been investigated
including the thermal infrared and short/medium wave infrared bands [116, 117].
These measurements can provide additional information about the material charac-
teristics and orientation dynamics of an RSO [95]. While these wavelengths relax
the requirement that the object must be sun-illuminated, as thermal emissions occur
throughout the orbit, the observed signal is typically reduced in these bands com-
pared with the visible observations. Additionally, the use of spectrometry to analyse
the reflectance spectra of RSOs has been found to be beneficial when attempting to
determine information about the material properties of the RSO [1, 63, 123]. How-
ever, this technique has not been widely used in attempts to classify the shape and
attitude of RSOs as observations are typically sparsely sampled temporally.

2.2.3 Emerging Technologies for the Observation of RSOs

As well as the established methods that have been outlined above, there are a number
emerging technologies that are expected to play an important role in future RSO
tracking and characterisation. Of particular note, is the recent development of event-
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based sensors [21, 59], as well as single-photon avalanche diode detectors [75]. Both
of these sensors, enable the collection of very high temporal resolution observations,
compared with current observation methods, which integrate the incoming signal over
the exposure period. This may enable more precise measurements of specific features,
like spectral flashes, in the light curve allowing for more detailed characteristics to be
determined.

Furthermore, recent research in the field of adaptive optics using deformable mirrors
to correct for atmospheric distortion has shown that RSO features greater than 50cm
are able to be resolved in corrected imagery [23, 44]. There is also potential to use
space-based sensors [135, 131], which would alleviate the signal distortion caused by
the atmosphere, enabling resolved imagery of space debris. The advancement and
implementation of these methods may allow for more detailed RSO characterisation
in the future with features observable directly in the captured imagery.

2.3 RSO Characterisation using Observational Light

Curve Data

In this thesis, the focus is primarily on RSO characterisation from light curve data.
Light curves were selected as compared with active observation types they are more
suitable for non-LEO orbits [105, 108]. Additionally, light curves are known to be
dependent on the RSO’s characteristics [56, 128] and are more widely available than
other passive observation types. The following subsections provide a review of the
optical surveys that have been performed to collect light curves of RSO as well as the
analysis of this data to determine characteristics about the RSOs.
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2.3.1 Initial Optical Surveys and Identification of High Area-

to-Mass Ratio Objects

Prior to 2000, space debris had been identified and analysed in the LEO region using
both radar and optical observations, however due to the limitations of radar in higher
orbital regimes, very little was known about debris in the GEO and the GTO regions
[105]. Schildknecht used non-resolvable ground-based optical observations to survey
these regions and identified a substantial population of small and previously uncat-
alogued RSOs [105, 106, 108]. This research also used orbital analysis to determine
that many of the identified RSOs had HAMRs, resulting in more variable orbits due
to the non-conservative force applied by solar radiation pressure (SRP) compared
with objects with low AMRs [106, 108]. These findings highlighted the inaccuracies
associated with the cannon-ball assumption that was commonly used in orbit prop-
agation and demonstrated that the characteristics of the object needed to be taken
into consideration in order to accurately predict the future state of the object. They
also emphasised the growing issue of space debris and the threat that it poses to
operational missions.

In order to further analyse the identified HAMR objects, Schildknecht extracted light
curves from the optical observations of selected HAMR objects [108]. Using these
light curves he was able to determine that the HAMR objects had a highly variable
apparent magnitude, although distinct periodic signatures were able to be identified
over short time spans, indicating a tumbling motion and a complex shape [108].
Observations of a small group of low AMR GEO debris objects appeared to have flat
or slowly varying light curves whilst all HAMR objects showed variations with periods
of a few minutes [107]. However, he was unable to identify a correlation between
brightness variation and the AMR, nor to classify objects into specific classes or
determine shape information from the light curves [108, 107]. This body of research,
led by Schildknecht, were the first significant attempts at classifying RSOs using real
light curve data. It demonstrated that light curves could be collected and analysed
to determine characteristic information about an RSO in orbit as well as highlighting
the challenges of dealing with real world data.
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In 2010, Früh and Schildknecht investigated the validity of light curve simulations for
various simple shapes in comparison to the real RSO data that they were collecting
through the 1-meter Zimmerwald laser and astrometry telescope (ZIMLAT) telescope
[35]. A flat facet-based model was used, similar to the approach taken by other
research at the time [128] (outlined in more detail in Section 2.4.2), however the
simplifying assumption of pure diffuse (Lambertian) reflection was also applied. This
assumption removes the ability to simulate glints caused by specular reflection which
can provide valuable information about the RSOs attitude and material properties.
The authors simulated various rotations and phase angles for three simple shapes: a
cube, a cylinder and the shape of a thin multi-layer insulation (MLI) structure, before
comparing the results with real light curve data for three RSOs [35]. A simple pattern
recognition algorithm was developed and the patterns detected, although not identical
for different light curves of the same object, were clearly different for two different
objects when compared [35]. This result shows that it may be possible to classify
objects based on their light curves, however due to the limited amount of real data
analysed, it is unclear how generally applicable these results are. Additionally, the
comparison between simulated and observed light curves indicate that a significantly
higher fidelity simulation is required in order to accurately model the observed light
curves.

2.3.2 Combination of Multiple Observations to Provide Ad-

ditional Information

Based on earlier research, Skinner et al. observed that there were a large number of
parameters involved in RSO characterisation and that observational light curve data
provides relatively sparse information [116]. Subsequently, the combination of multi-
ple observation types was investigated to determine if that would provide additional
information, enabling more precise characterisation. This was done by performing
simultaneous visible and infrared observations on selected RSOs, with a continued
focus on HAMR objects [116, 117]. During the observational campaign, 12 different
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HAMR objects were observed, with the visible light curve analysis indicating the ob-
jects were rotating, which supported the previous results published by Schildknecht
[108, 107]. Based on the infrared observations, the objects were generally determined
to be a few square metres in size with temperature between 200K and 320K and a
low thermal mass [116]. The authors found that by incorporating this information
into more sophisticated SRP models they were able to improve the fidelity of the
orbit propagation for these objects [117]. These results emphasise the importance
of RSO characterisation for improving the accuracy of orbital predictions as well as
highlighting the benefits of combining multiple observation types in order to increase
knowledge of the RSO.

Research has also demonstrated that optical observations of a single RSO can be
simultaneously collected from multiple sensors separated spatially in order to obtain
light curves from multiple viewing angles [41, 70]. It was theorised that this would
enable the determination of the RSOs rotation parameters including the inertial rota-
tion period and the orientation of the rotation axis in space after promising results on
simulated data [70]. While, these initial studies were unable to determine the exact
rotation parameters for the observed RSOs, the simultaneous observations did enable
a more detailed analysis [41, 69] and this is an ongoing area of research.

2.3.3 Analysis of Recent Optical Surveys

In the last five years, there has been an increase in awareness of the threat of space
debris and subsequently the importance of RSO characterisation, combined with an
improvement in the accessibility of automated telescope technology. This has led to a
recent growth in optical tracking campaigns focused on the collection and analysis of
light curves for RSO characterisation using the techniques developed by Schildknecht
[112, 69, 113, 13, 114, 16]. These campaigns demonstrate that a significant portion
of the debris population is rotating in the satellite body-fixed coordinate system and
that these rotations often result in discernible patterns in the light curves. Light
curves have been analysed to determine the rotation rate of debris and by tracking
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small groups of objects over a number of years, studies have shown that this rotation
rate often changes over time [69, 13].

Silha et al. examined light curves for over 400 individual objects during two separate
tracking campaigns and observed some general trends to be present relating the light
curve to the shape of the object [112, 113]. Rocket bodies or cylindrically shaped
payloads were typically found to have two distinct peaks per rotation, whilst four
distinct peaks were often observed for box-winged payloads. In a more recent study,
the authors extracted two parameters, maximum signal amplitude and complexity,
from a database of 512 real light curves once the rotation phase had been fitted [114].
By plotting the obtained parameters for various objects, the authors were able to
identify clusters related to different object shapes [114]. Whilst there were outliers to
the identified trends, these results indicate that real light curves can be used for RSO
shape classification and are a significant step towards a more generalised solution.

2.4 Light Curve Inversion Techniques

Through Schildknecht’s observations in the early to mid 2000s, it had become clear
that space debris was a significant issue and that the characterisation of debris ob-
jects was an unsolved and challenging problem. At this time, it was difficult to obtain
high quality light curve data due to cost of telescope equipment as well as the lim-
ited time available for hiring operational sensors. Additionally, the algorithms for
automatically detecting space debris in telescope imagery and extracting calibrated
light curves from these images were not widely developed or available. Subsequently,
with limited access to real light curve data, a separate branch of research developed
in the mid to late 2000s, with a light curve inversion based approach to solving RSO
characterisation using simulated light curve data. The following sections review the
development of this method and the incorporation of astrometric data to provide
additional information as well as the light curve simulation environment that has
commonly been used in the literature.
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2.4.1 Initial Application of Light Curve Inversion

Similar to the problem of RSO characterisation, a method for characterising asteroids
from non-resolvable optical observations had been developed by solving the light curve
inversion problem [60, 61]. In its simplest form, the convex light curve inversion
problem is defined in [60] as:

L = Ag, (2.1)

where L is the vector of the observed brightness of the object (the light curve), A is
the reflection matrix, mapping the albedo-areas to a given normal direction with the
reflection response that is received and g is the parameter to be solved for, describing
the areas of the facets of a polyhedron.

While the full solution to this problem is ill-posed, asteroids typically have a primary
rotation axis with smooth surfaces made of a single material enabling assumptions of
Lambertian reflection, convex hull and single axis rotation [33]. Using these assump-
tions, Kaasalainen and Torppa were able to determine the shape, rotation periods,
pole directions and other parameters of non-resolvable asteroids [60, 61].

Inspired by these results, light curve inversion was applied to the problem of RSO
characterisation with the aim of determining the shape and attitude of objects using
simulated light curves [45, 18]. However, in contrast to asteroids, artificial RSOs have
highly angular shapes made from a variety of materials and a wide range of possible
rotation states [45]. Additionally, asteroid inversion problems typically require large
datasets of light curves with varied viewing geometry in order to be solved [78]. This
data might not be obtainable for specific RSOs based on their viewing constraints
and is difficult to obtain for large numbers of RSOs. Thus the assumptions made
for asteroids no longer apply in the case of artificial RSOs, resulting in the coupled
shape, attitude and surface inversion problem becoming heavily under-determined in
a highly non-linear domain [33].

To constrain the problem, researchers separated the shape and attitude determination
as well as applying a number of simplifying assumptions to the generation of the
simulated light curves including diffuse only reflection and convex shape [45, 18]. By



2.4 Light Curve Inversion Techniques 23

assuming the orientation of the objects were known, Calef was able to use simulated
light curve and thermal emission data to reconstruct objects with simple shapes by
adapting Minkowski’s formula [98, 18] . This idea was developed further by Hall who
used light curve data to perform shape independent attitude analysis and attitude
independent shape analysis in order to constrain either the shape or attitude for
simple rotating objects [45]. These results showed that it was possible to use light
curves to recover information about both the shape and the attitude of an RSO in
the constrained simulation environment. However, the assumptions made by both
Calef and Hall to constrain the problem and to simplify the simulation, limit the
application of this method to real data.

2.4.2 Development of Light Curve Simulation Environments

In order to gain a better understanding of the properties of light curves as well as
the relationship between RSOs and their light curves, various simulation environ-
ments have been developed in the literature. This section reviews physical light
curve simulation environments as well as outlining the development of the flat facet
model (FFM) with the Ashihmin and Shirley (AS)-bidirectional reflectance distribu-
tion function (BRDF), which has been commonly used for light curve simulations in
the literature.

Physical Simulation Environment

Cowardin et al. developed a physical simulation environment in a laboratory to
investigate the effects of various materials on light curves [26] and later to analyse the
light curves of rocket bodies in further detail [24]. Physical models were illuminated
by an arc lamp, with their rotation state controlled by a robotic arm and charge-
coupled device (CCD) camera with standard Johnson/Bessel filters used to capture
the resultant light curves [26]. Results reported from the investigation of various
materials highlighted the significance that changes in material properties, such as
colour and glossiness, can have on the light curve [26].
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To analyse SL-8 rocket bodies, three probable rotation states for the scaled models
were selected to be tested in the experimental laboratory set up and compared against
real light curves of SL-8 rocket bodies: end-over-end, 10° wobble and spin-stabilized
[24]. The authors concluded that light curves of rocket bodies are highly dependent
on the rotation state and less so on the solar phase angle. The physical simula-
tion environment developed in this research was very useful for gaining a greater
understanding about the complex relationship between objects and their light curves.
However, it also showed how difficult it is to accurately simulate RSOs on-orbit even
when their shape is known [24]. Additionally, in a physical simulation environment
it is difficult to rapidly test the wide variety of parameters that can affect an object’s
light curve due to the need to make physical alterations to models. This has led to
subsequent research focusing on computer-based light curve simulations.

Flat Facet Model for Light Curve Simulation

The FFM is a commonly used light curve simulation method which has been developed
and further refined in the literature [56, 128, 80, 129, 82, 97]. The key premise is that
flat facets can be combined to create more complex shapes as depicted in Figure 2.1
(from [97]). Figure 2.1a presents an example of a convex shape created using flat
facets, while Figure 2.1b displays the reflection geometry for a single facet. The
selected reflectance model is applied to each facet individually with the light curve
generated by summing over the reflected intensity contribution of all illuminated and
observer-visible facets [80]. The fraction of reflected light in the direction of the
observer from a single facet can be calculated using Equation 2.2 [97].

Fobs(i) = Fsun(i)βtotal(i)A(i)(uI
n(i) · uI

obs(i))
||d||2

(2.2)

where Fsun(i) is the fraction of sunlight that strikes the facet and is not absorbed,
βtotal(i) is the fraction of light reflected from the facet as determined by the BRDF,
A(i) is the area of the facet, uI

n(i) is the unit vector of the facet pointing in the
direction of the outward normal to the face, uI

obs(i) is the unit vector pointing from
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(a) Convex Shape Generated using a Com-
bination of Flat Facets

(b) Reflection Geometry of a Single Flat Facet

Figure 2.1 – (a): Example of a space object shape model generated using the flat facet
method. (b): Reflection geometry of a single flat facet with vectors depicting the
body frame (B) of the facet as well as the direction of the sun, the observer and
the half vector (h) in the inertial reference frame (I). Image sourced from [97]

the RSO to the observer and d is the distance between the RSO and the observer.

Whilst there are a number of different reflectance models that can be used to deter-
mine βtotal in Equation 2.2, the BRDF most commonly used in the literature is the
simplified version of the AS-BRDF developed for flat surfaces [6]. The AS-BRDF
incorporates both diffuse and specular reflection, which is a significant improvement
on previous simulation environments where only diffuse reflection was considered.
The FFM also enables the facets to be combined in order to create more realistic
shape models. However, in comparison to real world scenarios, the FFM does not ac-
count for self shadowing or secondary reflections and does not model curved surfaces
effectively.

2.4.3 Astrometric and Photometric Data Fusion

Building on the light curve inversion results determined by Hall [45] and Calef [18], a
body of research has been developed using data fusion between angular measurement
of the RSO’s position and light curve data [56, 128, 80, 81]. The data fusion provides
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additional information into the light curve inversion process by taking advantage of
the coupling between an object’s characteristics and its orbital dynamics through the
influence of solar radiation pressure [56]. This enables filtering methods to perform si-
multaneous estimation of the RSO characteristics and orbital state. This research has
typically employed the use of simulated data, using the FFM outlined in Section 2.4.2
to simulate light curves.

Initial research decoupled the attitude and shape determination by focusing on the
use of a unscented Kalman filter (UKF) to estimate the attitude of the RSO provided
with a known shape input [56, 128]. Light curves and angles data was simulated for
simple shape objects, including a flat plate [56] and a cylinder with hemispherical
caps, in order to simulate a rocket body [128]. Even after being initialised with
perturbations the UKF was able to successfully recover the true orbit and partial
RSO characterisation was achieved in terms of its size and reflectance properties [56].
However, it was found that the method was highly dependent on the known shape
parameters, with any changes to these parameters resulting in systematic error in the
predicted values as well as cases where the UKF would not converge [128].

Data fusion of the angles and light curve data was further explored in the literature
with the application of a UKF to perform shape estimation [80], followed by mass
and area estimation [81]. This research was further extended to incorporate the
use of multiple-model adaptive estimation (MMAE) in conjunction with the UKF to
determine the most probable shape of an RSO from a bank of candidate shape models
[82]. In all cases the initial results were demonstrated on simulated light curves from
the FFM with relatively simple object shapes as well as other constraints in order to
simplify the problem.

More recent research has suggested that the non-linearities present in the coupled
shape/attitude determination and the possibility of multiple solutions invalidate the
Gaussian assumption made by the UKF [48, 78], which had previously been heavily
relied on in the literature. Consequently, Bayesian estimators have been investigated
as possible method for solving the light curve inversion problem in the non-Gaussian
space [48, 78]. Whilst the outlined methods have a solid theoretical background, they
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have focused on simulated data and often been applied to relatively simplistic versions
of the full characterisation problem. They have yet to demonstrate effectiveness on
more generalised cases using real light curve data.

2.5 Data-Driven Approaches to RSO Characteri-

sation

The growing catalogue of space debris combined with easier access to real world light
curve data and the rise in prominence of machine learning techniques, has led to con-
temporary research investigating data-driven machine learning approaches to RSO
characterisation. Initial work in this domain used traditional feature-based machine
learning classifiers to perform shape classification on features extracted from light
curve data [49, 115, 58, 12, 66]. More recently, the exceptional results that deep neural
networks have achieved in other domains has inspired research into their ability to per-
form RSO shape classification directly from light curve data [37–39, 51, 57, 79, 83, 86].
The following sections provide a review of the relevant literature for the application
of both traditional machine learning models, using manually extracted features, and
deep learning models to the problem of light curve-based RSO classification.

2.5.1 Feature-Based Machine Learning Approaches to RSO

Classification

Traditional machine learning approaches apply classifiers, such as random decision
forests (RDFs) and support vector machines (SVMs), to feature vectors extracted
from light curve data, rather than applying them directly to the raw light curve
data. These features can either be manually selected to incorporate the features
that the authors determine to be most important, such as dominant frequency, max-
imum glint and Gabor features [49, 58] or selected automatically through techniques
such as principal component analysis (PCA) [115]. In order for the classifiers to be
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able to effectively differentiate between the different shape classes, the features must
encapsulate the distinguishing characteristics of each RSO shape in the light curves.

Application to Simulated Light Curve Data

In 2015, Howard demonstrated that feature vectors and traditional machine learning
classifiers could be effectively applied to simulated light curve data to classify the
shape, stability and material of various objects [49]. After testing a number of different
classifiers, he determined that RDF was the most successful classifier once noise had
been added to the simulated data with an overall classification accuracy of 86.04%
on dataset achieved. Similar techniques used in subsequent research on simulated
light curves supported these results [115, 58]. It should be noted that in all cases,
the simulation environment used to generate light curves were very simplistic, even
compared with other light curve simulations, such as the FFM, which was commonly
used in research at the time [81]. This significantly limits the validity of these results
when considering their application to real world light curve data.

Application to Real Light Curve Data

Subsequent research has attempted to overcome these limitations by applying tradi-
tional machine learning methods to real light curve data showing successful classifica-
tions for simple two or three-class problems [12, 66]. In both these papers, the aim was
to classify the light curves into general object classes (i.e. payloads vs. rocket bodies
vs. debris) as opposed to classifying objects based on their specific shape. Whilst this
was done successfully, it should also be noted that both light curve datasets contained
many more examples of payloads than other object types. To illustrate the extent
of this imbalance, in the dataset used in [12], 97.4% of the light curves were labelled
as payloads, 2.5% were labelled as rocket bodies and 0.1% were labelled as debris.
With this kind of imbalance in the dataset it is impossible to generalise the results of
these studies to the wider RSO classification problem. This research depicts a step
forward in the literature as it was the first time that machine learning methods had
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been applied to real world data. However, the imbalance in the light curve datasets
and the fact that only general object classes were considered, rather than the actual
shape of the object, restricts the impact of these results.

2.5.2 Deep Learning Approaches to RSO Classification

While the fundamental concepts of deep neural networks had previously been de-
veloped [76, 77], computational advances and increases in available data in the last
decade have resulted in the rapid widespread implementation of deep learning models
due to their extraordinary success on a range of perceptual problems [42]. Deep learn-
ing was first applied to light curve-based object characterisation in 2016 by Linares
and Furfaro who identified that the rapidly growing catalogue of uncharacterised
space debris required a new approach compared to the methods that were currently
being explored in the literature [79]. They hypothesised that a CNN would enable a
new way of processing RSO observations, where in contrast to traditional methods
using light curve inversion methods, quick determinations of RSO classes would be
made possible directly from observational data [79].

A CNN is a specific type of deep neural network that has been found to be very
effective at processing spatial data (e.g. image classification tasks). Similar to the
traditional machine learning classifiers presented in previous work [49], a CNN is a
supervised machine learning technique which maps inputs (light curve measurements)
to outputs (classes of RSOs). Unlike the traditional classifiers, a CNN does not
require a manually created feature vector, instead it has the capacity to learn the
most important features of the light curve through the supervised training process.

Application to Simulated Light Curve Data

Similarly to previous approaches, Linares and Furfaro first tested the proposed CNN
model on simulated light curve data generated using the FFM [79, 38]. For the
simulation, the RSO shape and surface parameter models are randomly generated and
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Figure 2.2 – 1D-CNN Network Architecture developed by Furfaro and Linares, image
sourced from [83]. The model takes in a light curve input and outputs a predicted
RSO class for the input. The network contains three convolutional layers utilising
rectified linear unit (ReLU) activation, dropout and max-pooling as a well as a
fully connected layer with dropout and ReLU activation.

can be generically grouped into four categories: fragment, regular polygon prisms,
rocket bodies and rectangular cuboids. The light curves were simulated using the
FFM with AS-BRDF model and quaternion parameterisation that is employed during
previous work by Linares [80, 82]. A 1D-CNN model was selected as the classifier,
given that the light curve data is one-dimensional time-series data. The developed
network architecture is displayed in Figure 2.2, with the network utilising a three 1D
convolutional layers followed by two fully connected layers. The output layer used a
softmax function to map the network outputs to the classification states (the RSO
shape models). The 1D-CNN was trained with 45,000 randomly generated scenarios
and then tested on 5,000 scenarios not used in the training set. All scenarios have
the same orbital elements as well as initial quaternion and angular rate of the RSOs.

Initial results demonstrated that the 1D-CNN could effectively classify the objects
in different classes based on the simulated light curve dataset with an accuracy of
99.6% [79]. While this appeared to be a significant result, as the authors continued
to build on this research they tested the performance of two traditional machine
learning methods, using bagged decision trees and SVM as a basis for comparison
[38, 83]. After adding more shape classes to increase the complexity of the simulated
dataset, they found that for the simulated light curves all three methods achieved an
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overall classification accuracy over 95% with only a marginal improvement using the
1D-CNN compared with the traditional approaches [38]. Subsequently, the authors
found that the on the simulated light curve data, the accuracy between traditional
machine learning and deep learning methods was generally comparable [83].

In 2018, Jia expanded on the previous research by examining the use of a recurrent
neural network (RNN) for light curve characterisation [57]. RNNs, unlike other neu-
ral networks, have a concept of memory and as such are generally applied to time
sequence data such as text or audio-based problems where the order of the data is
important [20]. Comparable results were achieved between the RNN model and the
1D-CNN model on a dataset containing phase-folded star light curves with three dif-
ferent classes of stars with both models achieving an accuracy over 96% [57]. The
authors justified their use of the star light curve dataset as opposed to an RSO
dataset by arguing that model-based simulation is computationally expensive with
the parameters of space objects often unknown and that real RSO data is difficult to
acquire.

Recent research has explored neural networks architectures that include a combina-
tion of recurrent and convolutional layers in order to create a network that is capable
of processing both spatial and temporal data. In 2019, Huo developed a convolutional-
recurrent neural network (C-RNN) architecture to extract the features of 5 different
GEO RSOs from simulated light curves [51]. Interestingly, this model was only used
to maximize the feature distance of the different categories and not classify the light
curves. A separate multiple kernel learning (MKL) classifier based on an SVM was
used to simultaneously classify the RSO’s shape and attitude class from the feature
vector, achieving an accuracy of 99.6% [51]. This hybrid method was shown to out-
perform using the C-RNN as an end-to-end classifier as well as a number of different
architectures and traditional machine learning approaches. However, direct compar-
isons between the network with and without the RNN component (i.e. comparison
between C-RNN and CNN) showed only a 0.4% improvement from including the RNN
component [51].
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Application to RSO Light Curve Data

Furfaro and Linares were also the first to investigate the effectiveness of deep learn-
ing models on real light curve data classification tasks [38, 83]. They applied their
developed 1D-CNN model, as depicted in Figure 2.2, to a three class classification
on real light curve data, attempting to identify objects as rocket bodies, debris and
other. They obtained the light curve data from the Mini-MegaTORTORA (MMT)
[14], which has recently made a set of light curves publicly available. In contrast to the
result on the simulated dataset, it was found that the 1D-CNN significantly outper-
formed traditional machine learning techniques on the 3 class real data classification,
achieving an accuracy of 75.4% [38, 83]. The authors argued that the many layer
configuration of the 1D-CNN enables it to learn more complex decision boundaries
that are present in the real data, which are unable to be identified by the traditional
machine learning techniques [38]. This suggests that the simulated light curve data
generated by the authors does not effectively encapsulate the complexities present in
the real light curve data. Additionally, while this research does demonstrate that the
1D-CNN is able to identify patterns in the light curves of the objects, once again the
real light curve dataset is grouped into general object classes as opposed to shape
or model classes. Subsequently, this result is inconclusive for determining if shape
classification is possible on real light curve datasets.

Furfaro and Linares also identified during their research that the inability to obtain
large, high quality and well-labelled datasets of real light curve data may be a limita-
tion in achieving high accuracy levels as the CNN tends to overfit the data on smaller
datasets [38]. Although the MMT dataset has been made available to the public,
it is difficult to label this dataset into object shapes as the specific shapes of many
debris objects are unknown. Thus when using this dataset, researchers have typically
separated the objects into general classes as opposed to specific shape classes. Addi-
tionally, the quality of the dataset is mixed and it consequently requires significant
pre-processing in order to remove poor quality light curves. Subsequently, Furfaro
and Linares propose the idea of transfer learning as an option for increasing the clas-
sification accuracy on real light curve datasets without the necessity of obtaining a
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real world large, high quality and well labeled dataset [38]. Transfer learning refers
to the situation where what has been learned in one setting (a CNN trained on a
dataset) can be exploited to improve generalisation in another setting (a new smaller
dataset) [42].

In 2021, Liu further expanded on the research presented in [51] by creating a neural
network with combined convolutional and recurrent layers, which was then applied to
real light curve data [86]. As in previous research, the MMT dataset was used with the
objects were classified into four separate classes; non-rotating objects, rotating rocket
bodies, rotating satellites and rotating debris. The distinction between non-rotating
objects and other RSOs was made as their research determined that it was difficult
to distinguish between non-rotating rocket bodies and actively three-axis stabilised
objects [86]. The trained network achieved an overall classification accuracy of 86.07%
on the test dataset without requiring any a priori information about the objects.

This research demonstrates that the developed model is able to separate rotating
and non-rotating objects as well as being able to classify the rotating objects into
three classes [86]. However, as there is no comparison made by the authors between
the developed neural network and other models (i.e. traditional machine learning
methods or a standard 1D-CNN) it is unclear how beneficial the combination of the
convolutional and recurrent layers are in terms of model classification performance.
In comparison with other research, the authors did report a notable improvement
in accuracy on the real world MMT light curve dataset compared with the results
reported by Furfaro and Linares [83]. Although it is difficult to make direct com-
parisons between the two methods, as it is unclear on the exact light curves that
were selected from the MMT dataset and the fact that the selected light curves were
organised into a different number of classes. Once again, this research classifies the
objects into general categories rather than attempting to determine the shape of the
object.
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2.6 Deep Learning Approaches used in Other Do-

mains

In the context of deep learning, the discussion of the literature presented so far has
centred around deep learning techniques that have been applied in the domain of RSO
characterisation. The following sections provide a brief review of key deep learning
results and concepts that have been presented in other domains and are potentially
relevant to RSO classification.

2.6.1 Time Series Classification

RSO shape classification from light curve data is categorised as a time series classifi-
cation (TSC) task, with the aim to develop a model that is capable of taking an input
light curve (time series data) and outputting a single predicted shape class. In 2019,
a comprehensive review of deep learning for TSC was provided in [54]. This study
found that while RNNs and in particular long-short term memory (LSTM)-RNNs
have been effective in time series forecasting applications and language translation,
they have been less widely used in classification tasks [54]. Although, RNNs are de-
signed for sequence data, they are primarily used to predict an output at each step
in the time series rather than a single classification result. In subsequent research,
1D-CNNs models have been demonstrated to achieve state-of-the-art performance on
a number of TSC tasks [55, 100, 17].

2.6.2 Transfer Learning

As a result of the large number of parameters in deep neural networks and in par-
ticular CNNs, significant amounts of data and computational time is required to
achieve optimal performance. This was first demonstrated in 2012, when AlexNet, a
CNN containing 60 million parameters, improved state-of-the-art results on an image
classification task by more than 10% by training on a dataset of 1.2 million images
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[72]. Current state-of-the-art models contain significantly more parameters and are
typically trained on much larger datasets. For classification tasks within the image
domain, it has become standard practice to apply transfer learning in order to improve
CNN performance and reduce training requirements [89]. Networks are pre-trained
on very large standardised datasets, enabling the earlier layers to learn generic basic
image features such as edges and corners [88, 137]. These weights are then fine-tuned
on the target/goal dataset to allow the parameters in the later layers to be trained
to identify specific features that are unique to the target/goal dataset.

This method has been shown to be particularly effective where there is a limited
amount of training data available for a specific task [94, 90]. In addition to imagery
data, transfer learning has proven successful when applied to a range of other data
types including hyperspectral data [130], MRI data [89], synthetic aperture radar data
[93] and time sequence data [111]. In cases where there is limited real data available
within a domain, simulation data has been used successfully in the pre-training phase
to improve model performance on the target/goal dataset containing real world data
[93, 52, 133]. However, the effectiveness of transfer learning is known to be dependent
on the similarity between the target/goal dataset and the dataset used for pre-training
the model, with more similarity resulting in increased success [53].

2.6.3 Multi-Input Combination Methods

Typically, neural networks trained for classification tasks process a single input and
output a predicted class for that input, with input in this case referring to a single
example from the dataset (e.g. a light curve or an image). However, the fusion
of multiple inputs within the network architecture, either inputs with different data
types (e.g. image and text) related to the same object or inputs with different views
of the same object (e.g. flower and leaf of a plant) has also been explored in the
literature and found to significantly increase performance in a number of cases [120,
110, 134, 109, 119]. It is important to note that the multiple inputs still relate to a
single output, with the idea to increase knowledge within the network about a specific
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example by providing additional information in order to improve model performance.

Seeland and Mader performed a systematic investigation into different model archi-
tectures and combination methods for three different multi-view image classification
datasets [109]. The datasets were collected and organised so that for each example,
there were the same amount of views and the views were collected from approximately
the same perspective (e.g. the car dataset contained five separate views of each exam-
ple; front, rear, side, front-side, front-rear). The authors found that a multi-branch
approach with late combination of the feature vectors was the most effective approach,
with the multi-view models outperforming single view models on all three datasets
[109]. The authors note that the combination of multiple views can be particularly
beneficial for challenging classification tasks where there is high inter-class similarity
and low intra-class similarity [109].

2.7 Summary of Literature Review

RSO characterisation remains a relevant and unresolved problem in the field of SSA.
A recent paper published in February 2018 estimated that attitude surveys through
light curve inversion had only been performed for 400 hundred of the more than
17,000 objects catalogued by Space-Track [112]. The increasing amount of debris
being observed and catalogued requires a solution that is able to scale well to the
expected increase in the amount of data being generated. Deep learning techniques
have shown remarkable results on a number of perceptual problems, particularly
when provided with large amounts of labelled data. Recently, researchers in the RSO
characterisation community have identified deep learning techniques as a potential
method for assisting in RSO characterisation [79, 38, 83, 86, 51].

Research, thus far has primarily focused on the application of CNNs to simulated light
curves [79, 38] however the potential of RNNs has also been investigated [57] and a
combination of these two models [86, 51] as well as application of these techniques to
real light curve data [38, 83, 86]. Although classification accuracy for basic shapes
using simulated data has been high using a CNN, when applied to real data, the
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accuracy has significantly decreased [38, 83, 86]. It has been suggested that this is
due to a lack of labelled real data as well as the fact that the simulations are less
complex than the real data. This is supported by the fact that traditional machine
learning techniques have shown comparable results to deep learning methods when
applied to simulated light curve data, yet achieved significantly lower performance on
the more complicated real light curve data [83].

As Furfaro and Linares identify, transfer learning may provide a potential method for
increasing the classification accuracy on real light curve data, currently this has not
been investigated thoroughly. Transfer learning has been shown to boost performance
in other domains where training data associated with a specific task is limited [94, 90,
130]. For simulation-based transfer learning to be successful, a high-fidelity simulation
is required that encapsulates the light curve features that are found in the real light
curves. Limited research has been performed into the validity of current simulation
techniques in comparison with observed light curve data. Subsequently, it may be
necessary to implement a more realistic simulation environment in order to ensure
that the neural network trained on the simulation data is able to learn features that
are present in the real data.

Additionally, the combination of multiple observations (both multiple observation
types [117, 116, 56] and multiple views of the same RSO [41, 70]) has been shown
to provide additional information in the context of RSO characterisation. However,
currently the fusion of multiple observations within deep learning models in order to
improve model performance on RSO characterisation tasks has not been considered
in the literature. In other domains, the combination of multiple inputs within the
neural network has been shown to significantly increase performance for challenging
tasks [120, 110, 134, 109, 119].



Chapter 3

Development of a High-Fidelity
Light Curve Simulator

3.1 Introduction

The primary aim of this chapter is to develop a simulation environment that is able
to generate light curves that effectively encapsulate the features that are present
in real light curve data. This will enable the development of a large, well-labelled
dataset that can be used for simulation-based transfer learning. Subsequently, the
more realistic the simulation environment is, the more effective the transfer learning
is expected to be. Additionally, the simulation environment will allow for controlled
exploration and investigation into how changes to various properties effect the light
curve. Subsequently, it should be developed in such a way that allows generated light
curves to be easily compared with real world light curves.

In this chapter, the methodology for extracting light curves from ground-based optical
telescope imagery data is also presented. This will enable validation of the developed
simulation environment through comparisons between simulated and real light curve
data. It is also important in the wider context of the thesis, as this method will
allow for the development of a real world light curve dataset that will used during
the transfer learning research presented in Chapter 4.
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As outlined in the literature review, previous research into RSO characterisation using
simulated light curves has typically applied a simplified FFM of RSOs combined with
various BRDFs to model reflectance [128, 48, 83]. In the literature both the simplified
anisotropic-Phong BRDF developed by Ashikhmin and Shirley [6] and the Cook-
Torrance BRDF [22] have been used to simulate the resulting reflected light from the
sun based on the orientation of the flat facets representing the RSO’s structure [129].

Whilst these methods produce realistic results when applied to simple shapes, there
are a number of limitations of using a FFM with a BRDF. The FFM does not
incorporate self-shadowing or any secondary reflections, both of which need to be
considered for RSOs with concavities or extrusions from the main body like solar
panels. Additionally, it is difficult to develop complex shapes with a number of
different materials using the FFM and features such as curved surfaces are unable
to be correctly implemented. Finally, the FFM does not consider the blurring effect
caused by the rotation of the object during the period of camera exposure, which
is an important factor for fast rotating objects or long camera exposures. To be
effectively utilised for transfer learning on real light curve datasets, it is expected
that the simulated light curves will need to encapsulate the features present in the
real data and thus incorporate many of the effects outlined above.

By creating a more realistic simulation environment using recent advancements in
rendering and computer graphics, it is hypothesised that the simulated light curves
will encapsulate more of the features observed in real light curve data. This will
enable the training of more accurate and robust RSO characterisation models using
transfer learning. The specific contributions of this chapter are:

1. Development and use of a high fidelity 3D rendering based simulation environ-
ment for providing realistic light curve data.

2. Validation of the simulation environment through comparison with real data.

Section 3.2 presents an overview of the development of the simulation environment
as well as providing details about the three main steps that are required for the
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simulation of a light curve. Section 3.3 outlines the process that was developed to
automatically extract real light curves from optical imagery containing observations
of RSOs (captured using Electro Optic Systems (EOS) telescopes). The results of the
light curve extraction algorithm are presented in Section 3.4 and are compared with
simulated light curves to validate the simulation environment. Section 3.5 provides
a discussion of the work presented and Section 3.6 contains a brief summary of this
chapter as well as explaining how this research fits into the wider context of the thesis.

3.2 Development of Light Curve Simulation Envi-

ronment

A light curve simulator has been developed with the aim of generating high-fidelity
simulated light curves. The simulator takes a textured geometric model of a given
RSO, the RSO orbital parameters and ground-based sensor location. It uses this
information to generate the simulated measurement of a light curve (apparent mag-
nitude vs. time), based on the solar reflection from the object.

The simulator pipeline is depicted in Figure 3.1 and is composed of three main steps:

1. Initialisation Step: Real world sensor and sun position are recorded as well
as object ephemeris (position and velocity) data to build a profile of the object
illumination conditions and imaging angles.

2. 3D Rendering Step: Takes in the ephemeris data generated in the initial-
isation step as well as textured geometric model of an RSO and generates
a sequence of realistic images. Images were generated using the open source
rendering software Blender1 and its built in physically based probabilistic ray-
tracing engine Cycles2.

1https://www.blender.org/
2https://www.cycles-renderer.org/
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Figure 3.1 – Simulation Environment Setup: The Initialisation Step uses real world
data for the sun, sensor and specified object to determine visibility and viewing
angles. The 3D Rendering Step uses this information to generate a sequence of
realistic images which are then processed in the Light Curve Extraction Step.

3. Light Curve Extraction Step: Processes the sequence of rendered images to
extract the apparent magnitude for the object at each timestep, which is then
recorded in the form of a light curve.

3.2.1 Initialisation Step

The simulation environment aims to accurately replicate the real world geometry
of the three primary components: the RSO, the ground-based sensor and the sun.
This is both in order to increase the fidelity of the simulation as well as to reduce the
difficulty in comparing real and simulated light curves. Subsequently, the position and
motion of these three primary components are pre-calculated during the initialisation
step and then input into Blender.

This initialisation step is performed in Python where a graphical user interface (GUI)
allows the user to select the North American Aerospace Defense Command identifi-
cation number (NORAD ID) of the object as well as the start epoch, pass duration,
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sampling rate and observing sensor. The two line element (TLE) for the object is
automatically extracted from the Space-Track website3 with the closest TLE prior to
the start of the simulated pass selected. Simplified general perturbations 4 (SGP4)
[121] is used in conjunction with the US Naval Observatory vector astronomy soft-
ware (NOVAS) library [9] to propagate the TLE in order to obtain the position
information for the sun, the observer and the RSO for a specified sampling rate. To
simplify coordinate transformations, the origin of the Blender coordinate system was
considered to be the centre of mass of the Earth, which is the origin of the true
equator mean equinox (TEME) coordinate system. TEME was selected as it is the
coordinate system used by both TLEs and SGP4.

At each timestep, a visibility check is performed to ensure that the RSO is both
illuminated by the sun and visible to the observing sensor. The conditions used to
determine visibility for a ground-based sensor are as follows:

• RSO elevation > 15° above horizon from the perspective of the observing sensor.
At lower elevations the reflected light travels through more of the atmosphere
making it difficult to acquire the RSO and obtain accurate measurements.

• Sun elevation < −6° below horizon from the perspective of the observing sensor.
For the optical observations to be recorded the observing sensor should not be
illuminated by the sun.

• RSO not in Earth shadow. The RSO must be illuminated by the sun for it to
be visible to the observer. This was calculated through implementation of the
conic shadow model provided by Hubaux [50].

When the object is determined to be visible to the observer the vectorised position
information of the sun, RSO and sensor are recorded in the TEME coordinate system.
If the RSO is not visible no information is recorded and the simulation is propagated
forward in time until it becomes visible or reaches the end of the pass specified by
the user. The recorded ephemeris information is used as input to initialise the second
phase of the simulation environment, the 3D rendering step.

3https://www.space-track.org/
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3.2.2 3D Rendering Step

The 3D rendering step takes in the ephemeris data for the three primary components
(the RSO, the ground-based sensor and the sun) as well as a textured geometric
model of the RSO and produces a photo-realistic image of the object as it would
appear to the telescope/light curve sensor on the ground. Blender was selected as
the rendering software as previous research has shown it to be an effective tool for
simulating realistic light curves [62, 84]. Blender is an open source 3D rendering
software, which has a built-in physically based probabilistic ray-tracing engine called
Cycles. During the development of the simulation environment, Blender 2.80 was the
most updated stable release, so it was the version used for the following simulations.
More recent work has utilised updated versions of Blender, specifically versions 2.90
and 2.92.

Prior to the simulation of a pass in Blender, there are a number of configurable
options including the initial orientation and rotation period of the object as well as
specific camera settings depending on sensor configuration. These parameters can
be controlled by the user to model specific tracking scenarios or initialised randomly
from a range of possible options during the generation of simulated dataset. Once
initialised, Blender simulates images of the rotating object for the duration of the
pass using the Cycles ray-tracing engine. This sequence of images is then passed into
the light curve extraction step, which is the third and final step in the simulation
pipeline.

The following subsections outline key settings that were selected in Blender in order
to simulate the primary components.

Sun

To simulate the sun, a default Blender sun lamp was used, which provides light of a
constant intensity emitted in a single direction from infinitely far away. Consideration
was included for the colour of the sunlight by setting the black body shader node
in Blender to a temperature of 5778K, which controls the colour of the light from
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the sun node. The intensity of the sunlight impacting the model was set to be
1062W/m2. This was determined to be the intensity of the sunlight in the visible
spectrum impacting on objects in Earth orbit [97]. No consideration is made for small
changes in intensity at different altitudes and all incoming light rays are considered
parallel.

Camera

Blender provides a default camera object with a number of options for customisation.
This allowed multiple cameras to be created with the aim of simulating the various
sensors that were used to collect the real data. These camera objects are then saved
into the Blender file and can be selected during the simulation process. All cameras
are set to record imagery in grayscale as is common for astronomical cameras used for
tracking (e.g. EOS camera data used in experiments). Additionally, the OpenEXR
format was used to output the simulated imagery with the gamma correction set
to 1.0 and a linear transform used to prevent the corrections that Blender normally
applies to image data for visual effect. The cameras were also simulated to have the
same ground-based position as the telescopes used in our real-data acquisition (see
Section 3.3 below), in order to facilitate comparison across the datasets.

Object Models

The GUI in Blender allows the modelling and visualisation of complex objects and is
developed to handle highly detailed models with a range of materials and textures.
In a similar manner to the cameras, object models stored in the Blender file format
can be selected to be used during the simulation. The materials used for the models
are also controllable during the simulation run time as opposed to having to store the
same object multiple times to test the effect of different materials on the light curve.

Additionally, Blender supports a wide range of common 3D formats, allowing object
models developed in other programs to be imported into the simulation environment.
This has been useful for initial simulation testing as a number of models have been
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Figure 3.2 – Blender-based rendering of a model of the Topex satellite. The ray tracing
engine used with Blender allows for complex effects (such as self-shadowing) which
improves the fidelity of simulated light curve profiles.

downloaded from the NASA 3D model website4. An example of one of these models
rendered in Blender is depicted in Figure 3.2. Self shadowing and secondary re-
flections, where light is reflected from one surface onto another, are captured by the
Blender ray-tracing engine which enhance the realism of the simulated measurements.

Motion Blur Implementation

During initial testing of the simulation it was determined that to emulate real light
curves the object must continue to rotate during the image exposure as it does in
the real world. Previous simulations using the FFM rotate the object to a certain
orientation and use the normal vectors of the facets at this orientation to calculate the
light reflected in the direction of the observer. However, for objects that are rapidly
rotating or for simulations involving long exposures, the change in orientation of the
normal vectors during exposure affects the intensity of the light reflected towards the

4https://nasa3d.arc.nasa.gov/models
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(a) No Motion Blur (b) Motion Blur Implemented

Figure 3.3 – Example of a rotating cubesat with and without motion blur implemented
in Blender. Both examples are imaged using a 1 second exposure and the same
spin parameters however motion blur is only implemented in (b). Motion blur is
an important consideration for fast rotating objects or when using a long exposure
during image capture.

observer.

This effect can be simulated in Blender by applying animation to the object and
motion blur to the scene. Figure 3.3 depicts a comparison between the rendering
of an object with and without motion blur. The simulated object is a 3U CubeSat
rotating around its x axis with spin period of 10 seconds and imaged using a 1 second
exposure. For this comparison the distance in the simulation environment has been
scaled to make the object resolvable in the image. Further analysis on the impact
that this implementation has on the extracted light curve is presented in the results
section.

3.2.3 Light Curve Extraction Step

This step processes the sequence of rendered images to determine the apparent mag-
nitude of object in each image, which enables comparisons with real light curve data.



3.2 Development of Light Curve Simulation Environment 47

The apparent magnitude is a measure of the relative brightness of an object as seen
by an observer on Earth above the atmosphere, based on an inverse logarithmic rela-
tionship defined by the following equation:

m = −2.5 log10(φq) (3.1)

where m is the apparent magnitude and φq is the photon flux of the object received
at the observer.

Consequently, very bright objects have lower magnitudes, such as the sun with a
magnitude of -26.7, whilst dimmer objects have higher magnitudes.

As the RSO is the only object within the image, its brightness can be calculated
through the integration of the pixel counts over the image. However, this brightness
is not a physically standardised system and is only self consistent when compared to
other Blender images. Thus it can not be directly converted to apparent magnitude
using Equation 3.1.

Calculation of Apparent Magnitude in Real World Telescope Imagery

In the real world, a similar issue occurs with the brightness of an object in the image
depending on a number of factors including the optical observing system, background
noise and atmospheric conditions. Due to calibration requirements, it is difficult to
determine the exact photon flux captured by the observing sensor. However, the
instrumental magnitude for an object can be calculated using the pixel counts in an
image as outlined in [102]:

Im = −2.5 log10

(
Nap − AapSsky

texp

)
(3.2)

where Nap is the sum of the pixels in the aperture, Aap the area of the aperture (in
pixels), Ssky is the background sky signal and texp is the exposure time of the image
(in seconds).
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In order to convert the instrumental magnitude of the object in the image to a stan-
dardised apparent magnitude, the objects instrumental magnitude is compared with
the instrumental magnitude of stars within the same image. These stars have a cat-
alogued apparent magnitude enabling the conversion of instrumental magnitude to
apparent magnitude for the particular optical conditions present in the image using
the following equation:

m1 = m2 + Im1 − Im2 (3.3)

where m1 is the apparent magnitude of the object being determined, m2 is the known
apparent magnitude of an object (usually a star) and Im1 and Im2 are the calculated
instrumental magnitudes of the two objects in the image.

It is important to note that in order to achieve high accuracy using this method, the
two objects should be relatively close in angular distance. As the angular distance
between the objects increases, it becomes more likely that the light from each object
is passing through different atmospheric conditions and thus will reduce the accuracy
of the calculated apparent magnitude. In particular, this can become an issue when
using a sensor with a wide field of view.

Thus in the real world the apparent magnitude of an RSO is determined by compar-
ing its instrument magnitude with that of a star with a known apparent magnitude
through the applications of Equation 3.2 and Equation 3.3. This process is known
as photometric correction and it also has the benefit of correcting the brightness of
the object for atmospheric attenuation as the apparent magnitude system is defined
to be the brightness of the object as appearing to observer on Earth above the at-
mosphere. Without photometric correction, the measured brightness of the observed
object would be dependent on the elevation as at lower elevations the reflected light
would be travelling through more of the atmosphere to reach the observer. However,
as light from the stars observed in the image with object is also travelling through
the same section of the atmosphere, it will be equally affected and therefore the
photometric correction process will remove the atmospheric attenuation effect.
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Calculation of Apparent Magnitude in Blender Rendered Imagery

Based on the real world solution, a similar approach was used to convert the brightness
of objects in Blender rendered images to apparent magnitude through comparison
with the AS BRDF applied to the FFM. Rather than producing imagery, the FFM
takes the intensity of the sunlight as an input in W/m2 and calculates the fraction of
light reflected towards the observer using the AS BRDF, after a correction is applied
for distance. Since the output from the model is a fraction of the intensity of the
sunlight, this can be directly converted to apparent magnitude by using the known
value of the apparent magnitude of the sun for calibration. See [38] for further detail
on this method where the authors state that the apparent magnitude of an object in
the FFM simulation can be calculated as follows:

m = −26.7− 2.5 log10

(
F

Csun,vis

)
(3.4)

where -26.7 is the value for the apparent magnitude of the sun, F is the calculated
fraction of the reflected sunlight from the object that is visible to the observer, as
determined by the BRDF and Csun,vis is the intensity of the sunlight in Earth orbit.

Subsequently, the FFM was used to create a reference point for converting the ex-
tracted sum of pixel intensities from the Blender-generated images into a corrected
apparent magnitude that could be compared to real data. A simple 1×1m flat plate
with the same material settings, was simulated at a distance of 10,000m with both
Blender and the FFM using the same object, sun and camera geometry to ensure
that reflective angles were the same.

Using the method outlined in [38] and through application of Equation 3.4, the ap-
parent magnitude of the flat plate from the FFM was determined. The instrument
magnitude of the object in the Blender simulation was then determined through Equa-
tion 3.2, which was simplified as the background sky signal (Ssky) is 0 in the Blender
simulation. Similar to the method applied when determining the apparent magni-
tude of RSOs in real imagery, this object can then be used as a calibration object to
determine the apparent magnitude of objects in Blender generated imagery.
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However, in the real world, stars have a fixed apparent magnitude for observers on
Earth, whilst the reference object created using the FFM is only accurate for the
specific distance of 10,000m as the intensity of the light is subject to the inverse
square law. Thus, objects rendered in Blender at other distances will need to be
corrected. This is done by dividing the extracted intensity by the square of the ratio
of actual distance used in Blender for a specific object to the 10,000m reference point.

A final correction must also be applied to account for the scale factor applied in
Blender to the positions of the camera, sun and object. This scale factor was found
to be required due to accuracy limitations in Blender when rendering dim objects at
extreme distances. Thus, to prevent this from occurring a scale reduction of 1,000
was applied equally to the position information for all three components. This scale
reduction is corrected for by dividing the measured Blender intensity by the square
of the scale factor so that an accurate comparison can be made with real world data.

These corrections are applied to Equation 3.3, resulting in the final equation that was
used to convert the sum of the Blender pixel intensities in an image to the apparent
magnitude:

m1 = mff − Imb
− 2.5 log10

 B

texp · ( d
dr
· scale)2

 (3.5)

where mff is the apparent magnitude of the flat plate at 10,000m determined using
the flat facet model, Imb

is the Blender instrumental magnitude of the flat plate at
10,000m, B is the sum of the pixel intensity of the object extracted from the Blender
rendered image during the camera exposure, expressed in counts (dimensionless),
whilst texp is the exposure time in seconds. The parameter d is the distance between
the object and the camera used in Blender, which is expressed in metres, whilst dr is
the distance used for the reference object which was 10,000m. Finally, scale is the
dimensionless scale factor that was applied to the object, camera and sun positions
when inputting them into the Blender simulation. This scale factor is typically set
to 1,000 in order to reduce the distances used in the simulation, as the accuracy of
Blender simulations decreases at extreme distances.

Using Equation 3.5, the calibrated apparent magnitude of the Blender rendered object
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Figure 3.4 – EOS Site Locations, Site A is located at Mt Stromlo near Canberra on
the east coast of Australia, while Site B is located at Learmonth on the west coast
of Australia. Photographs provided by Ian Ritchie and Dr Francis Bennet

can be extracted from each image to produce a light curve from the sequence of
images, allowing for direct comparison with real light curve data. As measurements
are recorded in the apparent magnitude system, atmospheric extinction does not need
to be incorporated into the simulation environment provided comparisons are made
with light curves that are also recorded in the apparent magnitude system. The
determined apparent magnitude was recorded along with the ephemeris information
at each time step and the other parameters used in the pass. After processing, the
Blender rendered images are deleted to reduce data storage requirements.

3.3 Extraction of Real Light Curves

As part of the validation process for the light curve simulation environment, an au-
tomated data processing pipeline has been developed to extract light curves from a
sequence of EOS telescopes images. EOS is an Australian based company who op-
erate six optical telescopes at two sites in Australia [11] and have provided the real
observational data that is presented in this chapter. Figure 3.4 depicts the location
of these two sites on a map of Australia as well as providing an image of both sites.

EOS telescopes typically operate in rate tracking mode, meaning that the telescope
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follows the apparent movement of a specific RSO. Consequently, the tracked RSO
appears as an unresolved circular blob in the centre of the image. Other RSOs and
stars can appear as either streaks or circular blobs depending on their relative in-
frame velocity to the object being tracked, the movement of the telescope and the
camera’s frame rate. Figure 3.5 displays two examples of typical telescope imagery
produced by EOS during object tracking as well as the output object detection masks
which are produced as part of the light curve extraction process.

In Figure 3.5a the telescope is tracking a MEO object, which is clearly visible in
the centre of the image. The movement of the telescope tracking the object causes
the background stars to appear as elongated streaks in the imagery, enabling simple
classification between the RSO and the background stars. A more challenging example
is presented in Figure 3.5c, where the telescope is tracking a GEO object, which is
again visible at the centre of the image. Additionally, in this image there is a second
RSO that is located in the top right quadrant of the image. As the telescope is
relatively stationary during the image exposure, the stars appear less elliptical and it
is more difficult to determine if the objects in the image are stars or RSOs.

Upon examination of the EOS telescope imagery, initial consideration was given to
utilising the orbital state of the tracked object to assist with the object detection.
However, this approach would require an accurate orbital state and potentially re-
strict the algorithm to detecting RSOs that had previously been catalogued. Subse-
quently, it was determined that the algorithm should be able to operate without any
provided positional knowledge of the object. While this makes object detection more
challenging it enables the algorithm to detect uncatalogued RSOs.

The developed algorithm processes a sequence of EOS telescope imagery and extracts
the apparent magnitude for the RSO in each image which is then recorded to generate
the light curve for the pass. When multiple RSOs are detected within a sequence of
images, a separate light curve is generated for each RSO.

The initial step in the algorithm is to detect the objects of interest (both stars and
RSOs) within the image and calculate the instrument magnitude for these objects.
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(a) Example 1: Raw Telescope Image (b) Example 1: Object Detection Mask

(c) Example 2: Raw Telescope Image (d) Example 2: Object Detection Mask

Figure 3.5 – Examples of non resolved RSO imagery collected by an EOS sensor
and the object detection masks output but the light curve extraction algorithm.
Example 1: Simple detection case with object in the centre of the image and stars
visible as clear streaks. Example 2: More challenging case with stars appearing
less elliptical and multiple RSOs present in the image.
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As part of pre-processing, sensor specific noise is removed from the image using Equa-
tion 3.6 as outlined in [102].

Reduced Frame = Raw Object Frame−Bias Frame−Dark Frame
Normalised F lat Frame

(3.6)

The open source Python library PhotUtils5, is then utilised to produce a mask of all
bright objects detected within the image and to provide statistics on each of these
detections. This includes determining the area of the aperture for each identified
object and the pixel counts within the aperture. With the bright objects identified
in the image through the masking process, PhotUtils is then used to calculate a
2D gridded background sky brightness for the image. Using this information and
the recorded image exposure time, allows for the conversion from pixel counts to an
instrumental magnitude using Equation 3.2.

Using the provided telescope pointing information at the start and end of image
exposure, the movement of the telescope is modelled to estimate both the expected
star streak length and expected movement of stars between frames. This information
combined with the movement of the detected objects within the image is used to
classify objects as either RSOs, stars or noise. This process enables not only the
detection of RSOs that appear as circular blobs but also the detection of RSOs that
are streaking through the image. Once a star or RSO is initially detected in a frame,
the position and brightness information are recorded enabling tracking of a specific
star/RSO through a sequence of frames and assisting with subsequent detections.

Figure 3.5b and Figure 3.5d depict examples of the output detection mask after noise
has been removed and the remaining objects have been classified as RSOs or stars.
In these masks, RSOs are depicted as green while complete stars streaks with both
endpoints visible are white. The blue streak in the bottom section of Figure 3.5b is
identified as a partial star streak with only one endpoint visible. A secondary RSO
in Figure 3.5d is correctly detected in the top right quadrant of the image.

5https://doi.org/10.5281/zenodo.4049061
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The stars in the image are passed into a star mapping algorithm which uses the
telescope pointing and the geometrical relationship between the stars to identify them
as specific stars in the UCAC4 catalogue [136]. While the star mapping is typically
performed on each image, it requires a minimum of four complete or partial star
streaks with a visible endpoint to ensure accurate mapping. During LEO tracking,
star mapping often occurs over multiple images before reaching convergence, as star
streaks are significantly longer resulting in fewer stars being detected.

Once the star identification process is complete both astrometric and photometric
correction is applied to the RSOs. The astrometric correction removes any telescope
pointing error, while the photometric correction enables the conversion from sensor
specific instrumental magnitude to apparent magnitude using Equation 3.3. System-
atic photometry errors in the UCAC4 catalogue are estimated to be approximately
0.05 to 0.1 magnitudes [136]. Subsequently, to reduce errors caused by individual
stars, a linear regression is performed on the magnitudes of all the identified stars
in the image to improve the photometric correction performance. This process is
repeated over the sequence of images captured in the track to record the apparent
magnitude of the object in each image resulting in the final output of a light curve.

To reduce noise associated with background stars in the output light curve, the astro-
metrically corrected RSO location was cross-referenced with the UCAC4 catalogue. If
any background stars brighter than magnitude 15 were within a 10” threshold of the
RSO, the apparent magnitude of the RSO was not recorded for that image. This step
was found to be necessary to ensure that sudden rapid increases in an RSO’s detected
magnitude were actually caused by a change in the brightness of the RSO rather than
the influence of a nearby star. Note that the determined threshold distance of 10”
is specific to the telescope and camera parameters that were used to collect the real
world observations. Subsequently, this value should be determined by the user when
implementing this method on other systems.
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Figure 3.6 – Extracted Light Curve and Spin Analysis for a SpaceX Falcon 9 Stage 2
Rocket Body, NORAD ID: 40108. The light curve depicts a cyclical pattern, indi-
cating it is rotating, with a variation in amplitude of approximately 1 magnitude
between peaks and troughs. Lomb-Scargle analysis shows a strong peak at 41.3
seconds. This represents a half rotation of the rocket body due to its symmetry,
so the spin period was determined to be 82.6 seconds.

3.4 Results

3.4.1 Extracted Real Light Curve

The left hand side of Figure 3.6 depicts a light curve that was extracted, using the
algorithm outlined in Section 3.3, from observations of a SpaceX Falcon 9 stage 2
rocket body (NORAD ID 40108). The imagery was captured at an average sampling
rate of 1Hz for approximately 20 minutes on the 7th of July 2019 using the 0.7m
telescope at Mt Stromlo.

The cyclical pattern present in the light curve indicates that object 40108 is rotating.
This was confirmed by applying the Lomb-Scargle analysis [87, 104] to the light curve,
with a strong peak evident in the Lomb-Scargle power plot on the right hand side of
Figure 3.6 at a period of 41.3 seconds. This period actually represents a half rotation
of the rocket body, which, given its symmetrical nature, experiences a bright peak
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followed by a dim trough twice per rotation and thus has a spin period of 82.6 seconds.
This can also be observed through the pattern in the dim troughs in the light curve
visible in the lower section of the graph (higher magnitude) where every second trough
is slightly dimmer. The consistent difference between these lower troughs indicates
that the object is not exactly symmetrical and increases confidence in the extracted
spin period of 82.6 seconds.

A further trend visible in the light curve plot is the general increase in magnitude
throughout the duration of the pass. It is thought that this trend is a result of the
gradual decrease in the phase angle measured during the pass. However, it could also
be a function of a slow precession of the rocket body around a secondary axis. The
phase angle is the angle measured between the direction of the incoming flux (light
from the sun) and the direction of the observer.

3.4.2 Comparison between Simulated and Real Data

To compare a simulated light curve with the extracted real light curve presented
in Figure 3.6, a simple rocket body was modelled in Blender based on approximate
dimensions of the second stage of the SpaceX Falcon 9 rocket. It was modelled as
a cylinder with a nozzle extruding at the base and a small nose cone at the tip.
A rendered version of the model used for the simulation is visible in Figure 3.7a.
Additionally, a simple cylinder without the nose cone and the nozzle, depicted in
Figure 3.7b, was simulated to be the same diameter and length as the SpaceX rocket
body as a source of comparison.

The TLE for object 40108 was propagated in Python using SGP4 to the start of
the observation period and positions for the rocket body, the observing telescope at
Mt Stromlo and the sun were recorded at 1 second intervals for the duration of the
observed pass. This information was then input into the Blender simulation environ-
ment and the SpaceX model was rotated on both its x and y axes separately using
the spin period of 82.6 seconds determined by the Lomb-Scargle analysis presented
in Figure 3.6.
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(a) SpaceX Stage 2 Falcon R/B Model (b) Simple Cylinder Model

(c) Comparison between Blender Simulated Data and Real Light Curve

Figure 3.7 – Initial Validation of Simulation Environment. A good convergence was
found between the simulated light curve for the rocket body (black) and the real
light curve of the SpaceX rocket body extracted from EOS imagery (red). The sim-
ulated light curve of the simple cylinder model is included for comparison (blue).
The models used in Blender for the rocket body and the simple cylinder are dis-
played in (a) and (b) respectively.
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A good convergence was found with the real light curve for the case when the sim-
ulated SpaceX model was rotated about the x axis. This light curve is presented in
Figure 3.7c along with the extracted light curve and the simulated light curve from
the cylinder rotated around its x axis. In particular, note that the pattern identified
earlier where every second trough is dimmer is present in the simulated light curve
for the rocket body. Based on the simulation these troughs were found to correspond
with the nozzle of the rocket facing the telescope, whilst the slightly brighter troughs
(first evident at an approximate apparent magnitude of 8.75 at 40 seconds) occur
when the nose cone of the rocket is facing the observer. The peaks on the graph cor-
respond to when the full face of the cylindrical part of the rocket body was observable
to the telescope.

Whilst the light curve for the simulated simple cylinder has a similar oscillation to
the other light curves, the pattern present in every second dip is not evident. The
cylinder has a higher apparent magnitude at the peaks as the length of the cylinder
used was the total length of the rocket body including the nozzle and nose cone, so
the face of the cylinder has a larger area than the face of the rocket body. The nozzle
and nose cone for the rocket body were also found to be more reflective than the ends
of the cylinder when facing the camera resulting in lower dips in the light curve of
the cylinder. Additionally, the peaks in both the rocket bodies light curves appear to
have small features and disturbances whilst the cylinder has smooth peaks. This is
hypothesised to be as a result of side-on reflections from the nozzle which are present
for the rocket body but absent from the cylinder simulation.

Furthermore, all three light curves also feature the general trend of increased bright-
ness that was identified previously. This indicates that this trend is more likely to
be a result of the decreasing phase angle than a complex spin effect, as both the
simulated objects are only rotated around their x-axis.
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Figure 3.8 – Light Curve Comparison of Motion Blur Implementation (3U CubeSat).
While the same general shape is present in both light curves, small differences
are observable between the two cases. Of note is the peak that is apparent at
approximately 10 seconds in the black light curve (motion blur applied) but not in
the red light curve (no motion blur).

3.4.3 Motion Blur

Figure 3.8 depicts a comparison between two light curves generated using the Blender
simulation environment for the case when motion blur is applied compared with no
motion blur. The light curves shown are extracted from a simulation of the 3U
CubeSat depicted in Figure 3.3, rotating around its x axis with spin period of 10
seconds.

While the general shape and pattern present in both light curves is quite similar,
small differences are clearly observable in a number of the light curve features. This
is particularly evident at approximately 10 seconds into the pass where a distinct
black peak is visible in the motion blur applied light curve that is not captured by
the light curve generated without motion blur. This peak is clearly visible in both
light curves at other points during the pass in both light curves indicating that it is
not a spurious peak. Additionally, further differences are notable between the two
light curves in the magnitudes of the brighter peaks and the shape of the dimmest
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troughs.

3.5 Discussion

Although additional work is required to validate the Blender simulation environment,
initial comparisons with rocket body light curves show good similarity between the
real extracted data and the simulated data. This close similarity, particularly when
contrasted with the differences to the simulated light curve of the cylinder, emphasises
the importance of using more complex models to generate realistic light curves. Al-
though the general shape of the cylinder is the same as the rocket body, the addition
of the nozzle and nose cone has a significant effect on the resultant light curve.

It should be noted that the troughs corresponding to the nozzle are slightly dimmer
in the simulation than in the real light curve. This potentially indicates that the size
of the nozzle should be increased or a more reflective material should be used in the
simulation in order to better represent the real object. Future development of the
simulation environment will include creating realistic models of other space debris
and performing further validation with extracted light curves to ensure that realistic
light curves are being generated for a variety of shapes and models.

The inclusion of self-shadowing in the Blender modelling will allow for the simulation
of more realistic light curves for convex objects and objects with large extrusions (e.g.
solar panels). For these kinds of objects significant portions of the satellite may be
shadowed by the solar panel or the body of the satellite may prevent reflections from
the solar panel from reaching the observer. Additionally, motion blur has been shown
to have an effect on the generated light curve, particularly for objects that are rapidly
rotating or when longer exposures are used. Whilst these may seem like small details,
it is expected that these are the kind of features that will allow a machine learning
algorithm to differentiate between light curves associated with different shapes and
models.

The visualisation aspect of the GUI built into Blender has also proved useful in
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analysing how small changes in the model affect the light curve. This was evident in
the work with the rocket body where analysis of the simulation allowed the orientation
of the rocket body to be determined when specific features in the light curve were
generated.

In terms of current differences between the simulated light curves and extracted light
curves, images are currently simulated with no gap in exposure between images.
This differentiates them from EOS sensors which have a slight gap between images
primarily to allow for readout time. Subsequently, the real light curves may be missing
information compared with the simulated data, particularly for objects with a high
spin rate. Furthermore, the EOS sensors currently use an adaptive algorithm to
determine the exposure time to use during a pass depending on the brightness of the
object and the mode of the telescope. This means that the exposure time sometimes
changes during the course of a pass. Future analysis will be done to determine whether
either of these differences have a significant effect on the simulated light curve and if
so they will be replicated in the simulation environment.

Finally, comparative to the FFM, one of the detriments of the Blender simulation
environment is that it is significantly more computationally expensive. Tests on a
CPU with 12 cores simulating a 30 minute pass resulted in the generation of approx-
imately 1 light curve per hour, while a NVIDIA GeForce 1080 Ti graphics cards was
able to generate a light curve in 15 minutes. The simulation environment has now
been modified to be run in parallel on the GPU, enabling an improvement to 10 light
curves per hour per GPU.

3.6 Summary

A high-fidelity Blender based simulation environment has been developed for the
generation of light curves of rotating space objects. The simulator allows complex
geometric models as input and includes self-shadowing as well as motion blur. Initial
validation through comparison with a real light curve of a SpaceX stage 2 rocket body
show a close similarity between the simulated and real light curve. Further validation
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will be performed in the future comparing simulated light curves with real light curves
for other objects.

In the wider context of the thesis, the simulation environment developed in this
chapter enables the generation of a large, well-labelled dataset of realistic light curves.
This dataset will be used in order to train a complex neural network model with
the aim of performing simulation-based transfer learning to improve classification
performance on real world light curve datasets. Increasing the similarity between the
simulated and the real data reduces the requirement of extensive retraining during
the transfer learning process when applying the network to real data. The simulation
environment also provides an avenue for exploring the relationship between RSOs
and their light curves in a controlled environment and without the requirement of
obtaining real world telescope time.



Chapter 4

Simulation Transfer Learning for
Space Object Characterisation

4.1 Introduction

It has been demonstrated in the research reviewed in Chapter 2 that it is possible to
classify the shape of objects using simulated light curves. Observations on trends in
real light curve data have also identified that similarly-shaped objects often produce
light curves with a similar pattern. However, attempts to apply classification methods
to real data have proven to be less successful due to a lack of real data and differences
between the complexity of the simulated and real light curves. Recent results suggest
that deep learning is more suitable to dealing with classification of data with highly
complex decision boundaries, however these methods rely on large and well-labelled
datasets to be most effective. Transfer learning is known to be an effective way of
increasing the performance of neural networks, particularly in cases where the dataset
is small.

In this chapter, a novel approach to data-driven RSO characterisation is developed
that overcomes the limitations of small training datasets by using a process of “sim-
ulation transfer learning”. Transfer learning is a process by which the performance
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of a model on a machine learning task is improved by utilising knowledge acquired
from an initial model that has been previously trained on a related task. When this
initial model has had access to a large and extensive training dataset, it can boost the
performance in the new task for which the available training dataset is much smaller,
even when the task is not exactly the same.

This chapter builds on the research presented in Chapter 3, by using the developed
simulation environment to generate a high-fidelity simulated light curve dataset. This
simulated dataset is then used for the purpose of pre-training a neural network in order
to improve classification results on a real light curve dataset.

The key contribution of this work is to demonstrate a framework for simulation trans-
fer learning from light curve data, in which the initial model is trained using a high
fidelity simulation of the real task (i.e. simulated light curves of RSOs). In the
developed approach, a neural network is first trained on a large simulated dataset,
before the weights of this network are used to initialise a separate neural network
which is trained on smaller real light curve dataset using a process of “fine-tuning”.
Results illustrate that this approach out-performs models for RSO characterisation
that were trained purely on either the real dataset, or simulation data alone. The
specific contributions of this chapter are:

1. Development of a CNN model for RSO shape classification that performs effec-
tively on both simulated and real data.

2. Demonstration that transfer learning improves classification performance on
real light curve data and reduces the need for large well-labelled real light curve
datasets.

The methodology for this approach is provided in Section 4.2 including the develop-
ment of the classification model, an overview of the relevant datasets and an expla-
nation of the transfer learning process. The results are presented in Section 4.3, with
a brief examination of some of the properties of the real EOS light curves that were
collected. This is followed by the presentation of the object classification results for
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each of the datasets and the transfer learning results on the real light curve datasets.
In Section 4.4 these results are discussed and compared to previous results in the
literature. Finally, an overview of the key findings and conclusions are provided in
Section 4.5.

4.2 Methodology

4.2.1 Problem Setup

Light curve data is univariate time series data, with observations of the RSO’s appar-
ent magnitude recorded at specific time steps. When time series data has a uniform
sampling rate, the measured data can be input directly into a neural network with
no additional pre-processing steps required. However, many real sensing systems
use an adaptive sampling rate based on the brightness of the object relative to the
background noise in order to improve RSO detection and tracking, which results in
non-uniform sampling of the light curve data. Even in cases where the collecting
sensor has a fixed sampling rate, the extracted light curve will generally have miss-
ing observations resulting in non-uniform sampling due to star overlaps, intermittent
cloud and rapid dimming of the RSO.

To overcome this issue, interpolation was considered in order to convert the data to a
uniform sampling rate during post-processing. However, as a result of the combination
of the uneven sampling rate and the missing data, it was determined that interpolation
would require too many assumptions about the structure of the data, which could
result in the introduction of errors and biases that were not properties of the original
data.

Another option that was investigated was the transformation of the data into the
frequency domain, using the Lomb-Scargle Periodogram [87, 104] to obtain the power
spectrum as a function of the frequency. While this resolves the uneven sampling
issue, it was found during initial testing that as a result in the high variance in
spin periods between objects, information was condensed at different regions of the
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frequency domain. This required either selective sampling of the frequency domain to
obtain an appropriate frequency window for each light curve or inputting data that
was sparsely sampled, with only small sections containing useful information.

In order to simplify the data pipeline and reduce the risk of human selection adversely
impacting the results, it was determined that the time data should be input directly
into the neural network along with the magnitude data. This enables the network
to learn features that will identify when there are gaps in the data or changes in the
sampling rate and take this into account. In addition to the apparent magnitude and
time, it was decided that the phase angle and object range information should also
be input into the network at each time step. This is because aside from the RSO’s
physical characteristics, these are the two parameters that affect the brightness of the
object.

Subsequently, at a given time step t, an observation z is recorded containing four
separate measurements:

zt = {mt, dtt, φt, rt} (4.1)

where m is the apparent magnitude of the object, dt is the time in seconds since
the previous observation, φ the phase angle and r is the range of the RSO from the
observing sensor.

The input light curve to the network, x is created from a series of observations
collected sequentially:

x = {z1, z2, ..., zT} ∈ R4×T (4.2)

where T is the total number of unique time steps where observations were collected.

The task of light curve shape classification is to find the predictive function f that
maps in an input light curve x to a corresponding unique shape class label y ∈
{1, ..., C} such that:

f : x→ {1, ..., C}, (4.3)

where C is the number of possible unique shape classes.
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Thus, as there are four measurements at each observation timestep, the input to the
network is multivariate time series data as opposed to univariate time series data.

4.2.2 Classification Model Development

In the literature presented in Section 2.6, it was found that there are two deep learning
model types, 1D-CNNs and RNNs, that have commonly been used as the predictive
functions for RSO shape classification, as well as various combinations of these model
types. However, the overview of the deep learning on the general domain of TSC
in Section 2.6.1 suggests that RNNs are more applicable for time series forecasting
applications, while 1D-CNNs are better suited for TSC. Subsequently, in this chapter,
a 1D-CNN architecture was selected as the primary model architecture.

One-Dimensional Convolutional Neural Networks

1D-CNNs are typically comprised of a series of convolutional layers, followed by fully
connected layers. The convolutional layers contain a specified number of filters of a
certain width, which are convolved with the input to extract features. As the filters
are generally shorter than the input, they act as a sliding window, commencing at
the start of the input and convolving with each section as they move towards the
end of the input. Equation 4.4 depicts the general form of a single convolution with
one filter for a section of univariate time series input with a centered timestamp t as
provided in [54]:

Convt = f(ω ∗Xt−l/2:t+l/2 + b) | ∀ t ∈ [1, T ] (4.4)

where Conv is the result of a convolution applied on a univariate time series X of
length T with a filter ω of length l, a bias parameter b and a final non-linear function
f (e.g. ReLU), with ∗ denoting the convolution operator.

In the case of the univariate time series data, the filter is one-dimensional (time).
This formulation can be extended to multivariate time series data by adding a second
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dimension to the filter that is equal to the number of measurements at each timestep
(i.e. four for the input light curve data).

Both the weights in the filter ω and the bias b are trainable parameters, which are
updated using backpropagation and gradient descent-based optimisation in order to
extract the most informative features from the input. It should be noted that when
multiple filters are used for a specific layer, each filter learns its own set of weights and
subsequently extract different features from the input. As the light curve is passed
through the series of network layers, first convolutional and later fully connected
layers, it is transformed into a tensor of extracted features, initially related to small
local regions of the light curve. The further the light curve progresses through the
network, the larger the receptive field becomes and subsequently the features encode
more information.

For a classification task, the final output layer of the network is a fully connected layer
with the same amount of neurons as the number of unique classes C for a specific
dataset. Softmax activation is applied to the output of this layer to convert the values
into a normalised probability distribution and determine the predicted class y for a
specific input light curve x. For further discussion and detail on the operations of
convolutional layers in neural network architectures, the reader is referred to [42].

Overview of Selected Network Architecture

The network diagram of the 1D-CNN that has been selected for this chapter is dis-
played in Figure 4.1. This diagram also provides information about various network
spatial parameters, such as the number and type of layers utilised as well as the size
of specific layers. These parameters were selected after an initial grid search was per-
formed to determine the optimal number of convolutional and fully connected layers
as well as the size and width of various layers. This grid search was performed for
both real and simulated light curve datasets before the final selection of the network
parameters, which are provided in Table 4.1 along with the parameters that were
considered during the grid search. While these parameters are not optimal for all
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Figure 4.1 – 1D-CNN Architecture for RSO Shape Classification from Light Curve
Data: The first section of the network consists of two 1D-convolutional layers,
with each convolutional layer followed by a max pooling and batch normalisation
layer. A flatten layer is then used to enable the feature vector to be input in to the
fully connected section of the network. Three fully connected layers are used with
softmax activation implemented on the final output layer of the network to output
the model prediction. ReLU activation is used in all other layers

the datasets used in this research it was decided that for simplicity and ease of com-
parison, a standardised network with fixed network parameters would be applied to
all of the datasets. It is expected that small gains in performance could be achieved
through a more in depth search of the parameter space for specific datasets presented
in this paper.

The 1D-CNN configuration that was selected has two convolutional layers with each
convolutional layer followed by a max pooling layer and a batch normalisation layer.
For each convolutional layer a stride size of three was used for the convolutions and
padding was not used. After the convolutional layers the parameters are flattened to
be fed into the fully connected section of the network. Three fully connected layers
are then utilised with dropout and batch normalisation implemented between each of
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Table 4.1 – Selected Network Parameters for the 1D-CNN Model

Selected
Parameters

Parameters Considered
in Grid Search

Convolutional Layers 2 [1, 2, 3, 4, 5]
Fully Connected Layers 3 [1, 2, 3, 4, 5]

Conv Layer 1: Filter Width 100 [20, 50, 100, 150, 200]
Conv Layer 2: Filter Width 50 [20, 50, 100, 150, 200]

Number of Filters 64 [10, 25, 50, 75, 100]
FC Layer 1: Width 512 [64, 128, 256, 512, 1024]
FC Layer 2: Width 128 [32, 64, 128, 256, 512]
Max Pooling Size 4 [1, 2, 3, 4, 5]

the fully connected layers.

Dropout is a regularisation tool that is commonly used during the training of a
deep neural network to help limit overfitting [118]. For each new batch, neurons
are randomly switched off at a user specified rate, preventing the model from relying
too heavily on specific features and promoting generalisation. In inference mode,
dropout is not used as it would increase the variability in the output classifications,
as each input would be processed by a slightly different model.

ReLU activation is used for both the convolutional and the fully connected layers, with
the exception of the final output layer. Softmax activation is applied to the output
of the final layer and it is used to determine the model’s classification for a given
input. Thus, the number of neurons in this final layer changed to match the number
of classes for the specific dataset that was being evaluated. During training, cross-
entropy loss is used to calculate a loss value that is then back-propagated through
the network to update the network parameters.
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4.2.3 Overview of Light Curve Datasets

In this chapter, three light curve datasets have been used to evaluate the devel-
oped shape classification model and determine the effectiveness of simulation transfer
learning:

• Blender Simulated Dataset: This is a simulated dataset that was generated
using the simulation environment developed in Chapter 3.

• EOS Dataset: This a dataset of real light curves that have been extracted
from EOS telescope imagery using the method presented in Section 3.3.

• MMT Dataset: This dataset has been sampled from a publicly available
database1 of real light curve observations of satellites and space debris collected
using the MMT automated telescope system [14], which is located in the Cau-
casus mountain range in southern Russia.

The following sections provide a brief overview of each of these datasets.

Blender Simulated Dataset

The Blender based simulation environment has been used to generate a dataset con-
taining 4,500 light curves for 13 different satellite models. These models were selected
based on the expected object shapes of RSOs, with groups of similar shaped objects
(e.g. cylinder and rocket body) included in order to make the classification task more
challenging. Rendered images of these models are depicted in Section A.1. Typically,
models contain a variety of materials with different reflectivity properties. These re-
flectivity properties were set to fixed specific values in Blender for each material based
on real world values for similar materials and the effect of aging is not considered.
A brief examination of the effect of variations in the material properties for specific
object components on the output light curve is presented in Section A.2.

1https://mmt9.ru/satellites
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The light curves were sampled at 1 second intervals for the duration of a 30 minute
track, resulting in 1800 observations per light curve. A number of TLEs for various
RSOs with different orbital parameters were used during the initialisation step in order
to simulate passes with a variety of phase angles and range conditions. Additionally,
the starting orientation of the model was generated randomly, while the rotation
period was sampled from a range of five possible integer values between 10 seconds
and 300 seconds.

In this research, all rotation is simulated to be around a single axis which is randomly
selected from one of the three primary body axis of the object and a stable rotation
using the selected rotation period is then applied to the selected axis. These rotation
profiles were selected to provide a wide range of different conditions, as well as to
approximately represent spin states that were found to be typical in observations of
rotating debris objects. Currently, the more challenging rotation profiles of tumbling
and very slowly rotating objects has not been included in this dataset, however these
will be an area of focus in future research as well as the rotation profiles of active
objects.

The Blender simulated data was initially generated with a uniform length and 1
second sampling rate. In contrast, real light curve tracks typically have a non-uniform
length and sampling as well as missing observations due to signal interference from
background stars and clouds. These effects were also recreated in the simulated light
curves through post processing in order to capture their impact during model training
and thus to allow them to be accounted for in the models used for processing real
data.

Subsequently, the length of the simulated light curves was changed by using Gaussian
distributions to randomly select the start and end indices, with the condition that
each light curve must contain more than 100 observations. The sampling rate was
randomly selected with approximately 60% set to 1Hz, 30% set to 0.5Hz and 10%
set to 0.33Hz which were the three most common sampling rates in the EOS dataset.
Unlike the EOS dataset, the sampling rate does not change over the course of the pass.
Gaussian distributions were also used to randomly select the number of observations
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to remove in order to simulate bright stars passing behind the object and clouds
passing between the sensor and the object.

EOS Dataset

Commencing in June 2019, a tracking campaign was conducted for the purpose of
light curve analysis with EOS sensors collecting imagery on a number of different
RSOs. Using the light curve extraction algorithm presented in Section 3.3, more
than 2,000 light curves were extracted from EOS imagery collected between June
2019 and August 2020.

As an initial pre-processing step, Lomb-Scargle analysis was applied to the light
curves, in conjunction with manual inspection, to identify if rotational features were
present. The Lomb-Scargle periodogram is known to be effective at detecting and
characterising periodicity in unevenly sampled time series data [124]. Thus, when
applied to light curves, it is useful at identifying periodicities associated with the ro-
tation of the object. To illustrate this point, an example of Lomb-Scargle periodogram
applied to an EOS light curve is presented in Section 4.3.1.

A non-rotating or very slowly rotating object will typically only have one face visible
to the observer during a pass. This is often the case for active satellites which have
operator controlled attitude. The resultant light curve will be relatively flat and not
provide enough observable information in a single pass to classify the object as a
specific shape or configuration. In this case, configuration refers to a specific type of
a shape class (e.g. rocket body is the shape of the object and a Falcon 9 rocket body
is a specific configuration of the rocket body shape class). For classification purposes
any objects that were determined to be non-rotating were removed from the dataset.

The remaining light curves were examined and then further filtered based on photo-
metric quality, which is primarily affected by atmospheric conditions such as cloud
cover. Any light curves with large gaps or significant portions of cloud cover which
was not corrected by photometric correction processes were removed from the dataset.
Additionally, a minimum threshold of ten light curves was required for a shape/con-
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figuration class to be included in the final dataset used for classification as a number
of RSOs were only tracked once or twice during the collection period.

The resultant EOS light curve dataset consists of more than 900 light curves for 9
different configuration classes and 22 unique objects. During the tracking campaign
there was an initial focus in tracking rocket bodies as they are typically large rotating
objects making them easy to track and analyse. This has resulted in a skewed dataset
with approximately 60% of the extracted light curves obtained from the three main
rocket body configuration classes. Additionally, there are only a small number of
unique RSOs for each class, with 3 classes only containing one unique RSO. This will
limit the ability of the model to learn generalisable patterns in the light curve that
apply to a configuration class and may enable easier classification, based on rotation
periods for specific objects, rather than light curve features. Table 4.5 in the Sec-
tion 4.3.2 depicts the composition of the EOS dataset for the 9 different configuration
classes.

MMT Dataset

The MMT is an automated telescope system located in Russia that has been in oper-
ation since 2014 [14]. Light curve observations of satellites and space debris collected
from this system are publicly available and have been previously used in the literature
for real light curve classification [83]. In this case, the authors separated the light
curves into 3 general classes (satellites, rocket bodies and debris) and demonstrated
that a 1D-CNN was able to outperform other classification methods on this task [83].

In this thesis, the aim is to classify objects based on shape or object configuration
so a different approach has been taken to the MMT dataset. The MMT dataset
automatically applies phase dispersion minimisation to extracted light curves and
uses this analysis to determine the rotational state of the object. Only light curves
which have a determined rotation period and exceed 500 individual observations were
downloaded for object classification. This ensured that the majority of light curves
were relatively long with a stable rotation, resulting in repeating patterns in the light
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curves to enable the neural network to differentiate between the classes.

Using this criteria, approximately 40,000 light curves were downloaded from the MMT
database for 154 unique objects. These were manually labelled into 27 separate con-
figuration classes based on online information about the objects. Similar to the EOS
dataset, this is a very unbalanced dataset with the largest three classes containing
approximately 75% of the light curves.

MMT Balanced Dataset

As a result of the high class imbalance in the MMT dataset, a sub dataset was also
extracted from the downloaded MMT light curves to create a balanced dataset of 500
light curves each from the largest eight configuration classes. This dataset was used
to test model classification performance on a more balanced dataset and is referred to
as MMT Balanced for the remainder of this thesis. Similar to the EOS dataset, the
MMT dataset is also skewed towards the observation and analysis of rocket bodies.
Subsequently, of the eight largest classes in the MMT Balanced dataset, seven are
various types of rocket bodies and the remaining class is a box wing configuration.

4.2.4 Transfer Learning Process

Transfer learning was applied to the standard 1D-CNN pipeline with the aim of
improving classification results on the real light curve datasets. Figure 4.2 depicts
the transfer learning setup that is selected when the EOS dataset is the goal/target
dataset and the Blender simulation dataset is used to pre-train the model. In the
pre-training step, the standard 1D-CNN architecture is trained using a light curve
dataset, in this case the Blender simulation data, with the learned model weights from
this training process saved. The weights from certain layers can then be transferred to
another standard 1D-CNN model and used to initialise the training of this model on
the goal/target dataset. In this configuration, only the weights for the convolutional
layers of the network are transferred from the model trained on the simulated data
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Figure 4.2 – Transfer Learning Process with EOS Dataset as Target/Goal Dataset
and Blender Simulation Data used for Pre-Training

and used for initialisation of further training on the goal dataset. The weights for the
fully connected layers are initialised randomly (no transference from another model).

The fine-tuning step involves training the model on the goal/target dataset and up-
dating the weights for all layers which are set to be trainable. There is the option
to freeze (set to not trainable) some or all of the layers which have been initialised
with weights from the pre-trained model. Freezing weights reduces training time and
assists in prevent over-fitting to a specific dataset. However, it also limits the ability
of the model to adapt to any differences between the dataset used for pre-training
and the goal/target dataset. In Figure 4.2 the goal/target dataset is the EOS dataset
and the fine-tuning is set to update the weights for all layers. As some of the weights
have been initialised from the pre-trained model, the fine-tuning typically requires
significantly less data and time than the pre-training.

In the transfer learning process, both the number of layers transferred from the first
to the second network and the number of layers that are frozen (not trainable) during
fine-tuning are configurable parameters. In our work we have selected different com-
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binations for these parameters depending on the dataset used for pre-training and the
goal/target dataset. The selection process for these parameters is outlined in Section
4.2.5 and the parameters that were selected for each configuration are presented in
Table 4.3.

4.2.5 Model Setup and Training Hyperparameters

There are a number of training hyperparameters that are configurable during the
model setup and training process. During training, the Adam optimiser [67] was
used, with Table 4.2 displaying the main hyperparameters that were selected for each
dataset. These hyperparameters were primarily configured based on the size and
number of classes in each dataset. The Blender simulated dataset and the MMT
Dataset were both comparably large, relative to the other datasets, so they had a
high batch size and a reduced amount of epochs required for training. During the
training process, the goal was to finish training the model once it reached a stable
loss value and prior to it over-fitting the training data.

Table 4.2 – Training Hyperparameters used during 1D-CNN Training for each Dataset

Hyperparameter Sim
Dataset

EOS
Dataset

MMT
Dataset

MMT Balanced
Dataset

Training Epochs 100 500 50 500
Batch Size 256 128 256 64
Dropout Ratio 0.3 0.3 0.3 0.3
Starter Learning Rate 0.001 0.001 0.001 0.001
Exponential Decay Rate 0.6 0.8 0.8 0.9
Exponential Decay Steps 1000 300 50 100

K-fold cross validation was applied to effectively evaluate the trained models while
utilising all of the available data. K was set to 5, with the model trained on 4 of
the folds, whilst the remaining fold is held out as the validation set. This process is
repeated until each fold has been used as the validation set resulting in 5 separately
trained models. The overall evaluation is determined by taking the average of the
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recorded validation scores for each model on its validation set. This process results
in a combined cross validation accuracy for the entire dataset.

As a result of the class imbalances in both the EOS and MMT datasets, class weights
were incorporated into the loss function to increase the cost associated with the
misclassification of the smaller classes. This was done on a per batch basis to improve
the overall accuracy and was shown to be particularly effective for the EOS dataset.

The transfer learning process introduces additional hyperparameters into the model
selection phase. The number of layers to transfer from the initial network to final
network and the number of layers to freeze during the fine-tuning process on the
goal dataset are both configurable parameters. A grid search was performed for each
transfer learning combination (pre-training dataset and fine-tuning/goal dataset) that
is presented in this paper. Based on this grid search the configuration that achieved
the highest overall classification accuracy was selected and is recorded in Table 4.3.

Table 4.3 – Layers Transferred and Fine-Tuneable for each Pre-Training and Goal
Dataset Combination

Pre-Training
Dataset

Fine-Tune/Goal
Dataset

Layers
Transferred

Fine-Tuneable
Layers

Blender Sim EOS 2 5
MMT Balanced EOS 2 4
Blender Sim MMT Balanced 4 1

EOS MMT Balanced 4 1

4.3 Results

4.3.1 EOS Dataset Analysis

The EOS dataset was examined to gain a greater understanding of light curves and
investigate some of the relationships found within the data. This section includes an
analysis of a light curve extracted from EOS imagery as well as an examination into
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Figure 4.3 – Extracted Light Curve for MEASAT-3; NORAD ID: 29648, collected
on the 28th of July 2021. Rotation period is determined to be approximately 428
seconds.

the dependence of apparent magnitude on phase angle and finally a brief investigation
into the spin period stability of rotating rocket bodies.

Analysis of Collected Light Curve

Figure 4.3 depicts an example of a light curve extracted from EOS imagery us-
ing method outlined in Section 3.3. This is the light curve of MEASAT-3, a non-
operational communications satellite that is clearly rotating resulting in a repeating
pattern in the light curve. It can be difficult to determine the rotation profile of a
complex object from a light curve as there are often multiple possible solutions due
to the number of unknown parameters including solar angle orientation, axis of ro-
tation, orientation of the object, spin period and material reflectivity properties. In
this case, additional light curves were collected for the object and further analysis was
performed in the Blender simulation environment using a MEASAT-3 model. Subse-
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quently, it was determined that MEASAT-3 was most likely in single axis rotation,
with a rotation period of 428 seconds indicated by the Lomb-Scargle analysis.

MEASAT-3 has a standard box-wing configuration, with a rectangular solar panel on
either side of the main satellite bus and a number of large circular antennas attached
to the bus. One full rotation of the object can be observed between the strong
peaks at approximately 700 seconds and 1130 seconds. The peaks in the apparent
magnitude plot occur when the object is brightest (low apparent magnitude) and
represent periods where both the solar panels and the satellite bus are reflecting
sunlight towards the observer. These peaks can be observed twice per rotation, with
one at the start/end of the pattern and one in the middle. An example of this middle
peak is visible at approximately 900 seconds.

It is interesting to note that the peaks at the start/end of the rotation (700 seconds and
900 seconds) are relatively short while the middle peak is wider with two additional
smaller peaks on either side. These are believed to be a result of the light reflected
from the large circular antennas that are attached to the satellite bus. It is expected
that a neural network will be able to learn distinguishable features within light curves
such as these in order to differentiate between different shape classes and object
configurations.

Relationship between Phase Angle and Apparent Magnitude

Figure 4.4 examines the relationship between the phase angle and an object’s mag-
nitude based on real world observations of two RSOs. The normalised apparent
magnitude is depicted as a function of the phase angle for two different objects which
were tracked on numerous occasions. The apparent magnitude has been normalised
for the object’s range in order to emphasise the effect of phase angle. The apparent
magnitude of Etalon 1, a spherical calibration object with a number of retro reflec-
tors, is shown to be highly dependent on the phase angle in Figure 4.4a. Although
there are a few outlier tracks, there is a clear correlation between the increasing phase
angle and the normalised magnitude, indicating the object is becoming dimmer.
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(a) Etalon 1: Spherical Object (b) Optus B1: Box-Wing Satellite

Figure 4.4 – Comparison of all collected light curves for two different objects to ex-
amine magnitude dependence on phase angle. The apparent magnitude has been
normalised for range to emphasise the effect of the phase angle on the object’s
magnitude.

For the more complicated box-wing shaped Optus B1 satellite, displayed in Fig-
ure 4.4b there appears to be a similar general correlation. However, there is signif-
icantly more variability in the results due to the shape and rotation of the object.
Even approaching a phase angle of 80°, large sections of the recorded measurements
are brighter than the average brightness at a phase angle of 15°. These results demon-
strate that the phase angle clearly influences the brightness of the object. However,
for complex rotating RSOs with convex shapes and specular reflection, this relation-
ship is difficult to accurately model without detailed information about the RSOs
shape, material and attitude state.

Spin Period Evolution of Rotating Rocket Bodies

RSOs that are in a stable rotation state typically produce light curves with a cyclic
pattern, such as the light curve depicted in Figure 4.3, which reduces the intra-
class variability of their light curves. In contrast, objects that are tumbling or have
rapidly changing rotation periods can produce a wide array of light curves making
classification more difficult. Figure 4.5 depicts the rotation period of 8 rocket bodies
over a 10 month tracking interval between July 2019 and May 2020. The majority of
rocket bodies appear to have a reasonably stable rotation period with small variations
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Figure 4.5 – Rotation Period Evolution of Rocket Bodies: Results are obtained from
EOS light curve data collected over a period of approximately 10 months

over the course of the tracking interval. The obvious outlier is object 39482, which
showed large variations in rotation period, often over very short periods of time.
This object is in a significantly lower elliptical orbit than the other rocket bodies and
as such is more heavily affected by atmospheric drag. This result is promising for
classification purposes as it suggests that a large portion of rocket bodies are in a
stable rotation state.

4.3.2 Object Classification

Three different types of supervised machine learning classification models were eval-
uated on the three light curve datasets. A SVM with a non-linear kernel was selected
as an initial shallow learning baseline model. A dense four-layer fully connected (FC)
neural network was also implemented to provide a comparison with the 1D-CNN. To
enable testing on the whole dataset, k-fold cross validation was used (with 5 folds
each having an 80/20 train/validation split). Given the stochastic nature of machine
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learning, this process was repeated 10 times. The resulting mean cross validation
accuracy and standard deviation determined from the 10 evaluations are displayed in
Table 4.4 for each model and dataset.

Table 4.4 – Comparison of Different Machine Learning Techniques: Mean 5-Fold Cross
Validation Accuracy and Standard Deviation (each fold using 80% training and 20%
holdout)

SVM FC 1D-CNN

Blender Dataset 51.62 ± 0.49 60.40 ± 0.31 84.40 ± 0.37
EOS Dataset 44.07 ± 0.34 58.25 ± 0.86 75.32 ± 1.11
MMT Dataset 70.95 ± 0.02 75.29 ± 0.08 90.71 ± 0.09
MMT Balanced 51.41 ± 0.22 58.89 ± 0.32 80.07 ± 0.33

The SVM achieves the lowest classification accuracy on all three datasets, perform-
ing particularly poorly on the EOS dataset with a mean classification accuracy of
44.07%. The FC network improves on these results for each dataset with the largest
improvement on the EOS dataset. The 1D-CNN significantly outperforms the FC
network achieving an increase in classification accuracy of at least 15% on all three
datasets.

The results of the 1D-CNN models on each of the datasets demonstrates that this
is the best method for object shape classification on both the simulated Blender
light curves and the real light curves extracted from telescope data. All models
achieve their best performance on the MMT dataset and worst performance on the
EOS dataset. The standard deviation is relatively low across all the model-dataset
combinations indicating that the models are finding a relatively stable solution in the
training process and increasing confidence in the results.

Figure 4.6a depicts the normalised confusion matrix for the 1D-CNN evaluated on
the Blender simulation dataset. The model performs well with the majority of the
13 classes achieving an overall accuracy of 84.40%. The majority of misclassifications
appear to be between classes that are similar.
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(a) Blender Simulation Dataset (b) EOS Dataset

Figure 4.6 – Normalised Confusion Matrix Cross Validation Results for 1D-CNN:
Results are normalised between 0 and 10 for each class, with 10 representing 100%
of the light curves in a class, for view-ability and comparison purposes

The 1D-CNN achieved an overall cross validation accuracy of 75.3% on the 9 class
configuration classification for the EOS real light curve dataset. Figure 4.6b depicts
the classification results in a normalised confusion matrix. The model achieves very
high accuracy on the spherical class as these light curves are typically quite different
from the remainder of the dataset. Similar to the results obtained from the simulated
Blender dataset, there are a number of misclassifications between similarly shaped
objects such as the three different rocket body classes (CZ-3B, ARIANE 5, FALCON
9).

Table 4.5 depicts the F1 score, precision and recall of the trained 1D-CNN model
for each class in the EOS dataset. It also contains the number of light curves and
unique objects per class. From this analysis it is clear that even with class weighting
implemented, the model performance decreases significantly for smaller classes within
the dataset. This is particularly noticeable for the 3 smallest classes which all have
less than 20 instances present in the dataset.

The three different machine learning models all achieve a relatively high overall clas-
sification accuracy on the 25 class MMT dataset. As previously mentioned, this is
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Table 4.5 – EOS Dataset Class Analysis: Cross Validation Results for 1D-CNN Model

Class F1 Score Precision Recall Unique
RSOs

Light
Curves

% of
Dataset

Spherical 0.94 0.97 0.91 3 188 20.1
CZ-3B 0.70 0.69 0.71 3 166 17.7
ARIANE 5 0.76 0.76 0.76 4 213 22.8
Falcon 9 0.79 0.81 0.77 5 193 20.6
HS-601 0.64 0.63 0.65 2 78 8.3
GOES 8 0.56 0.54 0.58 2 58 5.6
DS-2000 0.57 0.53 0.63 1 19 2.0
DFH-3 Bus 0.5 0.47 0.54 1 15 1.6
Galileo 1 0.12 0.08 0.2 1 12 1.3

a highly imbalanced dataset with 75% of the light curves part of the three largest
classes. Thus, the models can achieve a relatively high classification accuracy by only
performing well on the larger classes. Whilst the 1D-CNN significantly outperforms
the other two models, achieving a cross validation classification accuracy of 90.71%
it performs quite poorly on a number of the smaller classes. The class imbalance
has an even greater impact on the results for classification using the FC network and
the SVM. Both models demonstrate decent performance on the three largest classes,
however they are only capable of achieving very poor results for the remainder of the
classes.

On the MMT Balanced dataset the overall classification accuracy is significantly
lower at 80.0% for the 1D-CNN model, when compared with the total MMT dataset.
However, on the balanced dataset the model achieves similar performance on all
classes as depicted in Figure 4.7. The results for the MMT Balanced dataset are
analysed in more detail in Table 4.6, which displays the F1 score, precision and recall
as well as the number of unique RSOs for each class in this dataset. These results
show that the model achieves the best performance on the LS-400 class, which is
the only box-wing satellite class, with the remainder of classes being rocket body
configurations. The model appears to achieve slightly lower performance on the two
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Figure 4.7 – MMT Balanced Normalised Confusion Matrix: 1D-CNN Cross Validation
Results

rocket body classes with the most unique RSOs (CZ-3B and ATLAS-RB).

4.3.3 Transfer Learning

Figure 4.8 displays the classification accuracy of the transfer learning approach applied
to the EOS dataset as a function of the training data size. The transfer learning
models were pre-trained on either the Blender simulation dataset or the MMT dataset
and then fine-tuned on the EOS dataset. For comparison, the baseline 1D-CNN
model without transfer learning, labelled Baseline, is just trained on the EOS dataset.
During the training/fine-tuning process on the EOS dataset, models were trained on
a limited number of samples per class. For classes with less samples than the specified
limit, all instances of the class were included. Each model is validated on the full EOS
dataset to obtain the cross validation classification accuracy.

Transfer learning using a model previously trained on the Blender simulation data
was found to be effective at increasing the overall classification accuracy on the EOS
dataset for all dataset training sizes. The maximum improvement of 4.81%, compared
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Table 4.6 – Class Analysis MMT Balanced: 1D-CNN Cross Validation Results

Class F1 Score Precision Recall RSOs

CZ-RB 0.635 0.618 0.655 33
LS-400 0.943 0.941 0.945 32
ATLAS-RB 0.744 0.712 0.781 30
DELTA-RB 0.814 0.781 0.851 11
FALCON-RB 0.797 0.811 0.787 5
H-2A-RB 0.788 0.815 0.771 4
AGENA-B-RB 0.850 0.889 0.815 3
TITAN-RB 0.818 0.835 0.805 3

to the baseline 1D-CNN model, occurs when the training data is restricted to 75
samples per class. When training on the full EOS dataset, transfer learning improves
the classification accuracy by approximately 3% to 78.31%.

Interestingly, pre-training the model on the MMT dataset and then using trans-
fer learning to apply this knowledge to the EOS dataset was found not to improve
performance on the EOS dataset. In fact, as the class size of the training dataset
increased it was found to reduce the overall classification accuracy of the model.

Transfer learning was also applied to the MMT Balanced dataset with Figure 4.9
depicting the results relative to training dataset size. Transfer learning improved the
classification accuracy on the MMT Balanced dataset for both models pre-trained
on the Blender simulated dataset and the EOS dataset. The model pre-trained on
the Blender simulated dataset was found to have the best performance. Initial im-
provement for smaller training class sizes was 4 to 5% accuracy compared with the
baseline model with no transfer learning. This improvement gradually decreased as
the training data size increased to approximately 2% when the full dataset is used in
training. Similar results were found for the model that was pre-trained on the EOS
dataset, however the improvements relative to the baseline were not as significant for
reduced training data size.
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Figure 4.8 – Transfer Learning Results, Evaluation/Target Dataset: EOS Dataset

4.4 Discussion

The results presented in this chapter demonstrate that machine learning models are
an effective tool for performing RSO classification from both simulated and real light
curves. This chapter provides both the framework for and a demonstration of a gen-
eralised method for object shape classification from real light curve data. Previous
research by Linares and Furfaro [83] had shown traditional machine learning meth-
ods such as RDF and SVM to be effective for classifying objects from simulated light
curves generated using the FFM. However, they found that a 1D-CNN significantly
outperformed these methods when attempting to classify real light curves as either
payloads, rocket bodies or debris. The authors theorised that this was due to the in-
crease in complexity for the real data compared to the simulated data. They proposed
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Figure 4.9 – Transfer Learning Results, Evaluation/Target Dataset: MMT Balanced
Dataset

that the many layer structure of the 1D-CNN enabled it to learn complex decision
boundaries and distinguish between the 3 classes for the real data.

This theory is supported by the object classification results presented in this research,
with the 1D-CNN achieving a significantly higher classification accuracy than both
the FC neural network and the SVM on each of the real datasets. Similar results
occurred for the object classification on the Blender simulated dataset. This suggests
that the Blender simulated dataset presented in this research is more complex, with
less delineation between class boundaries, than the FFM dataset that was used in
previous research [83, 79].

The normalised confusion matrix depicted in Figure 4.6a for the Blender dataset
demonstrates that the model has some difficulty in distinguishing between similar
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objects. In particular, approximately 35% of the Cylinder light curves are misclassified
as the SpaceX rocket body and there is also a significant percentage of SpaceX light
curves being misclassified as the Cylinder. This is to be expected, as these models
are identical, with the exception of the nose cone and nozzle on the SpaceX model.
These features would not be visible to the observer for all rotation axis and orientation
combinations so there would be a number of very similar light curves between the
two classes. Similarly, there are some misclassifications between the different types
of cubesats as well as the two different versions of the flat plane. However, for the
majority of cases, the model is not misclassifying objects as a vastly different shape.
This increases the confidence that the model is able to distinguish between generalised
shapes as well as specific object configurations.

The results on the MMT Balanced dataset indicated that the model was generally
able to distinguish between different types of rocket bodies. It is interesting to note
that when comparing the different types of rocket body in Table 4.6, as the number of
RSOs decreased for a class, the model performance increased. This suggests that the
model may be learning specific features about individual RSOs, such as the rotation
period, and using this information to assist in classification of the objects.

One of the major trends evident for both of the real datasets was the class imbalances
and the clear correlation between number of training samples and model performance
on a class. Both datasets were heavily weighted towards large pieces of debris, primar-
ily rocket bodies, as they are more easily tracked and often rotating. Future tracking
campaigns with EOS will focus on collecting data from a broader range of objects.
Due to the time and cost of collecting the real data, it would also be interesting to
investigate the benefit of simulating specific objects for classes with limited real light
curve data using the Blender simulation environment. These simulated light curves
would then be incorporated in the real world dataset in an attempt to improve results
on the real light curves for the selected object type. The difficulty with this approach
is developing an exact model of a specific object in Blender due to the limited amount
of information available for most space debris objects.

Transfer learning was found to be an effective method to increase model performance
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and the overall classification accuracy. On both real light curve datasets, transfer
learning appeared to be most effective when the size of the training dataset for the fine-
tuning section of the model was restricted. As the amount of training data increased,
the benefit of transfer learning was typically seen to diminish. It is expected that as
more training data becomes available for a specific dataset this trend would continue
until the baseline 1D-CNN model, without transfer learning, equalled or outperformed
the 1D-CNN with transfer learning applied. However, as discussed previously, it is
difficult to obtain and label real light curve data, particularly for a wide range of
classes. The results in this chapter demonstrate that transfer learning can be used
to improve the performance of small real world light curve datasets and reduces the
requirement for long intensive tracking campaigns.

It is interesting to note that pre-training on the simulated Blender dataset was found
to be more effective than pre-training on either of the real datasets. This is likely a
result of the Blender dataset being significantly larger than either of the real datasets
and having a wider range of object models, whilst the two real datasets are heavily
skewed towards rocket body classes. It could also be due to the different data char-
acteristics between the two real datasets, with the MMT dataset typically having a
significantly higher sampling rate and typically shorter tracks than the EOS dataset.

It was found that when the target dataset was the MMT Balanced dataset, more
of the layers were transferred across from the pre-trained networks. This is high-
lighted in Table 4.3, which depicts the number of layers that were transferred from
the pre-trained network to the fine-tuned network for each of the transfer learning
configurations. Four layers transferred signifies that both convolutional layers and the
first two fully connected layers were transferred across. This implies that as well as
the general features in the lower layers, more specific features in the higher layers that
are learnt during the pre-training are being utilised in the final network on the goal
dataset. Additionally, only the final output layer was set to be trainable during the
fine-tuning process, which reduces fine-tuning time and computational requirements.
In contrast, when the EOS dataset was the target dataset for the transfer learning,
only the two convolutional layers were transferred across from the pre-trained net-
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works and the majority of the layers were set to be trainable during the fine-tuning
process. It is possible that this is required as a result of the unbalanced classes in the
EOS dataset compared with the MMT Balanced and Blender simulation datasets.

Unlike previous results on simulated datasets in the literature, the classification re-
sults on all 4 datasets, even with the incorporation of transfer learning, did not achieve
close to 100% accuracy. In terms of the simulated data, it is expected that this result
occurs due to the increase in variability in the input parameters used to generate our
simulated light curves. This results in increased intra-class variability and inter-class
similarity within the simulated dataset compared with previous simulations based on
the FFM, which used the same initial epoch, initial quaternion and angular rate for
all light curves [79, 83]. Subsequently, the classification task becomes more challeng-
ing and is a better representation of the difficulties faced in classifying RSOs from
observational light curve data, increasing the effectiveness of the transfer learning.

In the real world, it is expected that a certain percentage of light curves will not
provide enough information for classification to be determined. This is as a result of
the relationship between the axis of orientation and the complexity of the object as
well as the limitations of the information observable in 1D light curve data. For the
proposed method to be effective, the real light curves must be accurate enough that
the variations in magnitude as a result of the objects rotation are distinct from the
variations caused by noise.

Finally, it should be noted that this classification method relies upon the rotation of
the observed acRSO making it more suitable for debris classification as opposed to
active objects. While this method may be used for the classification of active objects
in a controlled rotation, it is unclear whether the short duration light curves used
in this research could be used to classify an actively stabilised object as the lack of
rotation would result in limited observability of the object’s shape. An alternative
approach may be to attempt classification using long duration light curves (i.e contin-
uous observation over the course of a night) with the apparent magnitude measured
as a function of the solar phase angle rather than time.
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4.5 Summary

In this chapter a data-driven approach to RSO characterisation has been investigated
through the application of machine learning techniques. On all four datasets pre-
sented, the 1D-CNN significantly outperformed both FC networks and SVMs. The
results on both simulated and real data demonstrate that 1D-CNNs are able to learn
features from the light curve data that enable shape classification of rotating RSOs .
The 1D-CNN achieved a classification accuracy of 75.32% on a 9 class classification
task on the EOS dataset and an accuracy of 80.07% on an 8 class classification task
on the MMT Balanced dataset obtained from publicly available data.

Additionally, the transfer learning results presented in this chapter illustrate that it
can be used as an effective tool to improve the classification accuracy on real light
curve datasets. Models initially trained on the Blender simulated light curve data and
then fine-tuned on real light curve data outperformed models that were exclusively
trained on the real light curve data. This implies that the Blender based simulation
environment produces high-fidelity light curve data which encapsulates many of the
features found in real light curve data. Performance improvement on the full EOS
dataset was approximately 3% whilst the improvement on the MMT Balanced dataset
was approximately 2%.



Chapter 5

Space Object Characterisation
using Multiple Observations

5.1 Introduction

The previous chapter presented a method for improving RSO shape classification
performance on real world light curve datasets through a process of simulation-based
transfer learning. Whilst this method demonstrates improvements on previous so-
lutions, the model was still unable to correctly classify a significant portion of the
dataset. This is to be expected given the complexity of the real world RSO classifi-
cation problem and the relative sparsity of information contained in the light curve
data extracted from non-resolvable imagery. The problem is made more challenging
by a high inter-class similarity between certain classes, as well as intra-class variabil-
ity for objects undergoing different types of rotation. In particular, specific objects
may be incorrectly classified from a single light curve observation if the combination
of their rotation and viewing direction relative to the ground station does not result
in perceivable variations in the measured light curve signal.

As a result of these ambiguities, it is common for human experts to collect multiple
tracks of the same object over an extended period of time. This allows them to
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(a) Repeated Tracking Scenario (b) Simultaneous Tracking Scenario

Figure 5.1 – Multi-Observation Tracking Scenarios: RSO track depicted in green,
active sensor in red (a) Example of repeated tracking of a single RSO, with separate
tracks of the RSO observed from a single sensor at a time. In this example four
separate tracks are observed of the same RSO resulting in a group of four light
curves. (b) Example of a simultaneously observed track where all three sensors
(A2, B4 and C1) collect observations on a single RSO at the same time resulting
in a group of three light curves.

build knowledge about the object over time, as a variety of phase and viewing angles
provide different information for an object, increasing their confidence in the final
characterisation of the object. Thus it is expected that it would be advantageous for
a model to also be able to combine multiple light curve observations for the same
object in a similar fashion.

This chapter investigates the combination of groups of light curves obtained for the
same object in order to determine if they can be used to improve classification per-
formance for challenging cases. In particular, two potential scenarios are considered
for obtaining groups of light curves:

1. Repeated tracking of a single object across multiple separate passes in
order to generate multiple light curve observations. Figure 5.1a depicts
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an example of repeated tracking of a single RSO, with separate tracks of the
RSO observed from a single sensor at a time. In this example four separate
tracks are observed of the same RSO resulting in a group of four light curves.
Note that these observations can be collected from different sensors but they
are not collected simultaneously.

2. Simultaneous light curve observations of a single object from different
ground stations. Figure 5.1b depicts an example of a simultaneously observed
track where all three sensors (A2, B4 and C1) collect observations on a single
RSO at the same time resulting in a group of three light curves.

The repeated tracking scenario was selected as multiple tracks of a single object will
provide multiple viewpoints as the object rotates, with different starting orientations
and viewing angles. For this scenario, it is assumed that the light curves collected
across multiple passes have been correlated to the same object through comparison of
the angular position with the orbital elements. This scenario was also selected because
it is typical of the manner in which rate tracking telescopes operate. Telescope time
is a finite resource and when characterisation is not considered, more information can
be gained by performing state updates on as many RSOs as possible over the course
of a tracking session. This results in short observation passes (typically three minutes
or less) in order record sufficient observations to update the state on a semi-regular
basis depending on the RSO’s visibility. Subsequently, it is beneficial to be able to
combine multiple shorter light curves for a specific RSO in order to characterise the
object without the requirement for a single light curve of extended length.

The simultaneous observation scenario was selected as observing the same object from
multiple sites, enables light curves to be collected from multiple viewing angles, with
different sections of the object reflecting sun light towards each sensor. It is expected
that with a larger difference in viewing angle there will be more information to be
gained through the combination of the simultaneous observations. Previous research
has demonstrated that simultaneous light curve observations can be used to obtain
additional information about an RSO’s characteristics [41] and proposed methods
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for obtaining the attitude of an RSO with a known shape [101, 70]. Subsequently,
while simultaneous observations do require multiple telescopes, it is expected that
they might provide an avenue for improving classification performance on RSOs that
are difficult to characterise.

In order to identify challenging classification cases, where repeated tracking or simul-
taneous observations may provide additional information and subsequently improve
classification performance, a targeted scheduling process has been developed based on
model certainty. Model certainty is calculated through the use of [40], with a thresh-
old approach used to determine RSOs that the model is uncertain about in order to
prioritise them for additional collection of light curves. This process is shown to re-
duce misclassifications, through the combination of multiple light curves for difficult
cases, as well as improve sensor tasking efficiency by, reducing tracking requirements
for RSOs where the model is determined to have a high confidence in its predicted
shape class. This process is seen as an important development for the utilisation of
the model framework on real world classification tasks.

The current light curve classification model that was developed in Chapter 4 does
not allow for the combination of multiple light curve observations for the same ob-
ject. Subsequently, in this chapter a multi-observation framework is developed for
performing RSO classification from groups of light curve data. The key contributions
of this chapter are as follows:

1. The development of a neural network architecture for object classification that
is capable of efficiently combining a variable number of light curve observations
of a single target object.

2. Demonstration that the resulting model achieves increasing classification per-
formance with the addition of multiple observations of a single target, compared
to a single observation-only model.

3. Proposal of a targeted scheduling process, through the incorporation of uncer-
tainty into the framework, in order to enable the determination of more difficult
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cases where collection of additional data is required. This target scheduling pro-
cess both reduces misclassifications and increases sensor tasking efficiency.

The remainder of the chapter is organised as follows. Section 5.2 presents the devel-
opment of the various light curve group combination methods that are investigated
in this chapter as well as a process for targeted scheduling utilising an uncertainty
threshold. Section 5.3 provides an overview of the two different simulated light curve
datasets and explains the training and evaluation processes for the different group
combination methods. The results of the different light curve combination methods
applied to the different tracking scenarios are presented in Section 5.4. Section 5.5
contains a discussion of these results, while Section 5.6 provides a brief summary of
the research presented in this chapter.

5.2 Methodology

5.2.1 Problem Definition and Notations

As previously established in Chapter 4, the task of light curve shape classification,
for a single light curve is to find the predictive function f that maps in an input light
curve x to a corresponding unique shape class label y ∈ {1, ..., C} such that:

f : x→ {1, ..., C}, (5.1)

where C is the number of possible unique shape classes.

When considering multiple light curve observations of a single RSO, the collected
light curves are organised into groups xG, with each group containing a number n of
distinct light curves for the same RSO. Thus, when considering light curve groups,
the redefined classification task becomes to find the predictive function f that maps
a group of input light curves xG to a corresponding shape class label y ∈ {1, ..., C}
such that:

f : xG → {1, ..., C} | xG = {x(1), ...,x(n)}, (5.2)
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where x(i) represents a single light curve.

It should be noted here that the goal is to develop a flexible and generalised model
that is capable of processing any number of light curves, without the need to train a
separate model.

5.2.2 Model Development and Selection

Initial Model Selection

The first step in the model development process was to implement a model that was
capable of performing well on the single light curve classification task, prior to the
consideration of combining multiple light curves. Based on the success of the 1D-CNN
presented in Chapter 4 and recent results presented in the literature on similar TSC
problems [17, 55], 1D convolutions have once again been selected as the basic building
blocks of the network.

One of the limitations with the 1D-CNN implemented in Chapter 4 is that the FC
section of the network required a uniform length input. Consequently, the light curves
needed to be either truncated or zero filled as part of pre-processing to ensure that
they were all of uniform length. This was not a significant issue for the Blender simu-
lated dataset, where all light curves were simulated to be a similar length. However, it
was noted that the large variations in the length of light curves in the real world EOS
and MMT datasets resulted in light curves with significant portions of null values.

In this chapter, a global average pooling (GAP) layer is implemented after the con-
volutional section of the network, as opposed to the Flatten layer that was used in
Chapter 4. The pooling is implemented over the filter dimension, resulting in a single
output for each of the filters used during the last convolutional layer. The advantage
of using the GAP layer is that its output is always equal to the number of filters
used, regardless of the length of the input time series. Thus the time series data
is not required to be pre-processed to a specific length through either truncating or
padding. As the GAP layer also reduces the number of parameters in comparison
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Figure 5.2 – Baseline 1D-CNN Model: Each Conv Block contains a 1D-convolutional
layer followed by max pooling and batch normalisation layers.

with the Flatten layer, only a single FC classification layer is implemented after the
GAP layer. Softmax activation is applied to the output of this layer in order to
determine the model’s classification for a given input.

A grid search was performed over the network parameter space in order to determine
the optimal network parameters to use. Figure 5.2 depicts the structure of the network
that was implemented as the baseline model, while Table 5.1 displays the final network
parameters that were selected as well as the various parameters that were considered
in the grid search. Each convolutional block consists of a 1D-convolutional layer
followed by a max pooling layer and a batch normalisation layer. A dropout layer
was used between the GAP layer and the final output layer in order to regularise the
model during training.

The developed 1D-CNN model depicted in Figure 5.2 will be used as the baseline
model for the multi-observation combination approaches that are presented in the
following subsections. The light curve group combination approaches that have been
investigated in this research can be split into three main approaches:

1. Group Max Softmax Score: This approach takes the overall maximum soft-
max score prediction from a group of output softmax scores where each score
corresponds to an individual light curve in the group.

2. Softmax Score Combination: This approach combines the softmax scores
for individual light curves through element-wise aggregation in order to obtain
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Table 5.1 – Final Network Parameters Selected for the Baseline Model

Selected Baseline
Parameters

Parameters Considered
in Grid Search

Convolutional Layers 3 [1, 2, 3, 4, 5]
Convolution Width 10 [5, 10, 15, 20, 40]
Convolution Strides 2 [1, 2, 3]
Max Pooling Size 4 [1, 2, 3, 4, 5]

Max Pooling Strides 1 [1, 2, 3]
Filters 64 [16, 32, 64, 128]

Fully Connected Layers 1 [1, 2, 3]
Dropout 0.3 [0.0, 0.1, 0.2, 0.3, 0.4, 0.5]

a single prediction for the group.

3. Multi-Branch Network Architecture: This approach uses multiple branches
to allow the input of multiple light curves into a single model and subsequently
combine them to output a single prediction for the group.

Initial Approach: Group Max Softmax Score

When processing a single light curve input, the final layer of a network trained for
multi-class classification, outputs a vector of length C, corresponding to the number
of unique classes. As this is a mutually exclusive classification problem, a softmax
function is applied to the output vector to convert the values into a normalized
probability distribution between 0 and 1. The output is denoted as the softmax
score s, with the value for each class indicating the likelihood that an input light
curve x belongs to that class. Thus the class with the maximum likelihood in the
softmax score is selected as the output class y predicted by the model.

As established in Equation 5.2, the grouped classification task requires a model to
process multiple light curve inputs for an RSO and output a single predicted shape
class for the group. An initial approach to the problem is to separate the group of
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light curves denoted by xG and input them individually into a single input/single
output model. This will result in an output softmax score s(i) for each individual
light curve x(i). The group max softmax score approach simply selects the overall
maximum likelihood from this output group of softmax scores as the output shape
class yG predicted by the model for the group of input light curves xG. This approach
requires no changes to the model architecture, however it also doesn’t combine any
information from the different light curves in the group. In future comparisons this
approach will be referred to as the ‘Group Max’.

Softmax Score Combination

Softmax score combination methods apply a similar approach to the Group Max
method, in that the group of light curves are again input individually into a trained
single input/single output model. However, these methods combine information from
the multiple light curves in the group through element-wise aggregation of the group
of output softmax scores as outlined in [29]. This aggregation can be performed
through either element-wise addition or element-wise multiplication of the output
scores to produce a combined group softmax score. The class with the highest value
in the combined group score is then selected as the predicted output class yG for the
input light curve group xG. The functions used for softmax score sum and product
are depicted below in Equation 5.3 and Equation 5.4 respectively while the overall
approach is depicted in Figure 5.3.

yG = argmax
n∑

i=1
s(i) (5.3)

yG = argmax
n∏

i=1
s(i) (5.4)

Similar to the group max method, the softmax score combination does not require any
changes to either the architecture or the training of the model in order to evaluate the
multiple light curve inputs, as each light curve in the group is input and processed
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Figure 5.3 – Softmax Score Combination Method: Each light curve in the group in
individually evaluated by the same trained model. The output individual softmax
scores are then combined through element-wise aggregation to produce a combined
softmax score for the group. The maximum value of this combined score is selected
as the shape class prediction for the group of light curves.

individually by the trained model. Subsequently, it can be implemented for any
model that has been trained on a single light curve dataset. However, the advantage
of using this method compared with the group max method is that the information
from multiple light curves is combined through the softmax score aggregation process.
In future comparisons, the softmax score sum is referred to as ‘Scores Sum’, while
the softmax score product is referred to as ‘Scores Product’.
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Multi-Branch Architecture

While the softmax score combination approach does combine information from the
multiple light curves in the group, the information is combined outside of the model
rather than within the model. Previous research has shown that when multiple input
data is combined within the model architecture, the model is capable of learning an
efficient way to combine the different inputs and thus improve classification perfor-
mance [127, 7, 109].

Initially, a stacking approach was investigated, with multiple light curves stacked
together in a depth-wise manner in order to feed the group of light curves into the
network as a single input. However, it was determined that this method would re-
sult in models that were unable to process groups with different numbers of light
curves and would also require all light curves to be of equal length. Subsequently,
this approach was considered too restrictive and instead a multi-branch architecture
has been used, where each branch is capable of processing a separate input and pro-
ducing a feature vector. The feature vectors from the individual branches are then
combined within the network, with the combined feature vector being processed by
the remainder of the network to output a single classification for the group of inputs.

Using the main components from the baseline model, a multi-input network has been
developed that is capable of processing a group of light curves through the use of
multiple branches, displayed in Figure 5.4. As with the baseline model, each branch
of the network contains three convolutional blocks followed by a GAP layer. The
branch takes a single light curve input x(i) and outputs feature map v:

v(i) = NN branch(x(i)) ∈ R1×nf (5.5)

where nf is the number of filters used in the final convolutional block prior to the
GAP layer.

The output feature vectors from each branch can then be concatenated together to
form a single combined feature vector, vG, for the group of light curves. In this
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Figure 5.4 – Multi-Branch Network Architecture: Light curves from the same group
are input simultaneously into separate convolutional branches of the network. The
individual feature maps output from each convolutional branch and are then com-
bined together through horizontal concatenation to produce a combined feature
map for the multiple inputs. Model weights are shared between the different input
branches to reduce model complexity and training requirements.

work, two different concatenation strategies have been investigated. The first method
uses horizontal concatenation of the extracted feature vectors to obtain the combined
feature vector as presented in Equation 5.6 and Figure 5.4:

vG = [v(1), . . . , v(n)] ∈ R1×n·nf (5.6)

Dropout is applied to the combined feature map to regularise the network and a final
FC layer is applied with softmax activation to determine the predicted output shape
class for the group of light curves. It is possible to add additional dropout and FC
layers after the combination of the feature maps, however it was found that in practice
a single dropout and FC layer provided the best performance for the datasets that
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were evaluated in this research. In future comparisons, this model is referred to as
‘Multi-Branch’.

For multi-input classification tasks where different types of input data are being
processed (e.g. audio and imagery) or specified different views are being processed
(e.g. flower and leaf of a plant), each branch will be trained to extract features for
these specific cases. Thus, a different set of weights must be learnt for each branch
and the model is typically only capable of producing an output if the correct number
and type of inputs are present. In the case of the grouped light curves classification
task, all of the inputs are of the same type (e.g. light curve data) and are from a
non-specific viewpoint. Subsequently, the weights that the model learns in one branch
for extracting a set of features from one light curve will also be effective at extracting
features from another light curve. Therefore, the model branch weights can be shared
between the different input branches as depicted in Figure 5.4. As a result, only one
set of branch weights is required to be trained for the model, rather than a new set
for each branch, which reduces both the complexity and the training requirements of
the model.

As a result of the shared weights between the branches, the branch section of the
‘Multi-Branch’ network is capable of processing groups of light curves that have a
variable number of light curves without the requirement for training multiple models.
However, as shown in Equation 5.6, when using the horizontal concatenation method
for combining the individual feature maps, the length of the combined feature map
is dependent on n, the number of light curves in the group. Thus if a Multi-Branch
model has been trained to classify groups of light curves containing five individual
light curves, it will only be able to evaluate groups of light curves which also contain
five light curves. The evaluation of a group of light curves that only contained four
light curves, would require the training of a separate model on a dataset containing
groups of four light curves. This is a limitation of the Multi-Branch approach with
the horizontal concatenation method, particularly for the repeated tracking scenario
where it is likely that groups would contain different number of light curves.

To provide a more flexible multi-branch architecture, a second feature map combi-
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Figure 5.5 – Multi-Branch GAP Network Architecture: Individual feature maps are
combined through depth-wise concatenation followed by a GAP Layer averaging
across the different feature maps. This results in the length of the combined feature
map being invariant to the number of light curves in the group.

nation method has been proposed, which utilises concatenation in the depth-wise
direction followed by 1D GAP layer implemented in the same direction. This method
averages the extracted feature maps for each of the input light curves resulting in
a combined feature map, which has a fixed length, equal to the number of features
in the final convolutional layer. Subsequently, the length of the combined feature
map vG is independent of the number of light curves in the group as depicted in
Equation 5.7:

vG = 1
n

n∑
i=1

v(i) ∈ R1×nf (5.7)

The network architecture for this approach is displayed in Figure 5.5. Aside from
the change in combination method of the feature vectors, this approach, which is
referred to as ‘Multi-Branch GAP’ in future comparisons, is exactly the same as the
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Multi-Branch approach.

As a result of the independence of the combined feature map to the number of light
curves in the group, a single Multi-Branch GAP model is capable of processing light
curve groups with any number of light curves. This increase in generalisation comes
at a cost of potential loss of information due to the averaging of the extracted feature
maps, rather than allowing the remaining network layers to learn the best method
to combine them. For the repeated tracking case, as there is no obvious correlation
between tracks to make order important, this is unlikely to be an issue. However,
for the simultaneous observation case, it is possible that the model could learn to
efficiently combine the feature maps from different sensors provided the input order
remained consist. Subsequently, results from both the Multi-Branch and the Multi-
Branch GAP approaches will be presented in the results section.

A final consideration for both of these network architectures is the training of the
model weights. Two different training methods will be introduced here and discussed
further in Section 5.3.2. The first method, is to train the entire model (both the
branch weights and the combined section) using groups of light curves. The second
approach is to load in pre-trained weights, from the baseline model, for the network
branches and freeze this section of the network (set the weights to be non-trainable),
prior to training the remainder of the model (the combined section) using groups of
light curves.

This second approach is possible as the network architecture for an individual branch
is the same as the network architecture that was used for the baseline model. As the
model weights for the individual branches are shared between branches, only one set
of branch weights is required. The weights that would be loaded into the model and
frozen are depicted as yellow in Figure 5.5. The idea behind this approach is that the
convolutional section of the baseline model will learn an efficient way of extracting
features from individual light curves, which is the job required of each branch in the
multi-branch networks. When these weights are loaded in from the baseline model
and frozen it then allows the remainder of the network (the combined section) to learn
to effectively combine the groups of individual feature maps, without the additional
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requirement of also learning the branch weights.

Both the Multi-Branch and the Multi-Branch GAP models will be evaluated using
both training approaches. In future comparisons, Multi-Branch models trained using
the second approach are referred to as MB Frozen Branch, while Multi-Branch GAP
models trained using the second approach are referred to as MB GAP Frozen Branch.

5.2.3 Use of Predicted Model Certainty for Targeted Schedul-

ing of Challenging RSOs

Model certainty is an important consideration, both for identifying challenging classi-
fication cases and for reducing misclassifications during real world operations. Monte
Carlo (MC)-dropout [40] is a technique that can be used to quantify model uncer-
tainty. This is done by applying dropout at inference time and then performing
multiple stochastic forward passes through the network. This approach results in a
number of sample predictions for a single input, each produced from a slightly differ-
ent model as the dropout randomly switches neurons off. In this work, each group of
light curves xG is input into the model 100 times with dropout activated in order to
obtain 100 softmax score predictions, each from a different model.

The certainty of the model for a particular input can be estimated through deter-
mination of the mean prediction and the sum of the per class variance for recorded
softmax scores of the Monte Carlo samples. The calculation of the mean prediction
from the Monte Carlo samples is depicted in Equation 5.8, while Equation 5.9 dis-
plays the determination of the sum of the per class variance. Model certainty for
a specific input is high when the output softmax scores sampled using MC-dropout
have a high mean and a low variance.

yavg = argmax 1
K

J∑
k=1

sk (5.8)

σ2 =
C∑

c=1

1
K

K∑
k=1

(sc,k − sc,avg)2 (5.9)
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Figure 5.6 – Proposed process for using model certainty to enable targeted scheduling
of challenging targets. Process starts on the left hand side of the figure with no
knowledge of the RSO’s characteristics. Initially the steps in the blue box are
followed and if the model certainty about the prediction for a single light curve
is above the specified threshold then the object is marked as classified and the
process is complete. However, if the model certainty about the prediction is below
the threshold, the steps in the red box are repeated until either the RSO is classified
or it is deemed too difficult to classify and referred to a human expert

where sc is the softmax output for a particular class c, C is the number of possible
shape classes and K is the number of Monte Carlo samples of the softmax predictions
for a specific input x.

Using the model certainty, a threshold based approach is proposed, depicted in Fig-
ure 5.6, to determine if an RSO should be marked as classified or if additional light
curve data is required. It has been designed in order to identify RSOs that are difficult
to classify and would likely result in a misclassification as well as to limit unnecessary
tracking of objects that the model can correctly classify. This approach requires the
specification of a model certainty threshold in order to determine if a specific RSO
should be marked as classified or if additional light curve observations are required.
When determining the metric to use as a threshold, it was found that both mean
softmax certainty and the sum of the softmax class variance produced very similar
results, with no noticeable benefit obtained from a combination of the two metrics.
Subsequently, mean softmax certainty was selected to be used as the threshold metric.
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This process is based around a typical real world scenario where the task is to classify
a specific object, with the aim being to both reduce misclassifications as well as to
optimise telescope tasking. The scenario starts on the left hand side of Figure 5.6
with no prior knowledge of the RSO’s characteristics and no previously collected light
curves for the RSO.

Initially, the steps in the blue box are followed, with the collection of a single light
curve for the RSO, which is then input into a trained model that outputs the predicted
shape class for the RSO and a certainty score for the prediction. If the model certainty
score for the prediction is above a predefined threshold set by the user, then the shape
class prediction is recorded and the RSO is marked as classified, ending the process
with no further characterisation tasking required.

However, if the model certainty is below the threshold, then the process follows the
steps in the red box. This involves re-tasking a sensor to collect an additional light
curve for the RSO. This light curve is then combined with the original light curve to
form a group of two light curves, which are then input into the trained model to obtain
a new predicted shape class and certainty score. The key idea is that the additional
information that the model obtains from the combining the information contained
within both light curves may improve the certainty of the prediction enabling the
RSO to be classified with an acceptable level of confidence.

The steps in the red box are repeated until either the model certainty is above the
specified threshold or the process has been repeated a maximum of N times. In this
chapter the limit on N is set to be 5 as this is the maximum number of light curves
that have been simulated for a single object in the repeated tracking dataset. In
practice, this value should be determined based on the additional information gained
as more light curves are added to the group. Once the maximum number of light
curves has been collected for a specified RSO, if the model certainty is still below the
certainty threshold then the RSO should be referred to a human expert for additional
follow up.

While the process outlined here is based around the repeated tracking dataset, the
same logic could be used to schedule simultaneous observations for challenging clas-
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sification cases or potentially task alternative sensor types such as laser or radar.

5.3 Experimental Setup

5.3.1 Simulation Environment Setup

In order to evaluate and compare the effectiveness of the proposed models for RSO
shape classification using light curve groups, two separate light curve datasets have
been simulated using the 3D simulation environment developed in Chapter 3. The
first dataset is referred to as the repeated tracking dataset and it contains groups of
light curve observations of a single object obtained from multiple passes. The second
dataset is referred to as the simultaneous observations dataset and is comprised of
groups of light curve observations collected from multiple sensors on a single RSO
target simultaneously. An overview of the specific details of these two datasets is
provided in the following sections.

The simulation environment was initially set up to mirror the real world EOS tele-
scope set up, with one site located at Mt Stromlo (Site A) and a second site located
at Learmonth (Site B). In order to investigate the potential benefits of obtaining si-
multaneous multi-site observations from three sites, a third site, labelled as Site C,
was added in the simulation environment. The location of Site C, was selected to be
in central Queensland with a similar longitude to the Mt Stromlo site and a similar
latitude to the Learmonth site. Figure 5.8 depicts the three site locations on a map of
Australia. This three site sensor configuration was used to generate both simulated
datasets.

Repeated Tracking Dataset Generation

As outlined in Section 5.1, the information contained within the light curve for a
rotating object depends on a number of factors including the orientation of the object
and the viewing plane relative to the object’s axis of rotation. Thus, some objects
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may be difficult to classify based on a single light curve. Additionally, due to the
regular operation mode of rate tracking telescopes, it is beneficial to be able to char-
acterise objects from shorter light curves. Based on these considerations, a simulated
dataset was generated to investigate the utility of combining groups of light curves
from repeated tracking of the same RSO. It is important to note that these are not
simultaneous observations and ideally the tracks should be spaced out over the course
of a night or multiple nights. Thus if the simulated object was visible from multiple
sites at once, one site was randomly selected to collect the observations.

As for the previously simulated dataset outlined in Section 4.2.3, 13 different object
models were simulated, with the initial orientation of the object model generated
randomly. A range of different TLEs were used during the initialisation step to
simulate different orbit types as well as enabling different phase angle, range and
viewing conditions. The object was simulated to have a stable rotation period around
a single primary axis with the spin axis randomly selected from one of the three
primary body axis of the object. In Section 4.2.3, the rotation period was randomly
selected from a list of five possible options. To increase the reality of the simulation,
as well as the difficulty of the shape classification task, for this dataset the spin period
was randomly sampled from a truncated normal distribution using a mean spin period
of 50 seconds and a variance of 100 seconds. The lower and upper bounds were set
to be 20 seconds and 500 seconds respectively.

Once the simulation environment had been initialised, observations were collected at
one second intervals for a duration of 150 seconds from a single telescope to collect
the light curve for a track. After this the simulator was propagated forward for one
hour before the next track could be collected. This was to ensure that if a GEO
object was continuously visible for an extended period of time that light curves were
not collected continuously. Following the one hour time period, another light curve
was collected when the object next became visible for any of the active sensors. This
process is repeated until five separate light curves each with a 150 observations have
been collected for the object. Subsequently, over 6,000 groups of light curves were
simulated for the 13 different object models with light curve group containing five
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Figure 5.7 – Repeated observations light curve example: Jason 1 satellite model. This
figure depicts an example of a group of light curves for a single object from the re-
peated tracking dataset. Five separate passes are observed of the same simulated
object resulting in five light curves. The passes are have a minimum temporal
separation of one hour. Variation in viewing angles relative to the model orienta-
tion and rotation for separate passes result in light curves with different features
observable.

light curves collected for the same object over the course of five separate passes.

Additionally, in order to investigate the affect that the number of observations (light
curve length) had on the combination methods, the repeated tracking dataset was
sub-sampled to create two additional datasets, with max light curve lengths of 50
and 100 observations respectively. The sub-sampling was performed by using the
observations recorded in the first 50 and 100 seconds of the track, respectively, rather
than randomly selecting a section of the track. This was to ensure that all combination
methods were trained and evaluated on the same data.

To enable the reader to gain a better understanding of the repeated tracking dataset,
Figure 5.7 depicts an example of a light curve group, that has been generated for the
Jason 1 satellite model. While a rotational pattern is visible in all of the extracted
light curves, the light curves extracted from passes 1, 2 and 3 appear to show a
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relatively smooth oscillating pattern with limited defining features visible. In pass 4, a
clearer pattern emerges with several defining features present, while in pass 5 there are
a number of strong, clearly defined features present in the light curve. This example
demonstrates the difference in information contained within a light curve depending
on the viewing angle of the observer relative to the rotational axis of the object and
initial orientation of the object at the start of the observed pass. Subsequently, the
combination of a group of light curves obtained from repeated tracking of an object,
may enable improved classification performance.

Simultaneous Observation Dataset Generation

The second simulated dataset has been generated to investigate if simultaneous ob-
servations from multiple sites can be combined to improve shape classification per-
formance. The advantage of using simultaneous observations is that although the
orientation of the object is the same, it is being observed from multiple viewing
angles. As a result, different sections of the object are reflecting light towards the
different observing sensors.

It is expected that more information will be gained from simultaneous observations
when their is a larger difference in viewing angle between the sites. The difference
in viewing angle between two sites simultaneously observing the same object can be
calculated by obtaining the position vectors from the sites to the object and then
using the cosine rule to calculate the angle as provided in Equation 5.10.

θab = arccos
(
a · b
|a||b|

)
(5.10)

where θab is the difference in viewing angle between the two sites, a is the position
vector from the first site to the object and b is the position vector from the second
site to the object.

The simulator setup for the generation of this dataset was very similar to the set up
used for the repeated tracking dataset, with the same senors and object models used.
The main difference was that it was stipulated that observations were only recorded
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Figure 5.8 – Minimum RSO Altitude Contour Plot for Three Sites Simultaneous Ob-
servations. There is a significantly larger baseline between the sensor combinations
of A2/B4 and C1/B4, compared with the sensor combination of A2/C1, which are
located much closer together.

when the object was visible from all three sites simultaneously. This condition enabled
consistency within the dataset as all examples contained light curves collected from
all three sites. However, it also restricted the difference in viewing angle between the
sites as the visibility conditions had to be met at all three sites.

Figure 5.8 depicts the location of the three sites as well as the minimum RSO altitude
that is observable simultaneously from all three sites. This was calculated using the
equation for minimum observable object altitude from a single sensor displayed in
Equation 5.11 and then taking the maximum values from the three sensors.

hmin = Re

 cos(elmin)
cos(elmin + d

Re
)
− 1

 (5.11)

where hmin is the minimum observable altitude, Re is the radius of the Earth (as-
suming spherical Earth), elmin is the minimum RSO elevation angle that a sensor is
capable of observing at (set to 15° in this work) and d is distance from the observing
sensor.
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Figure 5.9 – Example of simultaneous light curves collected from three sensors (A2,
B4 and C1): ICECube (3U CubeSat) satellite model. The TLE used to simulate
this pass was for NORAD ID: 02403 (Low-MEO). The light curves (upper section)
collected simultaneously from A2 and C1 are very similar while the light curve
collected from B4 depicts a different pattern. When comparing the viewing angle
difference (lower section) between the various sensors, A2 and C1 have a similar
viewing angle (less than 20 degrees difference) while the viewing angle difference
between B4 and the other two sensors is much larger.

Based on the minimum observable altitude, a number of TLEs in the upper-LEO and
low-MEO orbital ranges were selected to initialise the simulation. These were selected
in order to generate a variety of passes that were visible to all three sensors simultane-
ously, whilst also having a large viewing angle between different sites. Subsequently, a
dataset containing approximately 4500 groups of three simultaneously observed light
curves from three different sensors were generated. Similar to the repeated tracking
dataset, the light curves were sampled at 1 second intervals for 150 seconds and 13
different satellite models were used in the simulation.

An example of a group of light curves from the simultaneous observation dataset
collected using the three different sensors is presented in the upper section of Fig-
ure 5.9, for ICECube2016 (3U Cubesat). The bottom section of the figure depicts
the difference in viewing angle between the various combinations of sensor pairs. As
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expected, there is a larger difference between the sensor pairs of A2/B4 as well as
B4/C1, while there is a less of a viewing angle difference A2/C1 as these sensors
are located significantly closer together in angular terms. When comparing the light
curves in the upper section of the figure, the light curves for A2 and C1 are very
similar, with only a slight shift in the magnitude and small time bias observed. In
contrast, the light curve for B4 is quite different as a result of the large difference
in viewing angle, and clearly depicts four separate peaks per rotation while only one
clear peak is observable in the light curves for A2 and C1.

5.3.2 Model Training and Evaluation Setup for Different Com-

bination Methods

As outlined in Section 5.3.1, both datasets contain groups of light curves for a sin-
gle object. In order to fairly evaluate the different combinations methods, it was
determined that the models should be trained on the same number of light curves
where possible, as neural networks typically perform better when trained on larger
datasets. This presents an issue as some of the methods use a single input/single
output model, while the multi-branch approaches are capable of processing multiple
light curves. Thus, if a single input/single output model is only trained on one light
curve per group, it will be trained on a fifth of the light curve data compared with a
multi-input light curve model that is trained on all five light curves per group.

Table 5.2 provides an overview of the different combination methods that are being
compared and the different training methods that were used. The same training
approaches were used for both the repeated tracking dataset and the simultaneous
observation dataset.

Group Max Score, Softmax Scores Sum and Softmax Scores Product

These three approaches all involve the combination of multiple outputs from a single
input/single output model, which is trained using a dataset of single light curves
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Table 5.2 – Overview of the Training Methods used to compare the Different Combi-
nation Methods

Combination Method Initial
Training

Retraining
Final Layers

Compatible with
Variable Number of
LCs in a Group

Group Max Single LCs - Yes
Scores Sum Single LCs - Yes

Scores Product Single LCs - Yes
Multi-Branch Groups of LCs - No

Multi-Branch GAP Groups of LCs - Yes
MB Frozen Branch Single LCs Groups of LCs No

MB GAP Frozen Branch Single LCs Groups of LCs Yes
*LC is ‘Light Curve’ abbreviated

rather than groups of light curves. Thus the selected dataset (repeated tracking or
simultaneous observations) containing groups of light curve examples is separated
into single light curves examples with the order randomised so that the groups no
longer exist. To further clarify this concept, taking the repeated tracking dataset as
an example, the 6,000 groups of five light curves are separated into 30,000 single light
curve examples. The baseline model is then trained on this single light curve dataset
with the weights of the trained model saved. During training, there is no attempt
made to combine multiple light curves.

During evaluation, the light curves are evaluated as groups, with a group split into
individual light curves, which are then input into the trained model before the outputs
are combined using the selected method to obtain an overall shape classification
prediction for the group. As any number of light curves can be combined using this
approach there is no need to train separate models when evaluating performance on
groups with different numbers of light curves.

Multi-Branch

In contrast, the Multi-Branch (see Figure 5.4) approach is trained on groups of light
curves. As discussed in Section 5.2.2 the Multi-Branch case, which uses horizontal
concatenation to combine the output from the multiple branches, is only capable of
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processing a fixed number of inputs. Subsequently, in order to evaluate the effect
that combining five light curves instead of four has on the classification accuracy, a
separate model must be trained for both cases.

Therefore, during the training process, five separate Multi-Branch models are trained,
each on a different number of light curves. While the model that is trained on the
groups of five light curves has access to the full dataset during training, the model
that is trained on the groups of one light curve only has access to a fifth of the data
during training. During evaluation, each of the models are evaluated separately on
the light curve groups that contain the same number of light curves as the training
data.

Multi-Branch GAP

Unlike the Multi-Branch approach, models utilising the Multi-Branch GAP architec-
ture (see Figure 5.5) are capable of processing groups containing different numbers
of light curves. Thus, like the score combination methods, only a single model is
required to be trained for the Multi-Branch GAP architecture. The single model is
trained on groups of light curves containing the maximum number of light curves
in the dataset (five for the repeated tracking dataset and three for the simultane-
ous observation dataset). This enables a fair comparison with the score combination
methods as the number of individual light curves that each model is trained on is the
same.

During evaluation, the trained model is evaluated on groups of light curves, with the
same model used to evaluate groups with different numbers of light curves.

MB Frozen Branch and MB GAP Frozen Branch

As outlined in Section 5.2.2 MB Frozen Branch and MB GAP Frozen Branch have
the exact same network architecture as their counterparts (Multi-Branch and Multi-
Branch GAP). However, there is a difference in the way that the models are trained,
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with models containing ‘Frozen’ in the title using pre-trained weights for the convo-
lutional layers in the network branches. These pre-trained weights are loaded from
the convolutional section of the same baseline model that is used to evaluate the
score combination methods. It is important to note that the saved weights are only
loaded for the branch section of the models and that these weights are frozen so
they are not changed during any subsequent training of the model. The remaining
weights in the fully connected section of the models are randomly initialised and then
trained and evaluated using the same approaches taken to train the Multi-Branch
and Multi-Branch GAP models respectively.

5.3.3 Model Training Parameters

The following parameters were used in order to train the different models required for
comparing the combination methods outlined in Section 5.3.2. During training, K-
fold cross validation was applied, as described in Section 4.2.5, with the value of K set
to 5, in order to evaluate the trained models while utilising all the available data. As
the classes are approximately balanced through the randomised simulation process,
there is no requirement for incorporating the class weights into the loss function and
as such the standard categorical cross entropy loss function was used during model
training.

During training, Adam optimisation [67] was used with a learning rate initialised
at 0.001 and an exponential decay schedule implemented after 10 epochs. Models
were trained for a maximum of 500 epochs with early stopping implemented if the
validation loss had not improved by more than 0.0005 in the past 20 epochs to help
prevent overfitting.

5.3.4 State-of-the-Art Comparison (InceptionTime)

There has recently been significant advancement in the state-of-the-art models that
have been developed for TSC tasks. The ‘InceptionTime’ model, developed by Fawaz
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Figure 5.10 – Inception Module for TSC as presented in [55]. The Inception Module
uses a bottleneck layer to reduce dimensionality of multivariate time series data
before applying three different length 1D-convolutions using 32 filters each. The
results of these convolutions are concatenated with a max-pooling operation on
the original data followed by a pointwise convolution again with 32 filters. ‘SAME’
padding is used in all operations so that the length of the features output from the
Inception Module is the same as the length of the input time series.

et al. [55], has been selected in order to compare the developed baseline model with
a state-of-the-art model. InceptionTime was specifically designed for TSC and the
authors demonstrated that it achieved state-of-the-art performance when evaluated on
a number of benchmark TSC classification tasks. In this research, the InceptionTime
model has been implemented using its default parameters as outlined by the authors
of the paper. While this model is also based around 1D-convolutions, there are 2 key
differences to baseline model that was outlined in Section 5.2.2.

Firstly, InceptionTime uses ‘Inception Modules’ as the primary building blocks for the
network, which combines multiple 1D-convolutions with different convolution lengths.
The diagram of the Inception Module presented in [55] is included as Figure 5.10, with
a brief description of the key components, see [55] for a more detailed explanation.
The InceptionTime model consists of a total of six Inception Modules, grouped into
two residual blocks, each containing three modules. It is also important to note
that both a stride of 1 and ‘SAME’ padding is used within these modules for both
convolutional and pooling operations. This means that the output feature vector
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remains the same size as input length throughout the convolutional section of the
network.

Secondly, the InceptionTime network has shortcut linear connections, which connect
the two residual blocks. This process is designed to minimise the vanishing gradient
problem by allowing a direct flow of gradient [46] and has been shown to improve the
convergence rate of the network.

As the Group Max, Scores Sum and Scores Product combination methods all do
not require any changes to the model architecture, the InceptionTime model will be
compared with the baseline 1D-CNN for these three approaches. To ensure a fair
comparison, the InceptionTime model will be trained on the same dataset as the
Baseline 1D-CNN.

5.4 Results

5.4.1 Classification Performance on Simulated Repeated Track-

ing Dataset

The different light curve group combination methods outlined in Section 5.2.2 were
evaluated on the repeated tracking dataset as well as the two sub-sampled datasets
with shorter max light curve lengths. Table 5.3 depicts the change in cross validation
accuracy for each of these combination methods as progressively more light curves
per group are used during evaluation. When only one light curve is used per group,
the trained models are evaluated on the first light curve in the group. When two
light curves per group are used in evaluation, the trained models are evaluated on
the first two light curves in the group. This evaluation process was continued up to
the maximum of number of light curves in each group, which was set to be five light
curves for the repeated tracking dataset.

Based on the results presented in Table 5.3, it can be seen that all of the combination
methods result in improved classification accuracy as more light curves are added.
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Table 5.3 – Comparison of Different Group Combination Methods for the Repeated
Tracking Dataset: Mean 5-Fold Cross Validation Accuracy and Standard Deviation
(each fold using 80% training and 20% holdout)

Max
LC

Length

Group
Combination

Method

Classification Accuracy and Standard Deviation (%)
Light Curves Per Group used in Evaluation

1 2 3 4 5

50
Group Max 71.38 ± 0.35 74.81 ± 0.59 75.87 ± 0.60 76.21 ± 0.69 76.34 ± 0.80
Scores Sum 71.38 ± 0.35 75.85 ± 0.53 77.36 ± 0.38 78.31 ± 0.57 79.17 ± 0.62

Scores Product 71.38 ± 0.35 76.95 ± 0.67 78.78 ± 0.58 79.95 ± 0.64 81.07 ± 0.63
Multi-Branch 65.78 ± 1.00 71.62 ± 0.06 72.77 ± 0.15 74.53 ± 0.89 74.99 ± 0.16

Multi-Branch GAP 67.60 ± 0.17 73.32 ± 0.35 76.21 ± 0.38 77.76 ± 0.31 78.96 ± 0.37
MB Frozen Branch 71.88 ± 0.37 77.77 ± 0.56 79.55 ± 0.40 80.88 ± 0.31 82.21 ± 0.27

MB GAP Frozen Branch 71.38 ± 0.20 77.45 ± 0.39 79.61 ± 0.23 80.82 ± 0.34 82.01 ± 0.30

100
Group Max 77.15 ± 0.22 80.32 ± 0.33 81.33 ± 0.30 81.75 ± 0.29 81.85 ± 0.25
Scores Sum 77.15 ± 0.22 80.95 ± 0.31 82.12 ± 0.20 83.03 ± 0.32 83.63 ± 0.41

Scores Product 77.15 ± 0.22 81.67 ± 0.39 83.32 ± 0.25 84.41 ± 0.31 85.19 ± 0.37
Multi-Branch 72.55 ± 0.40 76.80 ± 0.36 78.57 ± 0.10 79.76 ± 0.31 80.73 ± 0.57

Multi-Branch GAP 72.96 ± 0.16 77.72 ± 0.36 80.20 ± 0.43 81.47 ± 0.39 82.31 ± 0.31
MB Frozen Branch 77.41 ± 0.33 82.19 ± 0.44 83.79 ± 0.18 85.04 ± 0.13 85.69 ± 0.15

MB GAP Frozen Branch 77.18 ± 0.10 81.74 ± 0.35 83.64 ± 0.18 84.82 ± 0.18 85.48 ± 0.33

150
Group Max 78.61 ± 0.46 81.45 ± 0.27 82.43 ± 0.23 82.96 ± 0.17 83.02 ± 0.15
Scores Sum 78.61 ± 0.46 81.92 ± 0.28 82.98 ± 0.21 83.84 ± 0.26 84.25 ± 0.32

Scores Product 78.61 ± 0.46 82.60 ± 0.32 84.17 ± 0.22 85.19 ± 0.26 85.76 ± 0.27
Multi-Branch 73.14 ± 0.19 76.91 ± 0.04 78.59 ± 0.14 79.29 ± 0.07 79.77 ± 0.29

Multi-Branch GAP 73.80 ± 0.19 78.57 ± 0.43 80.55 ± 0.22 81.78 ± 0.26 82.86 ± 0.20
MB Frozen Branch 78.78 ± 0.28 82.90 ± 0.27 84.72 ± 0.31 85.68 ± 0.08 86.24 ± 0.24

MB GAP Frozen Branch 78.32 ± 0.31 82.79 ± 0.26 84.42 ± 0.20 85.61 ± 0.13 86.04 ± 0.27

There is also a trend where longer light curves have a higher classification accuracy.
The baseline model performance for a single light curve is 71.38% for light curves with
a max length of 50 observations compared with 78.61% for a single light curve with a
max length 150 observations. Key results from Table 5.3 are presented in Figure 5.11
and Figure 5.12

Figure 5.11 displays the cross validation accuracy results for the 150 observations case
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Figure 5.11 – Comparison between the Different Group Combination Methods for
the 150 Observations Case (no sub-sampling). All combination methods result in
improvement in classification accuracy as additional light curves are used during
evaluation. The MB Frozen Branch approach achieves the highest performance,
although very similar performance is achieved by the MB GAP Frozen Branch and
Scores Product approaches. The Multi-Branch and Multi-Branch GAP approaches
were significantly outperformed by other methods.

(no sub-sampling) plotted against the number of tracks in the group that were used
during evaluation. There is a visible trend of increasing classification accuracy with
increasing number of light curves used during evaluation. There does appear to be
diminishing returns, in terms of the improvement in classification performance as the
number of light curves used during evaluation increases, with the gradient of the lines
decreasing. However, for the majority of classification methods it does not appear
that a plateau has been reached and as such it is expected that further increases in
performance could be achieved by adding additional light curves.

In terms of the combination methods, the MB Frozen Branch achieved the highest
classification accuracy of 86.24% when five light curves were used during evaluation,
compared with a classification of 78.78% when a single light curve was used during
evaluation. This results in an improvement in classification performance of 7.46%.
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Very similar performance was observed for the MB GAP Frozen Branch and the Scores
Product methods. The Scores Product method outperformed both the Scores Sum
and Scores Max methods with the difference in performance increasing as more light
curves were used per group. For the Scores Max case, there is very little improvement
in performance from the four light curve to the five light curve case and it appears
that it has hit a plateau in terms of increases in classification accuracy.

It was noticeable that the Multi-Branch and Multi-Branch GAP models that were
solely trained on the groups of light curves were significantly outperformed by the
other methods, with the Multi-Branch case in particular performing poorly. This
appears to predominately be an issue with the model weights that have been learned
for the branch section of the network. This is highlighted by the fact that for the
single light curve case, where there is no combination of light curves so all methods
essentially revert to the baseline model architecture, the classification accuracy for
the Multi-Branch and Multi-Branch GAP models is approximately 5% lower than
the other methods. This is further emphasised by the significant improvement in
performance of MB Frozen Branch and the MB GAP Frozen Branch models relative
to the Multi-Branch and Multi-Branch GAP models.

Figure 5.12a depicts the results for MB GAP Frozen Branch combination method
applied to the three different max light curve lengths presented in Table 5.3. As
the max length of the light curve increases, the cross validation accuracy is observed
to increase. It should be noted that there appears to be a strong correspondence
between the amount of observations present in a group and the classification accuracy.
This can be seen by comparing the cross validation accuracy for the 50 observations
case with two light curves in a group (maximum of 100 observations available for
the group), which is 77.45%, with the 100 observations case with only one light curve
available, which is 77.18%. This relationship can also be observed through comparison
of the 50 observations case with three light curves (max 150 observations) and the
150 observations case with one light curve as well as the 100 case with three light
curves (max 300 observations) and the 150 observations case with two light curves
(max 300 observations). However, there is a discrepancy in this pattern with the 50
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(a) Light Curve Length Analysis (b) Comparison with InceptionTime

Figure 5.12 – (a) Effect of Light Curve Length on Classification Accuracy for MB
GAP Frozen Branch Method. Cross validation accuracy is observed to increase
with the max light curve length and even after combination there appears to be a
correlation between the accuracy and the number of observations used. (b) Com-
parison between Baseline 1D-CNN model and InceptionTime model. Similar trends
are observable for the different combination methods applied to both models with
Scores Product found to be the most effective. The Baseline 1D-CNN was found
to slightly outperform the InceptionTime model with the difference in performance
increasing as more light curves were used during evaluation.

observations case with four light curves (max 200 observations) being outperformed
by 100 observations case with two light curves max (200 observations).

It is also interesting to note in Figure 5.12a, that the difference between the 150
observations case and 50 observations case decreases as more light curves are added
during evaluation. This may be because the 150 observations case is approaching
the upper limit of the classification accuracy for this dataset, while improvements in
performance can still be achieved in the 50 observations case.

Figure 5.12b provides a comparison between the Baseline 1D-CNN and the state-
of-the-art InceptionTime model for the Group Max and softmax score combination
methods. While the same trends are visible for both models, for all three combi-
nation methods, the Baseline 1D-CNN outperforms the InceptionTime model. This
difference in performance also appears to increase as more light curves are used during
evaluation. This can be seen through the comparison of the difference in classification
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Table 5.4 – Repeated tracking dataset class analysis results for Multi-Branch GAP
model with Pre-Trained Branch weights when provided with a single light curve (1
LC) compared with a group of 5 light curves (5 LC), max light curve length 150

Class F1 Score Precision Recall

1 LC 5 LC 1 LC 5 LC 1 LC 5 LC

Cylinder 0.61 0.70 0.58 0.66 0.65 0.74
SpaceX 0.62 0.71 0.64 0.74 0.61 0.69
ASTRE 0.76 0.88 0.82 0.94 0.71 0.83
Sphere 0.96 0.98 1.00 1.00 0.92 0.96
1RU-Cubesat 0.81 0.90 0.87 0.93 0.76 0.87
2RU-Cubesat 0.64 0.80 0.64 0.81 0.65 0.79
ICECube2016 0.79 0.88 0.75 0.84 0.83 0.92
PlaneSingle 0.88 0.91 0.85 0.88 0.91 0.94
Plane 0.86 0.90 0.86 0.92 0.86 0.89
Topex 0.95 0.99 0.96 1.00 0.94 0.98
GOES-PQR 0.66 0.81 0.65 0.80 0.67 0.83
Jason1 0.78 0.90 0.75 0.88 0.82 0.91
SHO 0.75 0.87 0.72 0.84 0.78 0.90

accuracy between the two models for the one light curve case, which is approximately
1%, increasing to a difference of 1.6% when all five light curves are used during eval-
uation with Scores Product combination method.

Table 5.4 presents a class analysis with F1 Score, precision and recall to evaluate
the difference in performance when using one light curve during evaluation, com-
pared with using a group of five light curves combined using the MB GAP Frozen
Weights method. The MB GAP Frozen Weights method was selected as it was the
best performing model that only required one model to evaluate groups containing
different numbers of light curves. The results from the five light curve case show
significant improvement for all classes across all three metrics compared with the one
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light curve case. For the one light curve case there are initially four classes with an F1
score below 0.7 that appear more challenging than other classes to classify; Cylinder,
SpaceX, 2RU-Cubesat and GOES-PQR. The 2RU-Cubesat and GOES-PQR classes
show more improvement in the five light curve case than the Cylinder and SpaceX
class. This indicates that the Cylinder and SpaceX classes are difficult to classify
and that improvement in classification from combinations of repeated tracks may be
limited for similar objects.

5.4.2 Classification Performance on Simultaneous Multi-Site

Dataset

The different light curve group combination methods have also been applied to the
simultaneous observations dataset. Figure 5.13 displays the comparison between the
three best performing methods; Scores Product, MB GAP Frozen Branch and MB
Frozen Branch. Figure 5.13a depicts the results based on the number of sensors used
for simultaneous observations. For the two site case in Figure 5.13a, the two sites
are picked at random for a specific example using a repeatable process so that the
same light curves are used for the different combination methods. The classification
accuracy is observed to increase for all combination methods as more sites are used to
simultaneously observe the object. In comparison, with the repeated tracking dataset,
there is a greater increase in performance for the MB GAP Frozen Branch and MB
Frozen Branch methods in comparison with Scores Product method.

Figure 5.13b displays the results for the three different two sensor combinations. In
this case, for a specific sensor combination, the light curves are input into the same
branches in order for the MB Frozen Branch method to potentially learn the best way
to combine output vectors. The sensor combination with the largest baseline distance
between the sensors, A2/B4, achieved the highest classification accuracy, whilst the
A2/C1 combination, which has the smallest baseline distance between the sensors,
had the lowest classification accuracy. It is also interesting to note that the MB GAP
Frozen Branch model outperformed the MB Frozen Branch model by about 1% for
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(a) Specified Number of Sites (b) Specified Sensor Combinations

Figure 5.13 – Comparison between Different Light Curve Combination Methods for
Simultaneous Observation Data (a) Classification accuracy is found to increase as
more sites are used during simultaneous observations with similar results observed
for the MB Frozen Branch and MB GAP Frozen Branch models. (b) Comparison
between simultaneous observations for various two sensor combinations. Simulta-
neous observations obtained using both A2 and B4, which have the largest baseline
distance between the two sensors, was found to have the highest classification ac-
curacy when combined. Observations using both A2 and C1, which have the lowest
baseline distance between two sensors, was found to have the lowest classification
accuracy when combined.

the A2/B4 combination, while the opposite occurred for the A2/C1 combination.

When directly comparing the results from the repeated tracking dataset and the
simultaneous observations dataset it is important to consider the differences between
the two datasets. In particular, there is a smaller number of both light curve groups as
well as total light curves in the simultaneous observations dataset and different orbital
elements were used to generate the passes. Subsequently, the lower classification
accuracy of 74.73% for the baseline model (Scores Product with only one site used
during evaluation), compared with 78.61% for the repeated tracking dataset (Scores
Product with only one track used during evaluation) is not unexpected. However, it
is important to note that the improvement in performance from adding an additional



5.4 Results 132

Figure 5.14 – Top-K Classification Accuracy for Different Combination Methods. All
three methods achieve a very high Top-2 and Top-3 classification accuracy, with the
Top-3 accuracy for the MB GAP Frozen Method Branch using three sites 99.6%.

track/site is similar in both cases and that approximately 15% of light curve groups
are unable to be classified correctly in both datasets.

In order to further investigate the reason behind these misclassifications, Figure 5.14
displays the Top-K classification results for the simultaneous tracking dataset, whilst
Figure 5.15 depicts the confusion matrix. In Figure 5.14, as well as the Top-1 clas-
sification accuracy results, the Top-2 and Top-2 results are depicted for the three
different combination methods. For the three site simultaneous observation case,
the Top-2 accuracy is 98.2% for the MB GAP Frozen Branch method, while Top-3
accuracy was recorded as 99.6%. These results show that even when an object is
not identified as the correct class, the correct class is still in the top two or three
predictions.

Figure 5.15 displays the confusion matrix for the three site simultaneous observation
case with the light curves combined using the MB GAP Frozen Branch. When taken
in context with the top-K results presented in Figure 5.14, the confusion matrix
shows that the model is capable of differentiating between general shapes but can have
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Figure 5.15 – Confusion Matrix for Simultaneous Tracking. Light curves were collected
from three sites and the MB GAP Frozen Branch method was used to combine
them.

difficulty differentiating between classes with a high inter-class similarity. This is most
evident in the confusion matrix through the misclassifications that occur between
the Cylinder and SpaceX classes. Similarly, there are a number of misclassifictions
between the 1RU-Cubesat and the 2RU-Cubesat as well as the 2RU-Cubesat and the
ICECube2016 (3U Cubesat). It is interesting to note that there are relatively few
misclassifications between the 1RU-Cubesat and the ICECube2016 models.

To further investigate the ability to differentiate the SpaceX and Cylinder classes,
the other shape classes were removed from the dataset and a model was trained on a
two class classification problem. Even with simultaneous observations from all three
sites and light curve group combination using the MB GAP Frozen Branch method,
the model was only able to achieve a classification accuracy of 62.3%. This highlights
the similarity between the two classes and the subsequent difficulty in differentiating
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(a) Model Certainty (b) Softmax Variance

Figure 5.16 – Average model-reported uncertainty in prediction accuracy (using MC-
Dropout) vs. number of light curves used during evaluation for Repeated Tracking
Dataset. There is a correlation between higher model reported certainty and correct
predictions as well as lower variance and correct predictions. A greater separation
between the box plots for correct and incorrect predictions is observed as more
light curves per group are used during evaluation.

them based on light curve observations.

5.4.3 Use of Model Certainty for Targeted Scheduling

Initial Analysis of Certainty Metrics

Figure 5.16 displays the softmax mean and variance results from the application of
MC-Dropout with 100 samples per light curve group to the repeated tracking dataset.
The MB GAP Frozen Weights combination method was selected to combine the
groups of light curves as it was the best performing method that required only a single
model to be trained for a variable number of light curves. There is a strong correlation
between both higher mean softmax certainty and correct predictions, depicted in
Figure 5.16a, as well as lower softmax variance and correct predictions shown in
Figure 5.16b. This indicates that in general the model is more uncertain about
examples that it is incorrectly predicting.

While the mean softmax certainty for the correct predictions does not significantly
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increase as more tracks are added per group during evaluation, the mean softmax
certainty does decrease for the incorrect predictions. This results in a greater sepa-
ration between the lower quartile of the box plot for the correct predictions and the
upper quartile of the box plot for the incorrect predictions as more light curves are
used during evaluation. A similar trend is observed for the variance results, although
it is noted that the variance for both correct and incorrect results decreases as more
light curves are observed during evaluation.

Targeted Scheduling Example

As outlined in Section 5.2.3, the certainty of the model can be used in conjunction
with the proposed targeted scheduling process. It is expected that the threshold
value selected by the user will vary depending on individual requirements, such as the
importance of classification accuracy for a given object or dataset. Table 5.5 provides
an example of how the proposed targeted scheduling process can be used with the
threshold certainty to reduce both misclassifications and sensor tasking requirements.
In this example a threshold value of 80% model certainty has been used, with a trained
MB GAP Frozen Weights model applied to the repeated tracking dataset.

The scenario commences with no knowledge of any of the objects characteristics and
no light curves for any of the objects. As depicted in Figure 5.6, an initial light
curve is collected for all objects in the dataset, in this case there are 6301 objects in
the repeated tracking dataset. For each object the trained MB GAP Frozen Weights
model outputs a predicted shape classification and MC-dropout with 100 samples is
used to determine the model certainty. If the model certainty is above the threshold
certainty value (i.e. 80% in this example) for a specific object then that object is
marked as classified and no further light curves are collected for that object. However,
if the model certainty is below the threshold certainty value then an additional light
curve is collected. This new light curve is combined with the initial light curve to
make a group which is input into the MB GAP Frozen Weights model. This process
is repeated until either the model certainty for the shape classification is above the
threshold or the maximum of five light curves have been collected.
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Table 5.5 – Example of Using the Targeted Scheduling Process with an 80% Certainty
Threshold

Tracks Always
Correct

Always
Incorrect

Change
Correct

Change
Incorrect

Step
Accuracy

Combined
Accuracy

% Objects
Classified

1 3458 299 N/A N/A 92.04 92.04 59.63
2 388 53 90 4 89.35 91.71 68.12
3 130 16 16 0 91.59 91.70 71.51
4 52 12 3 0 87.39 91.60 73.27
5 28 3 1 0 89.39 91.56 74.32

Table 5.5 contains information about how many objects pass the threshold certainty
value when a new light curve is added as well as the objects that change to a correct
on incorrect classification based on the addition of a light curve. Once a particular
object has been marked as classified, it is removed from the dataset and no more light
curves are collected for it. The ‘Step Accuracy’ column indicates the classification
accuracy of the objects that were classified at that particular step. The ‘Combined
Accuracy’ column indicates the total classification accuracy of all objects that have
been classified. Finally, the ‘% Objects Classified’ column indicates percentage of
objects out of repeated tracking dataset, which contains 6301 objects, that have been
marked as classified and are subsequently removed from further tracking.

The results presented in Table 5.5 show that with the 80% threshold, 74.32% of the
dataset has been classified with a classification accuracy of 91.56%. It is also impor-
tant to note that 59.63% of the dataset passed the classification certainty threshold
with only a single light curve used during evaluation. This reduces the telescope
requirements for repeated tracking of objects that are relatively easy to classify and
allows the information that is gained from the shape classification to be used for other
purposes without waiting for additional light curve collection.

The combination of multiple light curves through the repeated tracking scenario en-
abled an additional 14.69% of the examples to pass the specified certainty threshold
in order to be classified. The biggest relative increase was seen when two light curves
were used with a decreasing number of additional examples passing the certainty
threshold as more light curves were used during evaluation. It is also notable that
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Figure 5.17 – Comparison of the model classification accuracy vs the total number of
light curves collected for the targeted scheduling process compared with collecting
the same number of light curves for each group. The five data points on the Non-
Targeted line (blue) correspond to where a certain number of light curves were used
to classify all the objects in the dataset. The Targeted line (orange) is generated by
varying the certainty threshold that is used during the targeted scheduling process.
The annotated points on this line corresponds to the certainty threshold that was
used with the targeted scheduling process to generate that point.

the combination of light curves enabled 109 examples that were initially misclassified
to be correctly classified, while only 4 examples that were initially classified correctly
became misclassified. In terms of the remaining 25.68% of the dataset, where the
model certainty did not pass the threshold value even after the full group of five light
curves were used during evaluation, a classification accuracy of 65.82% was recorded.

Comparison between Targeted and Non-Targeted Approach

Figure 5.17 provides a comparison between the targeted scheduling process and the
regular approach where certainty is not taken into account (non-targeted). It shows
the classification accuracy for all objects in the repeated tracking dataset plotted
against the total number of light curves that was collected to achieve that classification



5.4 Results 138

accuracy.

The target scheduling process is designed to identify challenging cases and to not
classify them if the threshold certainty is too low, thus as was shown in Table 5.5,
not all of the dataset is classified. However, in the non-targeted approach, the entire
dataset is classified, since there is no concept of a certainty threshold. In order to
make an equitable comparison between the two approaches, it was determined that
the targeted scheduling process should also classify the entire dataset. Therefore, to
generate the results displayed in Figure 5.17 the targeted scheduling approach was
set up so that any objects that remained unclassified after five light curves had been
collected, were classified using the five light curves even if the prediction certainty
was below the threshold.

In Figure 5.17, there are only five data points for the non-targeted approach. These
correspond to where a certain number of light curves were used to classify all objects
in the dataset (i.e. the first data point corresponds to one light curve being used
for each object and the last data point corresponds to five light curves being used
in a group for each object). For the targeted approach, the line has been generated
by varying the threshold certainty value, which is why the lowest and highest values
are the same for both approaches. When the threshold certainty value is set to 0%,
all objects are classified using just one light curve. In contrast, when the threshold
certainty value is set to 100% none of the objects get marked as classified, so five
light curves are collected and used for classification for all objects. The annotated
markers on the targeted approach line (orange) indicate where a threshold certainty
value was equal to the annotated value.

Figure 5.17 show that the targeted scheduling approach is more efficient at classifying
objects compared with the non-targeted approach. This is seen by the fact that less
light curves are required to be collected in the targeted scheduling approach to achieve
the same level of accuracy.
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5.5 Discussion

In this chapter it has been demonstrated that multiple light curves collected for the
same RSO can be combined to improve the shape classification performance when
compared with classification performance on a single light curve. This results pre-
sented in Table 5.3 and Figure 5.12a show that the improvement was most significant
for comparatively shorter light curves, where the combination of an additional light
curve provided the greatest information gain.

Comparison of Multi-Observation Combination Method Performance

When comparing the different multi-observation combination methods that have been
evaluated in this research, the Scores Product method was found to be the best
performing of the methods that did not require model architecture changes. This
supported results that had previously been reported in the literature on similar view
combination datasets [109, 29]. Overall, the MB Frozen Branch and MB GAP Frozen
Branch methods were found to have a slight increase in performance when compared
to the Scores Product method on the repeated tracking dataset and a more significant
increase for the simultaneous tracking dataset. It was notable in Figure 5.11 that the
Multi-Branch and Multi-Branch GAP methods had significantly lower performance
than any of the other combination methods.

The poor performance of the models solely trained on combined group data (i.e.
Multi-Branch and Multi-Branch GAP), demonstrates that this is not an effective
method for learning the branch weights responsible for extracting the feature vectors
from single light curve inputs. This is likely a result of the fact that models trained
on single light curve data get feedback from all light curves, some of which may be
difficult to classify, forcing the model to learn weights related to small details and
features in the light curves. In contrast, during grouped training there is only a
single piece of feedback for the group, which may contain up to five light curves. The
strongest features present in the group will enable the model to identify the class of
the light curve so that it will learn to identify these features rather than being able
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to detect the nuances for specific individual light curves. Subsequently, models that
used the pre-trained frozen branch weights were able to extract more informative
features prior to the feature map combination in comparison with models that were
fully trained on group light curve data.

In addition to the classification performance, the model training requirements and
ease of use must be considered when evaluating the various multi-observation com-
bination methods. In this regard, the MB Frozen Branch method is impractical to
use as it is unable to process groups that contain different numbers of light curves.
It was hypothesised that this model might outperform the MB GAP Frozen Branch
model when applied to the simultaneous observations dataset, as the GAP method
averages the extracted feature maps, which could result in information loss. How-
ever, no significant difference was found in performance between these two methods
on either dataset. Comparing the Scores Product method with the MB GAP Frozen
Branch model, while there is a slight decrease in classification performance for the
Scores Product method, it requires no architectural changes to the model and as such
can be directly applied to any trained network.

The flexibility of the score combination approaches was was demonstrated in Fig-
ure 5.12b, through a comparison between the Baseline 1D-CNN model and the In-
ceptionTime model that has shown state-of-the-art performance on a number of TSC
tasks [55]. It was found that on the repeated tracking dataset, the Baseline 1D-CNN
outperforms the InceptionTime model, however similar improvements were shown
in both models through the combination of additional light curves. In both cases,
Scores Product was found to be the best performing of the three score combination ap-
proaches. These results, demonstrate the applicability of this combination approach
to other neural network types.

Utility of Simultaneous Observations

For this research, the simultaneous observation dataset was generated using TLEs
in the high-LEO to low-MEO range to ensure that there would be a large viewing
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angle between the different sensors. This was done deliberately in order to determine
if there was a significant advantage to collecting such observations when attempting
to classify challenging RSOs. As orbital altitude increases the difference in viewing
angle between two sites decreases (3° to 5° for GEO tracks from A2 and B4), resulting
in more similarity between simultaneous tracks and less information to be gained in
terms of shape classification.

The improvement in classification performance through the combination of multiple
light curves was found to be similar for both the repeated tracking dataset and the
simultaneous observation dataset. This suggests that there is no significant advantage
to performing simultaneous observations over multiple sites (as opposed to repeated
observations from a single site) in terms of RSO shape classification when considering
a small number of ground observation sites (i.e. 2-3 sites as explored here). However,
it is expected that this type of tracking may be beneficial for analysis of the spin state
and orientation of RSOs, due to the measurable time difference between observable
features in the simultaneously collected light curves.

Targeted Scheduling Process for Challenging Cases

Although the combination of light curves was found to improve shape classification
performance, for both datasets, there remained approximately 15% of examples that
were unable to be correctly classified. Similar to the results on the simulated dataset
presented in Chapter 4, the misclassifications were primarily due to the high inter-
class similarity between objects, particularly the SpaceX rocket body and the cylinder
class as well as the different types of Cubesats. These objects were included in the
dataset in order to provide challenging cases and the results presented in Figure 5.14
and Figure 5.15 demonstrate that the model is able to successfully perform general
shape classification. However, highly detailed classification of specific features from
one-dimensional light curve data remains a difficult challenge, even when multiple
light curves are combined together to provide the model with additional information.
This result suggests that data fusion from alternate observation sources with light
curve data may be required in order to attain fine-grained shape classification.
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This difficultly in classifying certain objects, also emphasises the importance of using
the targeted scheduling approach. The results presented in Section 5.4.3, show that
an uncertainty threshold can be effectively used with the targeted scheduling process
outlined in Section 5.2.3 to identify RSOs that are challenging to classify. This process
enables more efficient use of sensors resources, as it reduces additional scheduling of
RSOs that the model is able to easily classify. It also reduces misclassfications by
collecting additional light curves for challenging objects as well as identifying cases
that the model is uncertain about. Using a certainty threshold of 80%, 74.32% of
objects in the dataset had a predicted certainty value higher than the threshold and
were subsequently classified, with a classification accuracy of 91.56%. Finally another
benefit of this process is that it increases model interpretability for users as well as
enabling greater control through the selection of different threshold values depending
on the specific task.

5.6 Summary

In this chapter, multi-observation frameworks have been investigated for combining
groups of light curves collected for the same RSO, in order to improve classification
performance. While all frameworks were demonstrated to increase performance as
additional light curves were used per group during evaluation, the Scores Product
and the MB GAP Frozen Branch combination methods were found to be the most
effective approaches. Both of these combination methods are flexible to a variable
number of light curves being combined during evaluation as well as processing light
curves of different lengths. Additionally, the Scores Product method was also shown
improve shape classification performance when used with the InceptionTime model.
This demonstrates that improved performance from the combination of multiple ob-
servations is not unique to the specific Baseline 1D-CNN model that was outlined in
this chapter and that is also likely to be successful with other neural network mod-
els. The targeted scheduling process, based around a model certainty threshold, was
shown to be an effective method for utilising the benefits of multiple observations for
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challenging targets while not significantly increasing sensor tasking demands.



Chapter 6

Conclusions and Future Work

This chapter provides a summary of the content that has been presented in this
thesis, as well as a brief outline of the implications of this research in the context of
RSO characterisation for SSA. Finally, a discussion of potential future work is also
provided to highlight specific areas that could be lead to further improvements in this
field of research.

6.1 Summary

This thesis has developed a data-driven approach to RSO characterisation through
the utilisation of simulation-based transfer learning in order to overcome the lack
of well-labelled training data that had previously restricted the performance of deep
learning models on real light curve datasets. Additionally, a framework has been
introduced for combining multiple light curves to improve model performance on
RSOs that are difficult to classify. An uncertainty-based target scheduling process
has also been implemented with this framework, which has been shown to increase
the overall classification accuracy achievable for a group of objects while using a fixed
number of re-observations.

Chapter 3 focused on the development of a high-fidelity simulation environment for
generating realistic light curve sensor measurements of various space objects. The



6.1 Summary 145

simulator takes in a textured geometric model of an RSO as well as an object’s
orbital ephemeris and uses a 3D graphics rendering engine to generate photo-realistic
images of the RSO that are then processed to extract the light curve. This simulation
environment was validated through comparison with real light curve data and has
been effective in generating large, well-labelled light curve datasets that have been
utilised to perform transfer learning on real light curve datasets.

Chapter 4 presented a data-driven approach to space object characterisation through
the application of machine learning techniques to observational light curve data. One-
dimensional convolutional neural networks are shown to be effective at classifying the
shape of objects from both simulated and real light curve data. It is also demonstrated
that transfer learning is successful in improving the overall classification accuracy on
real light curve datasets. Models that are pre-trained on the simulated dataset and
then fine-tuned on the real datasets are shown to outperform models purely trained on
the real datasets. This result indicates that transfer learning will allow organisations
to effectively utilise deep learning techniques without the requirement to build up
large real light curve datasets for training.

In Chapter 5 a framework has been introduced for efficiently combining a variable
number of light curve observations of a single RSO, in order to improve model per-
formance for challenging RSOs. This framework was shown to be effective for both
repeated tracking and simultaneous observation scenarios, with improved classifica-
tion accuracy compared with a model evaluated using a single light curve. Model
certainty has also been implemented with this framework in order to use a thresh-
old based process for targeted scheduling. This process allows the identification of
RSOs that are challenging to classify, enabling the collection and combination of ad-
ditional light curves, resulting in both a reduction in misclassifications as well as an
improvement in the efficiency of sensor utilisation.
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6.2 Implications to RSO Characterisation for SSA

The primary motivation behind this body of research was to improve RSO charac-
terisation methods in order to enable high-fidelity orbital propagation, thus reducing
the space debris risk to operational satellites and human space flights/missions. Cur-
rently, detailed RSO characteristics are not typically used in real world operations to
perform orbital propagation due to the difficulty in performing RSO characterisation.
The contributions that have been developed in this thesis provide a significant step
towards the utilisation of an automated data-driven approach for RSO characterisa-
tion from observational light curve data. This section briefly highlights key findings
in this research that reduce the difficulty of implementing such an approach in the
real world operations.

The demonstration of the utility of simulation-based transfer learning for RSO shape
classification, reduces the barriers to entry that may have previously prevented or-
ganisations from using a deep learning approach. In particular, transfer learning was
shown to improve results more significantly when the amount of training data avail-
able for the target dataset was small and to gradually decrease in effectiveness as
training data increased. This result implies that organisations are not required to
spend significant resources building up a large real light curve dataset to ensure that
machine learning techniques are effective. Instead, they can use transfer learning to
train a model on a simulated dataset and then fine-tune on a small real light curve
dataset and still achieve comparable results to training on a larger real light curve
dataset.

Additionally, the proposed framework for multi-observation combination also reduces
requirements for the collection of long light curve tracks for characterisation purposes.
It was initially assumed that the observation of multiple rotations in succession, would
be required in order to obtain enough information to correctly classify the object.
However, the results presented in Chapter 5 demonstrate that multiple shorter light
curve tracks can be combined, with the variation in sensor viewing angle relative to the
orientation and spin axis of the RSO enabling comparable performance. This result
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enables organisations to classify RSOs using light curves collected during regular
state update observations without the requirement for specialised characterisation
observations.

Finally, the implementation of uncertainty into the model framework is viewed as an
important initiative for the real world utilisation of a deep learning model applied to
RSO characterisation. Not only does this allow for the identification of challenging
cases to improve sensor efficiency and reduce misclassifications but it also provides
the user with a better understanding of model limitations. Models trained to per-
form mutually exclusive classification for certain shape classes are only capable of
classifying objects into classes that they have been presented with during training.
In real world operations, there are a range of possible shape classes that will need to
be considered and if the model has not been presented with a certain class during
training it will not be able to correctly classify it. In this case, the model certainty
threshold should indicate that the model is uncertain about the class of the object
and it can be referred to a human expert for further evaluation.

6.3 Future Work

Combined Shape Classification and Attitude Prediction

The research presented in this thesis has focused on shape classification from light
curve data. However, as outlined in Chapter 2, there are a number of other physical
characteristics, including attitude, size, mass and material properties. In particular,
determination of the attitude of the RSO is seen as important both for improving
orbital predictions [36, 128] and potential active debris removal missions [34, 32].
Consequently, it would be beneficial to investigate the utility of a network architecture
that is able to perform both shape classification and attitude prediction. The research
into simultaneous multi-site light curve observations presented in Chapter 5 suggests
that the incorporation of simultaneous observations will be useful when determining
the attitude of the RSO.
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Higher Sampling Rates for Fine-Grained Classification

The development of new sensor types, including event-based sensors [21, 59] and
single-photon avalanche diodes [75], raises the possibility of optical observations with
a very high sampling rate. It is expected that this kind of data would allow more
features to be observed in the extracted light curve, particularly spectral reflections,
providing more information to a classifier model. This is likely to enable more fine-
grained classification and assist with the differentiation between similar classes. Sub-
sequently, as these sensor types become more widely available, this data should be
considered to determine if the additional information does in fact lead to improved
model performance, compared to the sensor sampling rates considered in this thesis.

Combination of Multiple Observation Types

It has been demonstrated in this thesis that multiple light curve observation can be
combined to improve classification performance, however it was found that even using
this method there was still challenging cases that could not be classified correctly. As
outlined in Section 2.2 there are a number of different RSO observation methods,
each providing unique characteristic information about the object. By combining
different sensor modalities using a multi-observation framework similar to the one
outlined in Chapter 5, information from different observation types could be input
into the model in order to improve performance. Specifically, spectroscopy data or
thermal observations could be used provide additional information about the material
characteristics or laser ranging data to determine precise information shape of the
object as it rotates. This is seen as a promising avenue of research that is likely to
be required in order to fully characterise an RSO from ground-based observations.

Utilisation of Contemporary Neural Network Architectures and Tech-
niques

The field of deep learning is a rapidly developing and dynamic research area, with a
number of different models for TSC being proposed in the last few years as well as
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improvement in model selection and training techniques. Automated hyperparame-
ter optimisation is now commonly used to assist in the selection of model structure
and training hyperparameters as opposed to the grid search method that was used
in this research. The use of such techniques may result in small improvements in
the classification results in future work. Additionally, future research into RSO clas-
sification from observational data, should keep up to date with advances in deep
learning models applied to TSC tasks in other domains and investigate the utility
of contemporary models. In particular, recent advancements in transformer archi-
tectures using a self-attention mechanism [125], has resulted in them becoming the
state-of-the-art network architecture for sequence-to-sequence tasks [27]. While the
application of transformers to TSC tasks is an ongoing area of research, initial re-
sults appear promising and these types of networks may offer an improvement on the
current convolutional based models.

Generation of Shape Models based on Observational Data

While the research outlined in this thesis has focused on classification models, from
a SSA perspective, the ultimate goal would be to use the neural network to generate
a 3D rendered shape model of the observed RSO, similar to the those used in the
simulation environment. This would enable the generated shape model to be used
directly for precise orbital propagation. While this is a more challenging task than
shape classification, it is expected that the methods that have been developed in this
thesis would also be applicable. As the neural network developed for such a task
would require significantly more parameters than for the TSC task, simulation-based
transfer learning will be important for efficiently training the network. Additionally,
the combination of multiple observations, either light curves or other observation
types, is likely required to provide such a model with the required information to
generate a complex shape model.
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Appendix A

Additional Information for Blender
Simulated Dataset

A.1 Rendered Imagery of Shape Models
This section contains a rendered image of the each of the shape models that was used
to generated simulated light curve data for both Chapter 4 and Chapter 5. Note that
these images are not to scale and objects appear in the same order as in the confusion
matrix presented in Figure 4.6a.

Figure A.1 – Cylinder Render

Same dimensions as the SpaceX stage 2
rocket body but no nozzle or nose cone

Figure A.2 – SpaceX Render

Designed based on the dimensions of
SpaceX stage 2 rocket body
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Figure A.3 – ASTRE Render

Cylindrical shaped object with antennas
Figure A.4 – Sphere Render

Sphere with uniform material properties

Figure A.5 – 1RU-CubeSat Render

1U-CubeSat (10cm x 10cm x 10cm)
Figure A.6 – 2RU-CubeSat Render

2U-CubeSat (10cm x 10cm x 20cm)
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Figure A.7 – ICECube2016 Render

3U-CubeSat (10cm x 10cm x 30cm)
Figure A.8 – PlaneSingle Render

Flat plate with a single reflective side

Figure A.9 – Plane Render

Flat plate identical to PlaneSingle
however both sides are reflective

Figure A.10 – Topex Render

Single solar panel with antennas and a
rectangular bus
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Figure A.11 – GOES-PQR Render

Single solar panel with rod-like antenna
and a rectangular bus

Figure A.12 – Jason1 Render

Dual wing satellite with a central bus
and multiple circular antennas

Figure A.13 – SHO Render

Dual wing satellite with central bus
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A.2 Effect of Variations in Material Properties

This section contains some initial results depicting the effect of changing various
material properties in Blender on the shape of the output light curve. The experiments
were performed using a model of the MEASAT 3 satellite, which has a box wing
configuration with four large circular antennae. For these experiments, the angle of
the solar panels were set to be perpendicular to the angle of the antennae. This can
be seen in the rendered imagery presented in Figure A.14.

(a) Solar Panels Visible (b) Antennae Visible

Figure A.14 – Rendered imagery depicting the model of MEASAT-3 used in Blender

For the light curves presented in Figure A.15, only the reflectivity properties of the
four antennae is varied. The sections of the light curve heavily influenced by the
reflection from these antennae can be seen at approximately, 170s, 340s and 510s,
with large variations seen at these points in the light curves. It should be noted
that Figure A.15a and Figure A.15d depict the results for extreme cases, which are
unlikely to correspond to the material properties for RSOs.
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(a) Metallic: 0.0, Specular: 0.0, Roughness: 0.2

(b) Metallic: 0.25, Specular: 1.0, Roughness: 0.2

(c) Metallic: 0.75, Specular: 0.5, Roughness: 0.3

(d) Metallic: 1.0, Specular: 2.0, Roughness: 0.2

Figure A.15 – Comparison between extracted light curves for MEASAT 3 with vari-
ations in the antennae material properties
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