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By definition, thefts are considered the act of taking away other people’s
mobile possessions for personal use or for others, affecting crime rates, eco-
nomic indicators and enabling recent studies to create risk zones in society,
contributing to insurance pricing in actuarial methods. This paper ana-
lyzes the number of vehicle thefts of 38 locations near Campinas/São Paulo,
Brazil, using a GLARMA(p,q) model with Poisson and Negative Binomial
response. The main feature of GLARMA(p,q) is to consider the peculiarities
of counting data as high dispersion. As a result, it was possible to verify the
adequacy and usefulness of the model for counting data. With specific tech-
niques for estimating time series related to the public security area, patterns
can be better understood, revealing relevant information that can be added
to decision-making processes to direct public policies.
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1 Introduction

By definition, thefts are considered the act of taking away other people’s mobile pos-
sessions for personal use or for others, contrasting with robbery, which is characterized
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by the act of taking other people’s mobile possessions for personal use or for others,
through major threat or violence against the owner (Brasil, 1940). In the general sphere
of crime, themes involving crime and violence have been the object of study of many
countries, mainly relating the involved costs to society and individuals (Silva, 2015).
In the social context, carjacking and thefts of vehicles are among the primary crimes

identified by the Secretária Nacional de Segurança Pública (Filho and Guedes, 2018),
affecting crime rates and enabling studies concerning these offenses in society (Freitas
and Gonçalves, 2017). Studies with such focus can be seen in Nunley and Zietz (2015),
in the elaboration of risk zones for crimes such as carjacking and theft of vehicles in
83 census regions of San Francisco and in the analysis between inflationary process and
crime rate by Chung and Kim (2018).
In the actuarial background, specifically in pricing, variables as vehicle traffic location,

robberies, thefts, collision and fire impact in premium costs (Teixeira and Scalon, 2016).
Consequently, individual attributes and risk levels can lead to different insurance and
coverage costs, allowing the development of risk groups (Schmeiser and Wagner, 2014).
For further detailing about pricing and actuarial analysis, see Denuit and Walhin (2007).
New insurance products have been marketed based on use, which are called Usage-

based insurance (UBI). According to Grzadkowska (2018), these are products that the
premium can be weighted through the driver’s behavior, location and usage of the vehicle.
In this case, vehicle data can be provided via telematics, feeding the insurer’s database.
This manner of contracting has shown an increasing trend in recent years (Zhou and
Chen (2017), Bian and Liang (2018)). However, according to Bian and Liang (2018),
studies are still needed to measure how much and how the driver’s behavior can affect
the insurance premium and risk, for example.
Statistical methods have contributed to pricing and crime rate analysis in several loca-

tions (Denuit and Walhin (2007), Freitas and Gonçalves (2017), Chung and Kim (2018)).
Time series models have enabled the analysis of vehicle thefts and robberes in Filho and
Guedes (2018) and Mao and Ye (2018), and also criminality aspects in Vujić and Koop-
man (2016) using intervention models. On the other hand, linear generalized models
have allowed pricing, portfolio analysis and allocation of policyholders in accordance
with risk level.
Morettin and Toloi (2018) define a time series (Yt) as a set of observations of a phe-

nomenon ordered in time. One of the main objectives of a time series analysis is to build
stochastic models that can describe the phenomenon (Shumway and Stoffer, 2006). As
stated in the literature, assuming the additive effect, Yt can be decomposed by three
latent components, denoting: trend (Tt), seasonality (St) and random error (et) under
the assumption that et ∼ WN(0, σ2). That is, Yt = Tt + St + et, t = 1, ..., N (Morettin
and Toloi, 2018).
There are several time series models, being the autoregressive integrated moving aver-

age ARIMA(p, d, q) a class of these. These models are suitable for modeling series with
non-explosive behavior and that become stationary when the difference operator is used
(Morettin and Toloi, 2018). Besides that, it is possible to specify seasonal models within
the class SARIMA(p, d, q)(P, D, Q)s for series with a cyclic and periodic behavior.
However, these classic models for time series from Box and Jenkins (1976) are specified
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assuming a Gaussian distribution, like the ARMA(p, q) process.
Some time series models may have particular characteristics, such as discrete and fi-

nancial series. In discrete phenomena, generalized linear models (GLM), from Nelder and
Wedderburn (1972), and its extensions are used. However, these methodologies rarely
consider the serial correlation between observations. Thus, mathematical approaches
for the analysis of a discrete time series derived from regression methods and from time
series models were proposed in (Cox (1981), Zeger (1988), Mckenzie (1988), Li (1994),
Shephard (1995), Davis and Wang (1999), Davis and Wang (2000), Davis and Streett
(2003) and Benjamin and Stasinopoulos (2003)).
According to Dunsmuir and Scott (2015), these models use GLM in conjunction with

ARMA(p, q) to model a wide variety of time series, such as the GLARMA(p, q) (Gen-
eralized linear autoregressive moving average), which allows the assumption of counting
distributions, with the advantage of modeling autocorrelation, a common problem in
time series. See, for example, Dunsmuir and Scott (2015) reviewing the theory of model
applications; Petukhova and Z. (2018), comparing the performance of ARIMA(p,d,q),
GLARMA(p,q) and Random forests to predict the number of Influenza virus (IAV-S)
cases in Canada; and Mukhopadhyay and Thatte (2019) in the study of malaria cases
in India, using models with a Binomial Negative and Poisson response.
Dunsmuir (2016) defines the class GLARMA(p, q) as a non-Gaussian state space

process, in which the state of the process is linearly dependent on covariates and where
the distribution of observations follows to the exponential family. In this model, y1, ..., yn
denotes the series, xt denotes the covariables and Ft = {Ys : s < t,xs : s ≤ t} denotes
the past information of yt and the past and present information of xt. Then, f(yt|Wt) =
exp{ytWt − atb(Wt) + ct}, where at and ct are sequences of constants, ct is a function
of yt, and Wt is a function of the elements in Ft. Consequently, the conditional average
of the response is ut = E(Yt|Wt), being ut related to Wt through a link function. As
seen in Dunsmuir and Scott (2015), Wt is specified as Wt = x

′
tβ + Zt, being, Zt =∑p

i=1 ϕi(Zt−i+ et−i)+
∑q

i=1 θiet−i, where ϕi and θi are, respectively, autoregressive and
moving average parameters.
The Poisson and Negative Binomial distributions are commonly used in GLARMA(p,q)

model. According to Dunsmuir and Scott (2015), it is used for Poisson:

f(yt,Wt) =
uytt e−ut

yt!
.

And for the Negative Binomial:

f(yt,Wt) =
Γ(α+ yt)

Γ(α)Γ(yt + 1)

[
α

α+ ut

]α [ ut
α+ ut

]yt
.

In the above cases, the link function used is logarithmic, therefore, ut = exp(Wt).
In this manner, the parameters of the process can be estimated and predictions and
analyzes can be carried out next. For more properties about these models, see Dunsmuir
and Scott (2015) and Dunsmuir (2016).
Forecasts can be of interest to the researcher, such as crime rates in different regions

feeding a pricing model, for instance. This paper compiles the number of vehicle thefts
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of 38 locations near Campinas/SP enabling the management and direction of public
policies such as in Filho (2004) and Napoleão (2005).

When building models for the time series of police occurrences for vehicle thefts, it is
necessary to assess peculiarities of counting data, considering discrete probability distri-
butions for non-negative integers such as the Poisson or Negative Binomial distributions.
Thus, the aim of this work is to study the time series of the number of vehicle thefts in
38 locations near Campinas between January 2010 and March 2020, analyzing the ade-
quacy and usefulness of the GLARMA(p, q) models with Poisson and Binomial Negative
responses to describe the phenomenon.

2 Materials and Methods

The data analyzed corresponds to the number of occurrences of vehicle thefts recorded
in the region of Campinas, São Paulo, Brazil. Data are available in the form of monthly
time series from January 2010 to March 2020 by the Secretaria de Segurança Pública do
Estado de São Paulo (SSP, 2020). The analyzed region includes 38 locations, shown in
Table 1.

Table 1: Cities allocated by the Secretaria de Segurança Pública do Estado de São Paulo
to the region of Campinas, São Paulo, Brazil.

Cities

Águas de Lindoia Indaiatuba Mogi Guaçu Santo Ant. de Posse

Amparo Itapira Mogi Mirim Serra Negra

Atibaia Itatiba Monte Al. do Sul Socorro

Bom J. dos Perdões Itupeva Morungaba Tuiuti

Bragança Paulista Jaguariúna Nazaré Paulista Valinhos

Cabreúva Jarinu Pauĺınia Vargem

Campinas Joanópolis Pedra Bela Várzea Paulista

Campo L. Paulista Jundiáı Pedreira Vinhedo

Estiva Gerbi Lindóia Pinhalzinho

Holambra Louveira Piracaia

In Figure 1, we have the geographic location of each city cited in Table 1 under a radius
of 81.8 kilometers around Campinas, which is one of the most populous cities in Brazil.
Considering straight line distance, Joanópolis is the furthest city from Campinas, with
an approximate distance of 80.5 kilometers. Valinhos is the closest, with an approximate
distance of 12 kilometers.
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Figure 1: Geographic location of the localities included in the Campinas region, accord-
ing to SSP (2020)

In order to analyze the trend component in the series, we performed the Cox-Stuart
test. In this test, the series is grouped in pairs as follows: (y1, y1+c), (y2, y2+c),...,
(yN−c, yN ), being c = N/2 if N is even, or c = (N+1)/2 if N is odd. In each pair (yi, yi+c),
positive (yi < yi+c) or negative (yi > yi+c) signs are associated and ties are eliminated.
Denoting N as the number of pairs where yi ̸= yi+c, the test confronts the null hypothesis
of no trend against the presence of trend (Morettin and Toloi, 2006). As a result, a trend
variable T = 1, ..., N was specified. Regarding the seasonal component (St), periodic
covariates were defined in order to control the possible deterministic seasonal effect as
follows: cos(2πt/12), sin(2πt/12), cos(2πt/6) and sin(2πt/6), for t = 1, ..., N. In addition
to these, a binary variable was created to evaluate the effect of the months of December,
that is:

D =

{
1, if t = 12γ

0, otherwise
,

for γ = {1, . . . , 10}.
We considered models with Poisson and Negative Binomial response. The latter was

used to control high data dispersion. Fisher’s scoring method with 50 iterations was used
to estimate the parameters of the model, available in the Glarma package of Dunsmuir
and Scott (2018). To analyze the assigned distribution, we used the histogram from
probability integral transformation (PIT). PIT compares the predictive distribution val-
ues with the data, that is, if the data was collected from the predictive distribution, PIT
follows a uniform distribution (Dunsmuir, 2016). In this paper, we used the PIT exten-
sion for discrete distributions from Czado and Held (2009). As a form of interpretation,
deviations from the histogram pattern, such as a U shape, indicate high dispersion. For
further details, see Czado and Held (2009), Dunsmuir and Scott (2015), and Dunsmuir
(2016).
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We used Pearson residuals, as also used by Mukhopadhyay and Thatte (2019), al-
though there are other variations, such as Score residuals. Stationarity condition was
analyzed with autocorrelation function and Ljung–Box test, supported in the condition
of asymptotic normality stated in (Dunsmuir and Scott, 2015). Denoting Ψ = (ϕ

′
, θ

′
)
′
,

we applied the Wald test in Ψ, under H0: Ψ = 0, that is, indicating if the Zt structure
is significant. See, for instance, the Wald statistic in (Dunsmuir and Scott, 2015). For
our study, we used the package Glarma of Dunsmuir and Scott (2018) available in R
(Team, 2020).

3 Results and Discussion

During the investigated period, there was a monthly average of 737.61 vehicles thefts in
the region. Considering that every month has 30 days, it corresponds to 24.6 vehicles
per day. We observed a possible seasonal pattern every December (Figure 2a), where
the dashed horizontal line represents the monthly average of the period. Note that in
December there is a possible reduction in the number of vehicle thefts with an average of
635.5 vehicles, which is a reduction of 102.11 vehicles when compared with the monthly
average.

To verify this result, we applied the t-student test to compare the means. According
to the test at a 5% significance level, we can affirm that the December mean is different
from the general mean (p-value = 0.0005), under a null hypothesis of equality of means.
This result is opposite to the study of Gonçalves (2008), showing that in December there
is a greater number of thefts in Belo Horizonte, Minas Gerais, justified by greater capital
movement, higher number of vehicles and lack of parking. This raises the hypothesis
that these patterns may change between locations, being necessary to attribute these
specific conditions in pricing of insurance, for instance.

Figure 2: Box-plot of the number of vehicle thefts in relation to the months between
January 2010 and March 2020 (a) and years 2010 to 2020 (b)
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Returning to the Campinas region, we analyzed the monthly and daily frequency
distributions of thefts, showed in Figure 3(a) and 3(b), respectively. Daily frequency was
estimated considering months have 30 days. In the same Figure, we presented the normal
distribution estimates for the data. According to Shapiro-Wilk test, the hypothesis of
normal distribution for the data was not rejected. This can be justified because, even in
the case of counting data, the Poisson and Negative Binomial distributions are related
to the normal distribution, as seen in Casella and Berger (2014).
The 95% quantiles were estimated assuming normal distribution, making risk measures

possible in the region, and represented by the vertical lines in gray (Figure 3 (a) and (b)).
Concerning the monthly distribution, we found that the probability of the number of
vehicle thefts in a month being greater than 921 vehicles is 5%. Similarly, the probability
of the number of vehicle thefts in any given day being more than 31 is 5% in the region
studied. This measure can be used for this locality’s sub-regions, contributing to pure
premium estimates. In contrast, we estimated the 95% quantiles to Ribeirão Preto
region, resulting in 684 thefts (monthly data) and 23 thefts (daily data).

Figure 3: Distribution of vehicle thefts in Campinas region in the period analyzed:
monthly (a) and daily (b) estimated averages

Considering Campinas population in 2010 being 3,306,396 inhabitants, we have a rate
of 28.48 thefts per 10,000 inhabitants in 2010. In the same year, countries as Colombia,
Peru and Chile had rates of theft or attempted theft of 47.1; 51.5 and 132.6 per 10,000
inhabitants, respectively (OECD, 2019). Note that after 2015, there was a reduction in
the median when compared to previous years (Figure 2(b)). We tested and confirmed
that the monthly average between 2015 and 2019 is smaller than the previous years
(p-value ∼ 0).

Figure 4 shows the time series of thefts in the region. Both points represent the
extreme values in the period. May 2011 was the month with the highest number of
thefts, corresponding to 1,031 vehicles. March 2020 was the month with the lowest
number of thefts, totaling 411 vehicles. This reduction in March 2020 may be an impact
of the quarantine policies adopted in the State of São Paulo due to Covid-19, which
reduced the circulation of people and vehicles.
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Figure 4: Time series of the monthly number of vehicle thefts in Campinas region during
the months of January 2010 and March 2020

Graphically, it can be noted the presence of the trend (Tt) component in the time
series, a fact also pointed out by the Cox-Stuart test (p-value ∼ 0). Furthermore, the
sample variance (S2) estimated is approximately 17 times higher than the sample mean,
indicating high dispersion. For the model, the autoregressive and moving average orders
were identified with the autocorrelation (ACF) and partial autocorrelation (PACF) func-
tions. Significant autocorrelations were verified in the first series lags in both functions.
For parsimony reasons, models with lower lags were built, as shown in Table 2. In these
models, only the significant covariates were maintained, considering a significance level
of 5%.

Table 2: GLARMA(p, q) models considered and the respective information criteria AIC,
BIC and HQC

Model Distribution AIC BIC HQC Wald

GLARMA(1,0) Poisson 1180.31 1897.19 1887.17 0.000

GLARMA(2,0) Poisson 1841.19 1860.87 1849.18 0.000

GLARMA(1,0) Neg. Bin. 1403.59 1414.84 1408.15 0.005

GLARMA(2,0) Neg. Bin. 1400.92 1414.98 1406.64 0.002

Regarding the models presented in table 2, the GLARMA(2,0) model presented the
best AIC and HQC information criteria. Moreover, analysis of the PIT histogram vali-
dated the adoption of the Negative Binomial distribution when compared to the Poisson
models, as seen in Figure 5. Models with Poisson distribution 5 (a) and 5 (b) are penal-
ized in the tails due to high dispersion, which did not occur in the models with Negative
Binomial distribution 5 (c) and 5 (d).
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Figure 5: PIT histogram of models with Poisson and Negative Binomial distribution

Pearson residuals of GLARMA(2,0) with Negative Binomial distribution were ana-
lyzed and presented a stationary pattern (Figure 7) with no significant autocorrelations
until the twentieth lag. The estimated coefficients are shown in Table 3, note that
the deterministic seasonal control covariates cos(2πt/12), sin(2πt/12), cos(2πt/6) and
sin(2πt/6) were removed because they were not significant.

We also observe the trend and December effect in the phenomenon. Concerning the
trend, the effect was statistically significant, indicating a reduction in the average of
thefts as time passed. The same occurred to December months, indicating a reduction
in the average of thefts. In relation to the autoregressive parameters, we found that both
lags are significant as well as the α parameter of the Negative Binomial distribution.
The Wald test indicated that Ψ is significant (p-value = 0.0022) and the Ljung–Box test
indicated that the residuals are independent (p-value = 0.8002).
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Table 3: Estimated coefficients of the GLARMA model (2, 0) with Negative Binomial
distribution

Estimated Standard Error Pr—>(Z)—

Intercept 6.7855 0.0241 0.0000

T -0.0029 0.0003 0.0000

D -0.1322 0.0271 0.0000

ϕ1 0.0267 0.0097 0.0062

ϕ2 0.0214 0.0090 0.0179

α 132.27 20.530 0.0000

Considering the parameters estimated by the process, the model can be described as
follows:

Yt|Ft ∼ Neg Bin(ut, 132.27) (1)

log(ut) = 6.7855− 0.0029T − 0.1322D + Zt (2)

Zt = 0.0267(Zt−1 + et−1) + 0.0214(Zt−2 + et−2). (3)

Finally, Figure 6 shows the adjusted and observed values for the time series.

Figure 6: Adjusted and observed values of the time series in the analyzed period

4 Conclusion

Aiming to study the time series of vehicle thefts in 38 locations near Campinas between
January 2010 and March 2020, this work investigated the adequacy and usefulness of
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GLARMA(p,q) models with Poisson and Binomial Negative response, suitable for the
peculiarities of counting time series. The models were adjusted by Fisher score method
with 50 iterations, with the insertion of covariables for the deterministic seasonal control
given by cos(2πt/12), sin(2πt/12), cos(2πt/6) and sin(2πt/6).

The series showed a downward trend and high dispersion in the period studied. Among
the adjusted models, the GLARMA(2,0) process with Negative Binomial distribution
was the most indicated in this case. Besides that, the seasonal control covariates were
removed from the model because they are not significant. The values adjusted by the
model showed a good predictive performance to describe the series’ behavior over the
period, as well as for forecasting purposes, under the conditions considered in the study.

It was possible to verify the adequacy and usefulness of the model with GLARMA(p,
q) class considering specific distributions for counting data. With specific techniques
for estimating time series related to the public security area, patterns can be better
understood, revealing relevant information that can be added to decision-making pro-
cesses in order to direct public policies. As future suggestions, we intend to expand the
GLARMA(p, q) class to the other regions of São Paulo, enabling comparisons between
risks of theft.
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Morettin, P. and Toloi, C. (2018). Análise de séries temporais: Modelos lineares uni-
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