
HANDBOOK OF SOCIOLOGICAL SCIENCE: 
CONTRIBUTIONS TO RIGOROUS SOCIOLOGY

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
CC

 B
Y-

NC
-N

D 
4.

0 
lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



RESEARCH HANDBOOKS IN SOCIOLOGY

Series Editor: Hans-Peter Blossfeld, Professor of Sociology, University of Bamberg, 
Germany

The Research Handbooks in Sociology series provides an up-to-date overview on the 
frontier developments in current sociological research fields. The series takes a  theoretical, 
methodological and comparative perspective to the study of social  phenomena. This 
includes different analytical approaches, competing theoretical views and methodological 
innovations leading to new insights in relevant sociological research areas. Each Research 
Handbook in this series provides timely, influential works of lasting significance. These 
volumes will be edited by one or more outstanding  academics with a high international 
reputation in the respective research field, under the overall guidance of series editor 
Hans-Peter Blossfeld, Professor of Sociology at the University of Bamberg. The Research 
Handbooks feature a wide range of original  contributions by well-known authors, 
 carefully selected to ensure a thorough coverage of current research. The Research 
Handbooks will serve as vital reference guides for undergraduate students, doctoral 
 students, postdoctorate students and research  practitioners in sociology, aiming to 
expand current debates, and to discern the likely research agendas of the future.
 Titles in the series include:

Research Handbook on the Sociology of Education
Edited by Rolf Becker

Research Handbook on the Sociology of the Family
Edited by Norbert F. Schneider and Michaela Kreyenfeld

Research Handbook on Environmental Sociology
Edited by Axel Franzen and Sebastian Mader

Research Handbook on Analytical Sociology
Edited by Gianluca Manzo

Handbook of Sociological Science
Contributions to Rigorous Sociology
Edited by Klarita Gërxhani, Nan Dirk de Graaf and Werner Raub

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



Handbook of Sociological Science 
Contributions to Rigorous Sociology

Edited by

Klarita Gërxhani
Professor of Sociology, Department of Political and Social Sciences, 
European University Institute (EUI), Italy

Nan Dirk de Graaf
Professor of Sociology and Official Fellow, Nuffield College, University  
of Oxford, UK

Werner Raub
Professor of Sociology, Department of Sociology/ICS, Utrecht University, 
the Netherlands

RESEARCH HANDBOOKS IN SOCIOLOGY

Cheltenham, UK • Northampton, MA, USA

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



© Klarita Gërxhani, Nan Dirk de Graaf and Werner Raub 2022

With the exception of any material published open access under a Creative Commons licence 
(see www.elgaronline.com), all rights are reserved and no part of this publication may be 
 reproduced, stored in a retrieval system or transmitted in any form or by any means, electronic, 
mechanical or photocopying, recording, or otherwise without the prior permission of the 
 publisher.
 

Chapters 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 19, 21, 24, 25 and 26 are available for 
free as Open Access from the individual product page at www.elgaronline.com under Creative 
Commons Attribution-NonCommercial-NoDerivatives 4.0 Unported (https://creativecommons.
org/licenses/by-nc-nd/4.0/) license. 

The Open Access version includes only those chapters which were published Open Access on a 
Creative Commons CC BY-NC-ND 4.0 Licence.

Published by
Edward Elgar Publishing Limited
The Lypiatts
15 Lansdown Road
Cheltenham
Glos GL50 2JA
UK

Edward Elgar Publishing, Inc.
William Pratt House
9 Dewey Court
Northampton
Massachusetts 01060
USA

A catalogue record for this book
is available from the British Library

Library of Congress Control Number: 2022934532

This book is available electronically in the  
Sociology, Social Policy and Education subject collection
http://dx.doi.org/10.4337/9781789909432

ISBN 978 1 78990 942 5 (cased)
ISBN 978 1 78990 943 2 (eBook)

Typeset by Cheshire Typesetting Ltd, Cuddington, Cheshire

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/

http://www.elgaronline.com/
http://www.elgaronline.com/
https://creativecommons.org/licenses/
https://creativecommons.org/licenses/
http://dx.doi.org/10.4337/9781789909432


v

Contents

List of contributors viii
Acknowledgments xi

INTRODUCTION 

 1. Rigorous sociology 2
 Werner Raub, Nan Dirk de Graaf, and Klarita Gërxhani 

PART I RESEARCH PROGRAMS

 2. Order from chaos: sociology as a population science 21
 Michelle Jackson

 3. Analytical sociology 38
 Gianluca Manzo

 4.  Computational approaches in rigorous sociology: agent-based computational  
modeling and computational social science 57

 Andreas Flache, Michael Mäs, and Marijn A. Keijzer

 5. Stochastic network modeling as generative social science 73
 Christian E.G. Steglich and Tom A.B. Snijders

 6. Rational choice sociology: heuristic potential, applications, and limitations 100
 Andreas Diekmann

PART II NEW AND ONGOING DEVELOPMENTS IN SELECTED FIELDS

 7.  Cultural capital and educational inequality: an assessment of the state of  
the art 121

 Mads Meier Jæger

 8. Integration in migration societies 135
 Frank Kalter

 9. Social networks: effects and formation 154
 Vincent Buskens, Rense Corten, and Werner Raub

10. Gender inequality, households, and work 176
 Eva Jaspers, Tanja van der Lippe, and Marie Evertsson

11. Validation strategies in historical sociology (and beyond) 196
 Ivan Ermakoff

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



vi  Handbook of sociological science

12. Rigorous ethnography 215
 Federico Varese

13. Evolution, biology, and society 232
 Rosemary L. Hopcroft, Joseph Dippong, Hexuan Liu, and Rachel Kail

14.  Sociogenomics: theoretical and empirical challenges of integrating molecular  
genetics into sociological thinking 250

 Melinda C. Mills

PART III METHODS

15. Causal inference with observational data 272
 Richard Breen

16. Longitudinal designs and models for causal inference 287
 Markus Gangl

17. Experimental sociology 309
 Klarita Gërxhani and Luis Miller

PART IV RIGOROUS SOCIOLOGY IN ACTION: SHOWCASES

18.  Explaining educational differentials: towards a formal rational action  
theory 325

 Richard Breen and John H. Goldthorpe

19.  ‘Explaining educational differentials’ revisited: an evaluation of rigorous  
theoretical foundations and empirical findings 356

 Rolf Becker

20. Structural holes and good ideas 372
 Ronald S. Burt

21.  Network mechanisms in innovation: borrowing and sparking ideas around  
structural holes 423

 Balazs Vedres

22.  Experimental study of inequality and unpredictability in an artificial  
cultural market 443

 Matthew J. Salganik, Peter Sheridan Dodds, and Duncan J. Watts

23. Self-correcting dynamics in social influence processes 446
 Arnout van de Rijt

PART V FURTHER PERSPECTIVES

24. The climate crisis: what sociology can contribute 475
 Dingeman Wiertz and Nan Dirk de Graaf

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



Contents   vii

25. Roots of sociology as a science: some history of ideas 493
 Thomas Voss

26. How to increase reproducibility and credibility of sociological research 512
 Katrin Auspurg and Josef Brüderl

Index 528

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



viii

Contributors

Katrin Auspurg, Department of Sociology, Ludwig-Maximilians-Universität, Munich 
(Chapter 26)

Rolf Becker, Institute of Educational Science, University of Bern (Chapter 19)

Richard Breen, Nuffield College and Department of Sociology, University of Oxford 
(Chapters 15 and 18)

Josef Brüderl, Department of Sociology, Ludwig-Maximilians-Universität, Munich 
(Chapter 26) 

Ronald S. Burt, Booth School of Business, University of Chicago, and Department of 
Management and Technology, Bocconi University (Chapter 20)

Vincent Buskens, Department of Sociology/ICS, Utrecht University (Chapter 9)

Rense Corten, Department of Sociology/ICS, Utrecht University (Chapter 9)

Nan Dirk de Graaf, Nuffield College, University of Oxford (Chapters 1 and 24)

Andreas Diekmann, Department of Humanities, Social and Political Science, ETH 
Zürich, and Institute of Sociology, University of Leipzig (Chapter 6)

Joseph Dippong, Department of Sociology, University of North Carolina at Charlotte 
(Chapter 13)

Peter Sheridan Dodds, Department of Computer Science, University of Vermont 
(Chapter 22)

Ivan Ermakoff, Department of Sociology, University of Wisconsin-Madison (Chapter 11)

Marie Evertsson, Swedish Institute for Social Research, Stockholm University 
(Chapter 10)

Andreas Flache, Department of Sociology/ICS, University of Groningen (Chapter 4)

Markus Gangl, Institute of Sociology, Goethe University Frankfurt am Main, and 
Department of Sociology, University of Wisconsin-Madison (Chapter 16)

Klarita Gërxhani, Department of Political and Social Sciences, European University 
Institute (Chapters 1 and 17)

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



Contributors   ix

John H. Goldthorpe, Nuffield College, University of Oxford (Chapter 18)

Rosemary L. Hopcroft, Department of Sociology, University of North Carolina at 
Charlotte (Chapter 13)

Michelle Jackson, Department of Sociology, Stanford University (Chapter 2)

Mads Meier Jæger, Department of Sociology, University of Copenhagen (Chapter 7)

Eva Jaspers, Department of Sociology/ICS, Utrecht University (Chapter 10)

Rachel Kail, School of Criminal Justice, University of Cincinnati (Chapter 13)

Frank Kalter, School of Social Sciences, University of Mannheim (Chapter 8)

Marijn A. Keijzer, Institute for Advanced Study in Toulouse, University of Toulouse 1 
Capitole (Chapter 4)

Hexuan Liu, School of Criminal Justice, University of Cincinnati (Chapter 13)

Gianluca Manzo, Department of Sociology, Sorbonne University (Chapter 3) 

Michael Mäs, Department of Sociology, Karlsruhe Institute of Technology (Chapter 4)

Luis Miller, Institute of Public Goods and Policies, Spanish National Research Council 
(Chapter 17)

Melinda C. Mills, Nuffield College, University of Oxford (Chapter 14)

Werner Raub, Department of Sociology/ICS, Utrecht University (Chapters 1 and 9) 

Matthew J. Salganik, Department of Sociology, Princeton University (Chapter 22)

Tom A.B. Snijders, Department of Sociology, University of Groningen, and Nuffield 
College, University of Oxford (Chapter 5)

Christian E.G. Steglich, Department of Sociology/ICS, University of Groningen, and 
Institute for Analytical Sociology, Linköping University (Chapter 5)

Arnout van de Rijt, Department of Political and Social Sciences, European University 
Institute and Utrecht University (Chapter 23)

Tanja van der Lippe, Department of Sociology/ICS, Utrecht University (Chapter 10)

Federico Varese, Nuffield College and Department of Sociology, University of Oxford 
(Chapter 12)

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



x  Handbook of sociological science

Balazs Vedres, Oxford Internet Institute, University of Oxford (Chapter 21)

Thomas Voss, Institute of Sociology, University of Leipzig (Chapter 25)

Duncan J. Watts, Annenberg School for Communication, University of Pennsylvania 
(Chapter 22)

Dingeman Wiertz, UCL Social Research Institute, University College London 
(Chapter 24)

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



xi

Acknowledgments

The Handbook of Sociological Science: Contributions to Rigorous Sociology would have 
been impossible without the active involvement of numerous people and institutions. 
First of all, we would like to thank the contributors. They were willing to share their 
expertise and write informative chapters. They were likewise patient and thought-
ful  throughout an, at times, meticulous process that we as editors asked them to go 
through.

As part of the process, we held a series of online meetings in December 2020, during 
the Covid-19 pandemic, at which all contributors participated actively as reviewers and 
discussants of each other’s chapters, with written contributions on each chapter that had 
been circulated ahead of the meetings. In this way, the individual chapters and the 
Handbook as a whole benefited from detailed and constructive comments and suggestions 
as well as from lively discussions. Contributors and we editors found these meetings a 
great success. Claudia Fanti (European University Institute) provided administrative 
support for these meetings and saw to it that everything worked smoothly. Subsequently, 
contributors revised their chapters. As editors, we then provided another round of com-
ments for each chapter and contributors afterwards prepared the final versions.

This Handbook would not have been possible without the support of Hans-Peter 
Blossfeld, Editor of the Edward Elgar Research Handbooks in Sociology Series. Peter was 
enthusiastic about the idea for our Handbook from the very beginning and supported the 
project in various ways. We likewise acknowledge the collaboration with various people 
at Edward Elgar, our publisher. Preparing the complete manuscript for submission, 
Esmee Bosma (Utrecht University) worked carefully and efficiently on unifying format-
ting and layout of the chapters. Jesper Sørensen, Editor-in-Chief of the journal 
Sociological Science and his editorial team gently agreed with sharing the title of their 
journal with parts of the Handbook’s title, even though the Handbook is not affiliated with 
the journal. 

We are grateful to authors of the ‘showcase chapters’ in Part IV for their willingness to 
include reprints of their work and for active participation in the meetings on reviewing 
and improving draft-versions of chapters. We likewise acknowledge the respective jour-
nals and publishers of these journals for their permission to reprint. More specifically, 
our Handbook comprises the following reprints:

Richard Breen and John H. Goldthorpe (1997), ‘Explaining educational differentials: 
towards a formal rational action theory’, Rationality and Society, 9, 275–305 (reprinted 
as Chapter 18). Reprinted with permission from Sage Publications.

Ronald S. Burt (2004), ‘Structural holes and good ideas’, American Journal of 
Sociology, 110, 349–399 (reprinted as Chapter 20). Reprinted with permission from the 
University of Chicago Press; © 2004 by The University of Chicago. All rights reserved. 
0002-9602/2004/11002-0004$10.00.

Matthew J. Salganik, Peter Sheridan Dodds, and Duncan J. Watts (2006), ‘Experimental 
study of inequality and unpredictability in an artificial cultural market’, Science, 311, 
854–856 (reprinted as Chapter 22). Reprinted with permission from AAAS.

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



xii  Handbook of sociological science

Arnout van de Rijt (2019), ‘Self-correcting dynamics in social influence processes’, 
American Journal of Sociology, 124, 1468–1495 (reprinted as Chapter 23). Reprinted with 
permission from the University of Chicago Press; © 2019 by The University of Chicago. 
All rights reserved. 0002-9602/2019/12405-0004$10.00.

We are very happy that all the 22 chapters of this Handbook that are original contribu-
tions are also available Open Access. We are confident that Open Access for 22 of the 26 
Handbook-chapters will be attractive for readers as well for the authors of the chapters 
and will contribute to the circulation of the Handbook. Open Access will, for example, 
also facilitate use for teaching purposes. The four showcase chapters that are reprints, for 
copyright reasons, are not Open Access via the Handbook but are easily available in 
digital format via libraries.

Last but not least, some words are in order for our own home institutions: the 
European University Institute with its Department of Political and Social Sciences, 
Nuffield College at the University of Oxford, and Utrecht University with its Department 
of Sociology as well as the Interuniversity Center of Social Science Theory and 
Methodology (ICS). Our home institutions have contributed first of all by being aca-
demic and intellectual strongholds of rigorous sociology. Our home institutions also 
provided funding when needed, including considerable funding (also from the University 
Library and the Faculty of Social and Behavioral Sciences of Utrecht University) for 
making Open Access possible for all but the reprint-chapters of the Handbook.

Working on this Handbook has sometimes been demanding, but our collaboration as 
editors was always pleasant and predominantly entertaining. As editors, we learned a lot 
from each other as well as from the Handbook-contributors throughout the project. We 
pseudo-randomized the order of editorship, avoiding indication of any type of priority.

Klarita Gërxhani, Nan Dirk de Graaf, Werner Raub

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



INTRODUCTION

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



2

1. Rigorous sociology*

Werner Raub, Nan Dirk de Graaf, and Klarita Gërxhani †

1. INTRODUCTION

Sociology today manifests itself in textbooks, journals, departments, conferences, and 
professional associations in two different ways. First, like other social science disciplines, 
sociology covers a broad and diverse range of research problems, research topics, and 
research fields. This indicates that sociology is thriving. Second, sociology is fragmented. 
It comprises a multitude of ‘approaches’ that do not share a common core of basic meth-
odological standards for theoretical and empirical work. This is a worrisome feature and 
is less common in several other social science disciplines. Without a common core across 
approaches, theoretical and empirical work is hard to evaluate and to compare, and 
cumulative growth of knowledge is impeded. Yet, this fragmentation is sometimes euphe-
mistically welcomed within the discipline, using labels such as ‘multi-paradigmatic’ (see 
Goldthorpe 2007, Chapter 1 and Hedström 2005, Chapter 1 for critical discussion of 
multi-paradigmatic fragmentation).

Multi-paradigmatic fragmentation must be distinguished from pluralism. Growth of 
knowledge and scientific progress benefit from pluralism in the sense of alternative and 
competing theories – ‘theoretical pluralism’ (Popper 1972, Chapters 6 and 8; Lakatos 
1970). Growth of knowledge and scientific progress also benefit from ‘empirical plural-
ism’, that is, from alternative and complementary research designs and methods of data 
collection, from complementary data, and from alternative and complementary 
methods  of data analysis (on ‘empirical pluralism’ in this sense, see Buskens & 
Raub 2013; Jackson & Cox 2013; see also related work on ‘causal explanation’ in the 
social sciences by Cox 1992 and Goldthorpe 2007, Chapter 9). Benefits from theoretical 
and empirical pluralism, however, do require a shared core of basic methodological 
standards, such that progress as well as dead ends can be identified and cumulative 
growth of knowledge becomes viable. After all, shared standards help identifying similar 
or, rather, competing theoretical claims. Shared standards are likewise needed to assess 
empirical claims. These include claims with respect to empirical regularities that in turn 
become explananda and claims concerning the results of hypotheses testing. Thus, 
shared standards ensure that critical discussion of competing claims and comparative 
assessments of such claims are feasible. Moreover, shared standards are a precondition 
for creativity. ‘Creativity’ does not mean ‘anything goes’. Rather, creativity in science 
flourishes in a cognitive and social context that encourages innovations and allows us to 

Rigorous sociology

* K. Gërxhani, N.D. de Graaf and W. Raub (eds) (2022), Handbook of Sociological Science: 
Contributions  to  Rigorous Sociology, Cheltenham, UK and Northampton, MA, USA: Edward Elgar 
Publishing. ISBN: 978 1 78990 942 5; http://dx.doi.org/10.4337/9781789909432.

† Richard Breen, Andreas Diekmann, Hartmut Esser, Andreas Flache, John Goldthorpe, Michelle 
Jackson, Gianluca Manzo, and Thomas Voss provided useful written comments and suggestions. We also 
benefited from comments at the online meetings on the Handbook in December 2020.
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Rigorous sociology   3

assess whether and how such innovations complement, improve on, or replace existing 
knowledge.

There are numerous research programs and ongoing developments in sociology – in 
theory, methods, and statistical modeling – that do share methodological standards. The 
Handbook focuses on these research programs and developments as well as on their 
common core. The Handbook reflects ‘unity in diversity’: while addressing different 
research problems and topics, and thus covering different research fields, these research 
programs and developments share guidelines, including basic methodological standards, 
for theory construction and empirical research in sociology.1 The Handbook explicitly 
employs an integrative perspective, emphasizing the common core for variants of rigorous 
sociology that contribute to sociological science. A common core does not imply that 
critical discussion and controversy is or should be avoided. On the contrary, there is 
continuous critical discussion and controversy in rigorous sociology, as will become clear 
in this introduction and in the chapters of the Handbook. It is precisely a common core 
of shared criteria that makes it possible to evaluate controversial claims. In the end, a 
common core is what allows for communication and furthering cumulation of knowl-
edge.

Importantly, we do not use ‘rigorous sociology’ as a label for yet another new 
approach. In line with our integrative perspective, we use it as an umbrella label for a 
family of  research programs and ongoing developments in sociological science.2 As 
Goldthorpe put it, our 

main concern is not to propose to sociologists how they should conceive of and practice their 
subject. It is rather to suggest a way in which a fuller and more explicit rationale than has hith-
erto been available might be provided for what a large and steadily growing number of sociologists 
in fact already do – although, perhaps, without a great deal of reflection on the matter. 
(Goldthorpe 2016, p. 2, emphasis in original)

Rigorous sociology often focuses on interactions, and the macro-consequences of inter-
actions, of actors who do not act ‘mindlessly’. Actions may depend in various ways on 
actors’ ‘definition of the situation’ and on what they expect other actors will do. This is 
similar to Weber’s (1947, p. 88) definition of social action: ‘Action is social in so far as, 
by virtue of the subjective meaning attached to it by the acting individual (or individuals), 
it takes account of the behaviour of others and is thereby oriented in its course’. Actors 
can also react to results of sociological research when these results become public knowl-
edge. Such processes might lead to either self-destroying or self-fulfilling predictions. 
While this is different from typical situations in other sciences (somewhat related to 

1  We use ‘research programs and developments’ deliberately in a loose sense. For the purposes of this 
introduction, it does not seem necessary to distinguish systematically between, say, ‘research programs’, ‘para-
digms’, ‘approaches’, ‘schools’, ‘traditions’, or ‘intellectual movements’. Likewise, it does not seem necessary 
for our purposes to decide which of these notions is best suited to characterize, say, ‘sociology as a population 
science’, ‘analytical sociology’, or ‘rational choice sociology’ from a philosophy of science perspective.

2  We hope that ‘rigorous sociology’ turns out to be useful, if somewhat provocative, as an integrative 
label. We would be happy to employ a different one, should we become aware of a more useful alternative. In 
any case, what is needed is a label that is different from those commonly used for referring to various research 
programs and ongoing developments such as those covered in this Handbook, precisely because of our integra-
tive perspective and the need for an umbrella label. It should be clear, however, that ‘rigorous’ is meant as rigor 
without mortis.
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4  Handbook of sociological science

Weber’s examples in this context: tomorrow’s weather does not react upon today’s 
weather forecast), it does not imply that common standards of scientific rigor or criteria 
for evaluating theoretical and empirical claims become inapplicable (see Voss’ chapter on 
roots of sociology as a science in this Handbook).

Why this Handbook? Our reasons are two-fold. First, rigorous sociology comprises dif-
ferent strands and is pursued in very diverse research fields of sociological science. What 
these strands and fields have in common seems not always evident. Making the common 
core explicit may therefore be informative and may facilitate more critical exchange and 
collaboration. Second, while highlighting established variants of rigorous sociology, the 
Handbook additionally aims at drawing attention to burgeoning new and more recent 
developments such as computational approaches (the chapter by Flache, Mäs & 
Keijzer),  work on the intersection of sociology and the life sciences (the chapters by 
Hopcroft, Dippong, Liu & Kail on evolution, biology, and society and by Mills on soci-
ogenomics), stochastic network modeling (the chapter by Steglich & Snijders), contribu-
tions to the analysis of societal problems such as the climate crisis (the chapter by Wiertz 
& De Graaf), and on furthering open science practices in sociology (see the chapter by 
Auspurg & Brüderl on reproducibility and credibility). In these regards, the overall goal 
of the Handbook is to contribute to progress in the discipline in a cognitive sense. 
Moreover, it aims to contribute to the discipline’s institutional context, for instance, as a 
resource for teaching and training of graduate students. This is in line with Merton’s (1973) 
argument that social conditions affect how science develops and makes progress.

For whom is the Handbook intended? Its chapters are conceived for readers, including 
graduate students, with a background in rigorous sociology and interested in the state of 
the art in some strand or field that is not their ‘home turf’. In addition, the Handbook 
includes chapters on topics that some might not associate with rigorous sociology, while 
the association is in fact a close one. The chapters on cultural capital, on historical sociol-
ogy, and on ethnography, exemplify such topics. These chapters could be interesting for 
readers with less affinity with rigorous sociology but willing to explore what it offers.

Chapters in this Handbook document progress and cumulative growth of knowledge 
in rigorous sociology. Often, depending on the specific focus of chapters, they are either 
more on progress with respect to theory formation (see chapters in Part I as well as the 
chapters on networks in Parts II and III) or on progress with respect to research designs 
and statistical modeling (see chapters in Part III) or on progress with respect to empirical 
knowledge in a specific research field (see chapters on specific research fields in Part II). 
In addition, Part IV of the Handbook presents paradigmatic examples of outstanding 
earlier pieces of research in rigorous sociology, together with contributions on how these 
paradigmatic examples affected research agendas and subsequent research in their respec-
tive fields. The chapters in Part IV are particularly suited to showing how cumulative 
growth of knowledge can be and has been realized in rigorous sociology, including pro-
gress concerning theory formation as well as research designs, statistical modeling, and 
empirical knowledge.3

3  Goldthorpe (2005) is an instructive ‘case study’ of progress in research on social mobility. He considers 
advances in data coverage and data quality, research designs, statistical modeling, and the ‘stock’ of established 
empirical regularities as well as advances in the development of explanations. Importantly, a limited and thus 
focused set of research problems is studied and refined in a stepwise fashion, allowing for new research to 
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Rigorous sociology   5

In what follows, we discuss some features of rigorous sociology in more detail. Our 
sketch does not aim at providing a set of features that are jointly necessary and sufficient 
for characterizing rigorous sociology. We are also reluctant to argue that some subset of 
these features should be conceived as ‘minimal requirements’, while other features should 
be seen as ‘add-ons’. Our claim is more modest. Again consistent with our integrative 
perspective, it seems more useful to assume ‘family resemblance’ (see Stegmüller 1973, 
pp. 195–198 for a careful discussion of Wittgenstein’s concept) with respect to various 
strands of rigorous sociology. Rather than sharing a unique set of core features, different 
strands share some, but not all of these features, and they may differ in their emphasis on 
specific features.

2. SOME FEATURES OF RIGOROUS SOCIOLOGY

Without suggesting ‘watertight’ distinctions, we roughly distinguish three categories of 
features. First, there are those more related to theory construction. Others are more 
related to empirical work and to the intersection of theoretical and empirical work, 
including methods of research in a broadly conceived sense. Still other features concern 
applications of sociological knowledge in contributions to policy making related to soci-
etal problems.

2.1 Theory Construction

Conceiving of sociology as a problem- and theory-guided discipline is a basic feature of 
rigorous sociology. Sociology in this sense is a discipline in the spirit of philosophy of 
science à la Popper (1934, 1963) and Lakatos (1970) as well as of analytical philosophy 
of science, broadly conceived (for example, Hedström 2009). Consequently, theory con-
struction aims to explain social phenomena, specifically macro-level phenomena and 
macro-level regularities. Regarding theory construction, competing explanations and 
theoretical pluralism contribute to the growth of knowledge. With respect to basic meth-
odological principles, sociology does not differ from other sciences (see the chapters by 
Jackson on sociology as a population science and by Voss). Of course, this does not imply 
per se that sociology could or should be conceived as a science much like physics. It could 
well be that, from a philosophy of science perspective, natural sciences such as biology, 
chemistry, or meteorology bear more resemblance to theory construction in sociology 
(Lieberson & Lynn 2002 discuss these issues).

2.1.1 Explanations
Explanations involve deductive arguments or variants of such arguments. Therefore, 
theory construction involves more than specifying sets of hypotheses. Rather, theory 
construction involves specifying assumptions, including but not limited to hypotheses, as 
well as specifying implications of these assumptions. Assumptions need to be logically 

improve on previous research. Goldthorpe (2005, pp. 70–73), following Merton (1973), likewise underlines the 
role of social organization in facilitating scientific progress, such as collaboration between researchers and col-
laboration within and between institutions, including the specific norms governing collaboration.
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6  Handbook of sociological science

consistent and they must have empirical implications to preserve testability. For such 
theory construction, conceptual clarity and analytical rigor are important ingredients. 
This point has been made in different strands of rigorous sociology. Prominent examples 
include Coleman’s (1964, Chapters 1.4 and 18) ‘synthetic theories’, work in ‘structural 
individualism’ by Hummell (1973) and Ziegler (1972) on the need for and advantages of 
formalization in sociology (see Raub 2021 for an overview of this work and Lindenberg 
1992 on the ‘method of decreasing abstraction’), work in analytical sociology (for 
example, various chapters in Hedström & Bearman 2009a; Manzo 2014b) as well as other 
work in mathematical sociology (for an overview: Edling 2002).

Chapters in this Handbook provide examples of the use of a variety of formal models 
in theory construction. These include agent-based models (chapters by Flache, Mäs & 
Keijzer and by Manzo on analytical sociology), more formal versions of rational choice 
theory, including game-theoretic models (chapters by Diekmann, by Buskens, Corten & 
Raub on social networks, and the showcase chapter by Breen & Goldthorpe), as well as 
stochastic network models (chapter by Steglich & Snijders). Specifying an explanation in 
terms of a formal theoretical model, or at least formalizing some assumptions employed 
in an explanation, often supports theory construction. For example, it can help or even 
be a prerequisite for identifying the implications of an explanans, including implications 
that can be tested empirically. Therefore, formal modeling can help checking whether an 
explanandum does indeed follow from an explanans. It can facilitate checking how robust 
implications are to modifying certain assumptions and can thus help finding those 
assumptions that are key for specific implications. However, formal model building is not 
an end in itself. When the logical consistency and empirical implications, including 
empirically testable implications, of verbally formulated assumptions are clear, formal 
model building is not needed. Parts I and II of this Handbook offer examples of informal, 
yet clearly specified theory (such as chapters by Jaspers, Van der Lippe & Evertsson on 
division of household labor, by Ermakoff on historical sociology, and by Varese on eth-
nography).

2.1.2 Micro-macro links
Rigorous sociology is often, though not always, about micro-macro links and thus 
follows principles of methodological individualism (see the chapter by Voss): it attempts 
to explain phenomena at the level of social systems as well as at the level of individual 
behavior (see the chapters by Jackson, by Manzo, by Flache, Mäs & Keijzer, and by 
Diekmann). Here, ‘macro’ refers not only to large-scale systems at the level of whole 
societies but likewise to smaller scale systems such as a family, a group, an organization, 
or a market. ‘Macro’ also relates to ‘populations’ in the sense of Goldthorpe’s (2016) 
‘sociology as a population science’. ‘Micro’ refers to the actors making up the systems. 
These are typically individuals, but depending on the application and on simplifying 
assumptions deemed acceptable, the micro-level may also include ‘corporate actors’, 
such as firms as actors on markets (Coleman 1990a). In some studies, these corporate 
actors are considered part of a ‘meso-level’ (for an example, see the chapter by Wiertz 
& De Graaf).

A widely known and meanwhile popular diagram depicting the ‘logic’ of micro-macro 
sociological explanations is Coleman’s ‘boat’ (for example, Coleman 1986, 1990a, 
Chapter 1). The chapters by Steglich & Snijders and by Buskens, Corten & Raub offer 
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Rigorous sociology   7

detailed examples of how to ‘reconstruct’ work on social networks in terms of Coleman’s 
diagram. His diagram is a useful heuristic device that draws attention to key features of 
theoretical models involving micro-macro links, but it is not in itself a fully-fledged theo-
retical model. Therefore, the diagram as such and methodological individualism more 
generally should not be confounded with Coleman’s theoretical work and his program of 
employing rational choice assumptions as a theoretical core for sociology.4

In terms of theory construction, the basic idea is that macro-outcomes and established 
empirical macro-level regularities are the core explananda of sociology. A core idea is that 
macro-level relationships as such tell little about why we observe macro-level outcomes 
or about micro-level processes that bring about macro-level outcomes and macro-level 
relationships (for example, Hedström & Bearman 2009b). Explanations of macro- 
outcomes and macro-level regularities comprise different kinds of assumptions. First, 
there are assumptions on macro-conditions as well as assumptions on macro-to-micro 
links. These assumptions specify how macro-conditions affect micro-conditions for indi-
vidual behavior. Adding assumptions on micro-conditions together with assumptions on 
micro-level regularities that specify how micro-level outcomes depend on micro-condi-
tions, implications for micro-outcomes can be derived. Concerning micro-level behavio-
ral regularities, Coleman advocated using assumptions on rational choice. However, 
micro-macro explanations and methodological individualism do not presuppose employ-
ing assumptions on rational choice. In fact, methodological individualism comes in 
rather different flavors (Udehn 2001) and quite some other assumptions on micro-level 
behavioral regularities are often used in micro-macro models in sociology (Raub 2021). 
Finally, assumptions on micro-to-macro links are needed on how actors’ behavior gener-
ates macro-outcomes.5 Then, explananda at the macro-level follow from an explanans 
that includes assumptions on macro- and micro-conditions, on micro-level regularities, 
and on macro-to-micro as well as on micro-to-macro links. Micro-macro explanations 
along these lines resemble Merton’s (1968) middle range theories. Also, such explanations 
are quite consistent with Durkheim’s (1895, p. 109) rule of including assumptions on 
macro-conditions in explanations of macro-outcomes (in his terminology: ‘faits sociaux’).

Analytical sociology, one of the strands of rigorous sociology (see Manzo’s chapter), 
advocates ‘mechanism-based’ explanations (Hedström 2005). What is meant by ‘social 
mechanisms’ can be clarified by explicitly linking assumptions on mechanisms to different 
kinds of assumptions in explanations comprising micro-macro links in line with 
Coleman’s diagram (Hedström & Swedberg 1998, pp. 21–23). One can then distinguish 
assumptions on mechanisms concerning macro-to-micro links from assumptions on 
mechanisms concerning micro-level behavioral regularities and from assumptions on 
mechanisms concerning micro-to-macro links.

Work in rigorous sociology that uses micro-macro models often focuses on how 
macro-level outcomes and macro-level regularities result from interaction and interde-
pendence between actors (see the chapters by Manzo, by Flache, Mäs & Keijzer, by 

4  Note that Coleman’s boat is a variant of earlier diagrams (see Raub & Voss 2017 for details). More 
recently, further modifications of the diagram have been suggested (for example, Hedström & Bearman 2009b; 
Ylikoski 2021).

5  We distinguish between ‘macro-to-micro links’ and ‘micro-to-macro links’. We use ‘micro-macro links’ 
when we refer generically to both ‘macro-to-micro’ and ‘micro-to-macro links’, thus avoiding even more cum-
bersome terminology such as ‘macro-micro-macro links’.
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8  Handbook of sociological science

Buskens, Corten & Raub, by Steglich & Snijders, the showcase chapters by Salganik et al. 
and by Van de Rijt, and the chapter by Wiertz & De Graaf). This is also often work that 
highlights macro-consequences of micro-level behavior that are unintended and unan-
ticipated by the actors and sometimes at first sight are also counter-intuitive from an 
external observer’s standpoint (see Merton 1936 for early work as well as Merton 1968, 
Chapters III, XIII; Boudon 1977).

2.1.3 Insights from other disciplines and from classical sociology
Theory construction in rigorous sociology has an interdisciplinary flavor by employing 
and adapting insights from other disciplines. Research fields, topics, and specific research 
problems studied in rigorous sociology often overlap with those in other social science 
disciplines. In addition, there are more specific features of theory construction in rigorous 
sociology that make exchange with other disciplines attractive. One such feature concerns 
explanations that relate macro- and micro-levels of analysis. In this respect, theoretical 
work in rigorous sociology (see various chapters of Part I of this Handbook) confronts 
research problems and employs tools for addressing those problems that are similar to 
theoretical work in, say, economics and political science. Since explanations involve 
assumptions on micro-level regularities of behavior, insights from (social) psychology are 
useful for theory construction in rigorous sociology. Formal models employed in theory 
construction in rigorous sociology have often been adapted from disciplines such as 
applied mathematics or economics where they have originally been developed. In addi-
tion, rigorous sociology has an interdisciplinary character when it concerns ethnographic 
research (see Varese’s chapter) and when it considers historical events and developments 
(see Ermakoff’s chapter). More recently, rigorous sociology also includes research that 
integrates insights from sociology and biology as well as genetics (see the chapters by 
Hopcroft, Dippong, Liu & Kail and by Mills).

It should be added that theory construction in rigorous sociology must be distin-
guished from history of ideas. Quite in line with Merton’s arguments (1968, Chapter I), 
rigorous sociology adopts a focus on the ‘systematics’ rather than on the ‘history’ of 
sociological theory. Still, rigorous sociology aims at systematic reconstruction of expla-
nations provided in classical sociology and at showing how new theory construction 
develops from and can build on classical work. For example, Boudon (1979a) and Esser 
(1993a, 1993b, 1999–2001) have provided a variety of such reconstructions.

2.1.4 Theory construction: issues and controversies
As chapters of this Handbook show, variants of rigorous sociology often differ by focus-
ing on distinct ‘elements’ of micro-macro explanations, while taking other elements 
more or less for granted. For example, ‘sociology as a population science’ (Goldthorpe 
2016; Jackson’s chapter) emphasizes firmly the establishment of replicable and reliable 
empirical regularities at the macro-level, but invests less in further developing assump-
tions on micro-level regularities of behavior. Programmatically, ‘analytical sociology’ 
(Hedström 2005, Hedström & Bearman 2009a, and the chapters by Manzo as well as by 
Flache, Mäs & Keijzer) focuses on agent-based models that ‘generate’ specific macro-
level regularities, rather than on using the same micro-level assumptions for deriving 
implications for different macro-level regularities. Conversely, ‘rational choice sociol-
ogy’ (Coleman 1990a; see Diekmann’s chapter) emphasizes the use of basically the same 

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



Rigorous sociology   9

micro-level assumptions on behavioral regularities for deriving implications on a broad 
range of different macro-phenomena. These micro-level assumptions are the standard 
axioms for rational behavior under certainty, risk, and uncertainty and the implications 
on utility maximization that follow from such axioms, as well as assumptions on game-
theoretic equilibrium behavior (for a classic exposition, see Harsanyi 1977). Using the 
same micro-level assumptions is seen as allowing for a common theoretical core of 
explanations that facilitates cumulative growth of knowledge (for example, Diekmann 
& Voss 2004, p. 20). Conversely, a common core of assumptions employed in competing 
explanations for the same macro-outcomes or -regularities will facilitate comparison of 
these explanations. Such a core facilitates the design of empirical tests that can help 
discriminating between competing explanations.

These differences between variants of rigorous sociology can go well with common 
methodological standards and with the features of theory construction outlined above. 
However, they also induce discussion and at times controversy on the pros and cons of 
the variants. To illustrate, we briefly refer to three examples of ongoing discussions.

The first example concerns the assumptions on micro-to-macro links in explanations. 
Coleman (1987) argued that adequately accounting for macro-effects in micro-macro 
models often hinges on careful specification of assumptions on micro-to-macro links. 
This is especially important when macro-effects are the result of interaction and interde-
pendence between actors. Coleman maintained that sociological explanations are often 
deficient when it comes to specifying these, often non-trivial, assumptions. This is also 
claimed in programmatic work of analytical sociology (Hedström 2005; see Manzo’s 
chapter) and much programmatic work on agent-based models (see the chapter by 
Flache, Mäs & Keijzer). Conversely, in his work on sociology as a population science, 
Goldthorpe (for example, 2021, Chapters 9 and 10) has expressed doubts on whether a 
strong focus on assumptions on micro-to-macro links can contribute to improve explana-
tions of well-established macro-level empirical regularities. Seemingly, Goldthorpe 
assumes that in at least certain fields of rigorous sociology such as research on social 
mobility and in the sociology of education, the assumptions on micro-to-macro links are 
typically less complex and problematic than Coleman supposed.

Second, there is controversy in rigorous sociology on micro-level assumptions on 
behavioral regularities. Diekmann’s chapter shows that quite different versions of 
rational choice assumptions are employed in rigorous sociology, with discussion con-
cerning these versions. Goldthorpe, for example, argues for employing assumptions on 
bounded rationality as well as on ‘subjectively rational’ and, hence, ‘intelligible’ action. 
He maintains that such assumptions differ from assumptions on ‘objectively maximizing 
behavior’ that he sees as micro-level assumptions typically employed in economic theory 
(Goldthorpe 2007, Chapters 6–8; 2021, Chapters 9 and 10). Opp (for example, 2013a, b) 
has suggested a ‘wide version’ of rational choice theory. This version combines assump-
tions on maximizing behavior with assumptions on preferences that might not be purely 
self-regarding and also allows for subjectively perceived, rather than objectively given, 
opportunities and constraints. In addition, various alternatives for rational choice 
assumptions are used as assumptions on micro-level regularities of behavior in rigorous 
sociology. Quite some work in analytical sociology as well as work employing agent-
based modeling relies on assumptions from learning models and assumptions on 
myopic  or otherwise adaptive behavior (see the chapters by Manzo and by Flache, 
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10  Handbook of sociological science

Mäs & Keijzer as well as the chapter by Steglich & Snijders). In this way, rational choice 
assumptions on ‘forward-looking’ behavior are avoided, although the question arises if 
and when learning and adaptive processes, over time, lead to behavior that resembles 
behavior according to rational choice assumptions. Still other alternatives include pros-
pect theory (Kahneman & Tversky 1979), dual process- and two selves-models (for 
example, Kahneman 2011), and variants of such models that have been developed by 
sociologists, such as Esser’s model of frame-selection (Esser & Kroneberg 2015) and 
Lindenberg’s (2001) theory of social rationality.6

Third, there is a discussion on an issue related to employing rational choice assump-
tions (for example, Goldthorpe 2007, Chapter 6), while the issue is in principle also rel-
evant for alternative assumptions on behavioral regularities (see Jackson’s chapter). 
Namely, such assumptions might represent ‘central tendencies’. Individual behavior 
might often deviate from that tendency. However, when it comes to macro-implications 
of the behavior of multiple actors, these deviations may cancel each other out and the 
macro-implications may resemble those that would have resulted, had there been no 
deviations at all. Of course, such arguments have to be used with care and will not always 
apply. Certainly for contexts with interdependencies between actors, idiosyncratic devia-
tions from a central tendency often do not cancel out (see Raub et al. 2011, pp. 15–16 and 
Mäs 2021 for further discussion and references).

2.2  Empirical Research, Methods, and the Intersection of Empirical with  
Theoretical Research

A basic feature of rigorous sociology is implications from theory that are testable: empir-
ical content in the sense of testability, at least ‘in principle’, is a criterion for appraising 
sociological theories (see McIntyre 2019 on the ‘scientific attitude’ in addition to accounts 
such as Popper 1934, 1963 and Lakatos 1970). In addition to testability as such, at least 
some testable implications should be tested, as the outcomes of actual tests do affect the 
appraisal of theories. Empirical corroboration presupposes that theory stands up to 
severe tests. This requires tests of implications that are new in the sense that they did not 
belong to those explananda the theory was designed to explain in the first place. Empirical 
corroboration therefore requires, among other things, that explanations for well- 
established macro-level empirical regularities should likewise imply new implications for 
regularities not yet established. It is a well-known topic, also from philosophy of science, 
that generating testable predictions from theory and drawing conclusions from empirical 
work on whether or not predictions are supported requires additional and often non-
trivial assumptions on data and their measurement. This already suggests that a key aim 
of rigorous sociology is linking theory construction with empirical research and statistical 
modeling. Work in this direction includes the development of statistical models that 
integrate core assumptions on behavioral regularities into the statistical model itself. 
Random utility theory (McFadden 1973) is an example, along with stochastic network 
models like those outlined in the chapter by Steglich & Snijders. Another approach is 
related to Boudon’s (1979b) notion of ‘generating models’. Here, one aims at specifying 

6  Bruch & Feinberg (2017) review work in the field of judgment and decision-making on assumptions on 
behavioral regularities that can be employed in micro-macro explanations.
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Rigorous sociology   11

assumptions of a formal model, possibly in the form of an agent-based model, that imply 
statistical regularities. Empirical data are then used to estimate relevant unknown param-
eters of the model (for example, Hedström 2005, Chapters 5 and 6; Manzo 2022 for 
extensive coverage and related earlier work such as Coleman 1981 and Cox 1992; see also 
the chapters by Manzo and by Steglich & Snijders).

Rigorous sociology comprises a broad variety of empirical research strategies and 
methods, varying from observational to experimental designs, as well as qualitative 
designs (see the chapters by Breen on causal inference and by Gangl on longitudinal 
designs, by Gërxhani & Miller on experimental sociology, and by Varese and by Ermakoff 
on qualitative designs). Here again, different strands of rigorous sociology differ with 
respect to emphasis on employing certain designs. For example, sociology as a population 
science seems to focus in particular on surveys and observational designs, including fea-
tures such as standardized data storage. Research employing rational choice assumptions 
and to some degree also analytical sociology tend to more systematically employ experi-
ments, both in the laboratory and in the field, in addition to observational designs. Still 
less common, but perhaps promising as a variant of ‘conceptual replications’, is the use 
of alternative and complementary designs for testing the same hypotheses (see Buskens 
& Raub 2013; Jackson & Cox 2013; see also the chapter by Gërxhani & Miller).

Research can include both ‘quantitative’ and ‘qualitative’ variants of theoretical and 
empirical work (on ‘qualitative’ work, see, for example, Brady & Collier 2010; King et al. 
1994; Lieberson & Horwich 2008 and the chapters by Varese and by Ermakoff). The point 
is often made that qualitative work can be useful in the ‘context of discovery’ for suggest-
ing new findings and regularities and also for suggesting new theoretical insights. However, 
it stands to reason that qualitative work can also contribute to linking theory and empiri-
cal evidence in the ‘context of justification’. Consider a study like Gambetta’s (1993) on 
the Sicilian mafia, as well as related work in the wake of Gambetta’s on mafia-like organ-
izations in other countries. One could argue, somewhat in line with Lieberson & Horwich’s 
(2008) ‘implication analysis’ (see Stinchcombe 1968, Chapter 2.I for similar arguments), 
that Gambetta’s empirics are indeed relevant for the context of justification. This is not so 
because of a futile effort to infer support for theory from a single or very few observations. 
Rather, his empirics are relevant for the context of justification because he generates from 
the same set of theoretical assumptions a series of implications for rather different phe-
nomena in various contexts related to activities of the mafia. He then shows that these 
implications broadly correspond to what empirical work in those contexts reveals.

Empirical research is valuable not only with an eye on testing theory, it also contributes 
to the growth of descriptive knowledge about the social world. Goldthorpe has frequently 
argued that it is crucial for the discipline to offer accurate and reliable answers to descrip-
tive questions to begin with. In fact, this was a key feature of his programmatic 1996 
paper in the European Sociological Review (reprinted in Goldthorpe 2007, Chapter 6) on 
a sociological alliance between the quantitative analysis of large-scale data sets and 
rational action theory. Typically, empirical regularities are relevant explananda for 
theory development. With regard to such explananda, it is useful to distinguish two 
aspects (see Goldthorpe 2016, pp. 12–16). First, sociology is typically concerned with 
regularities on the macro-level rather than (exclusively) on the micro-level, even though 
macro-level regularities are brought about through micro-level behavior. Second, estab-
lishing macro-level regularities through careful empirical research is specifically 
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important when these regularities are not obvious but become evident only when appro-
priate and often complex data become available and proper statistical modeling is 
employed (see Jackson’s chapter). The focus on large-scale surveys rather than, for 
example, experimental designs in sociology as a population science seems to be related to 
the aim of descriptively establishing population-level regularities, certainly against the 
background of research on social mobility, educational opportunities and inequalities as 
core domains of this approach. Providing explanations for such regularities can then be 
seen as good examples of solving ‘puzzles’ (in the sense of Kuhn 1962, Chapter IV).

Rigorous sociology is reluctant with respect to purely data driven research as well as 
research that is exclusively driven by new technological opportunities (see, for example, 
the discussion of the use of ‘big data’ and ‘computational sociology’ in Goldthorpe 2021, 
Chapter 10). However, new technological opportunities, such as rapidly increasing com-
puting power combined with the availability of social digital trace data, can offer possi-
bilities to use ‘not-designed’ data to test hypotheses. For example, one can think of 
geographical data from mobile phones to test claims based on routine activity theory 
(criminology) or to test hypotheses on the spreading of pandemic diseases. Another 
example are data from dating sites to understand the relation between homogamy ten-
dencies and preference formation. Likewise, using artificial intelligence and machine 
learning methods, data-driven research based on big data sources can reveal unexpected 
findings and new empirical regularities that require sociological explanation (see the 
chapter by Flache, Mäs & Keijzer). Also, not-designed data can be combined with more 
conventional social science data such as survey data, thus providing new opportunities 
for testing hypotheses (see Salganik 2018, Chapter 3 for general discussion; Hofstra et al. 
2017 is an example).

Importantly, fostering scientific integrity and transparency is an ingredient of rigorous 
sociology. This includes, first, transparency with respect to the research process in terms 
of reporting. Second, it includes open materials, code, and data. Third, it requires trans-
parent choices with respect to model specification. Concerning empirical research that 
aims at testing theory, it is also important to make theoretical assumptions explicit from 
which testable implications follow as well as to ensure minimal criteria such as the consist-
ency of the set of theoretical assumptions. In the end, transparency and open science 
facilitate replication research in its various forms, thus contributing to cumulative knowl-
edge (see the chapter by Auspurg & Brüderl).

2.2.1  Empirical research, methods, and the intersection of empirical with theoretical 
research: issues and controversies

There is not only discussion in rigorous sociology with respect to specifics of theory con-
struction but also on issues related to empirical research, methods, and the link between 
empirical and theoretical research. Some pointers to such issues will suffice here.

One such discussion, also visible in chapters in this Handbook (see the chapter by 
Gërxhani & Miller as well as the chapters by Breen and by Gangl), is on employing 
experimental designs in rigorous sociology. In rigorous sociology, the use of experiments 
for testing theories seems less contested, including, for example, testing assumptions on 
micro-level regularities of behavior that are hard to observe or control in settings outside 
a lab. On the other hand, the potential of establishing empirical regularities through 
experimental research is more controversial due to the issue of external validity.
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The notion of ‘causation’ is a topic of ongoing discussion in rigorous sociology. In a 
well-known contribution, Goldthorpe (2007, Chapter 9), distinguished between under-
standing causation as ‘robust dependence’, as ‘consequential manipulation’, and as ‘gen-
erative process’. He defended the generative process understanding as more appropriate 
for rigorous sociology. In more recent work (Goldthorpe 2016, Chapters 8 and 9), he 
compared in more detail the influential ‘counterfactual’ and ‘potential outcome’ 
approaches to causation to the generative process notion. The chapters by Breen and by 
Gangl provide more detailed overviews of developments in this field.

The implications of scientific integrity and transparency are a further topic of ongoing 
discussion and also controversy. The chapter by Auspurg & Brüderl is on issues related 
to scientific integrity, transparency and open science in quantitative empirical research. 
However, such issues also arise in qualitative research. It is sometimes suggested that 
anonymity requirements compromise the possibilities for transparency in qualitative 
research. The chapter by Varese shows that attempts at anonymization practices such as 
disguising field sites, altering dates, and changing informant characteristics such as age 
or gender are often unnecessary or futile, while hampering critical discussion of validity 
issues and conclusions. Varese indicates how transparency and, consequently, opportuni-
ties for replications can be secured in rigorous ethnographic research.

2.3  Contributions to Policy Making Related to Societal Problems

There is a large literature reflecting contributions of rigorous sociology to policy making, 
including policy making that aims to mitigate societal problems. Coleman’s reports on 
educational opportunity and inequality in the United States (Coleman et al. 1966; 
Coleman et al. 1975; Coleman et al. 1982) are meanwhile classic examples of contribu-
tions to educational policy. Another example is his work on ‘corporate actors’ and on 
how to control corporate actors and to mitigate the power asymmetry between corporate 
actors and natural persons (Coleman 1974, 1982).

Turner (2019) offers a recent discussion of how sociology should (or, respectively, 
should not) address and contribute to solving societal problems. He argues that sociology 
as a ‘science of society’, very much in line with core features of rigorous sociology as 
outlined here, can contribute in important ways to addressing and mitigating societal 
problems. Turner likewise argues that what he sees as a trend for American sociology, 
namely, conceiving of sociology as an ‘activist discipline’ and ‘increasingly mimicking a 
social movement organization’ (2019) would reduce sociology’s potential to scientifically 
contribute to mitigating societal problems. By way of example, the chapter by Wiertz & 
De Graaf shows how rigorous sociology can contribute to a better understanding of the 
climate crisis.

De Graaf & Wiertz (2019) is a recent textbook on societal problems, illustrating how 
rigorous sociology can contribute to illuminate a wide range of societal problems. The 
book argues that many societal problems can be conceptualized as ‘public bads’, i.e., 
 collective action problems (in the sense of Olson 1971), related to the provision and man-
agement of public goods, common-pool resources, and club goods (De Graaf & Wiertz 
2019, Chapter 1). The book further proposes an analytical framework for studying soci-
etal problems with micro-macro models as discussed above (De Graaf & Wiertz 2019, 
Chapter 2). This framework is subsequently employed to examine a selection of pressing 
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societal problems, mostly pertaining to modern industrialized countries. These problems 
include population aging, problems related to migration and multicultural societies, 
inequalities in terms of income and gender, weaknesses of the financial system, and cor-
ruption (De Graaf & Wiertz 2019, Chapters 4–13). Along the way, many examples of 
government intervention to tackle societal problems are discussed. Some interventions 
are successful, while others create unforeseen incentive- and opportunity-structures that 
induce interdependent individual actions with unintended behavioral consequences that 
in the end exacerbate existing problems or create new ones. For example, Massey et al. 
(2016) show how increasingly enforcing the Mexico-US border in the period 1986–2008 
actually increased unauthorized and undocumented migration and population growth, 
with a settled population of immigrant families replacing a circular flow of male workers.

It is also instructive to consider how studying societal problems can stimulate theory 
development in rigorous sociology. It has sometimes been observed (for example, 
Heckman & Neal 1996) that Coleman has contributed in important ways to both theory 
and empirical research in sociology but that much of his theoretical and empirical work 
developed, by and large, without much mutual influence. However, Coleman’s policy-
oriented empirical work on schools and education did in fact have consequences for how 
his ideas on sociological theory evolved (Braun & Voss 2014, Chapters 3 and 8; 
Goldthorpe 2021, Chapter 9). His empirical work on schools and education as such was 
not driven by methodological individualism. Still, Coleman (for example, 1990b, 
Chapter 15) recognized the way in which, for example, parents reacted with ‘white flight’ 
to policy measures such as ‘busing’ that were based on Coleman’s initial empirical work. 
These reactions undermined the intended policy aim of school desegregation, while 
increasing residential segregation. Coleman studied these reactions and processes 
empirically (Coleman et al. 1975) and came to realize that parents reacted to incen-
tives as well to opportunities and restrictions, and that such reactions led to important 
macro-consequences.

3.  DESIGN OF THE HANDBOOK AND RELATED 
LITERATURE

This Handbook was induced by our impression that bringing together and reviewing 
perspectives on rigorous sociology is a useful contribution to mitigating fragmentation 
of the discipline. The Handbook does so by elaborating on common ground for analytical 
and empirical work that facilitates cumulative growth of knowledge in different strands 
of rigorous sociology. In line with our integrative perspective, and to show its potential, 
we have deliberately chosen for some ‘heterogeneity’ with respect to the chapters included 
and topics addressed: this illustrates that rigorous sociology comes in different ‘flavors’ and 
the Handbook aims to make that clear rather than keeping it out of sight. On the other 
hand, if only for reasons of limited space, the Handbook must be selective. We do not aim 
at providing complete and exhaustive coverage of rigorous sociology. Much research and 
outstanding scholars are not included in this volume. We do not, of course, intend to 
suggest that work left undiscussed in this volume does not fall in the rigorous sociology 
family: rigorous sociology is about standards of inquiry, not about fields of inquiry, let 
alone about exclusion of certain fields.
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At the same time, the Handbook fills a gap: there are only few previous efforts in a 
similar direction, although ideas underlying our conceptualization of rigorous sociology 
have been floating before in various forms. An early effort along the lines that form 
the  basis for this Handbook is found in Marshall (1990). Focusing on sociology 
in  the  United Kingdom, he reviewed a set of studies from the period, roughly,  
1950–1980,  in the rigorous sociology tradition that were theoretically sophisticated, 
 methodologically innovative, and had practical applications in fields such as social 
mobility and inequality, ethnic  relations, and families and social networks. An early 
edited volume by Blossfeld & Prein (1998) has focused on building a common ground 
between rational choice theory and quantitative analysis of large-scale datasets. While 
the contributions covered quite diverse research fields in sociology, it stands to reason 
that the volume contributed specifically to more exchange and collaboration between 
researchers in the field of social mobility, broadly conceived, and various strands of 
methodological individualism, including rational choice theory. Wittek et al. (2013) is a 
further effort seeking common ground between rational choice theory and a broader 
variety of theoretically informed empirical research in very diverse fields of sociology. 
Hedström & Bearman (2009a) focus on one specific research program, namely, analyti-
cal sociology,  that contributes to rigorous sociology. The Hedström & Bearman 
volume  highlights work along the lines  of analytical sociology on a broad array of 
topics but also includes chapters on what the editors labeled ‘perspectives from other 
fields and approaches’. Manzo (2014a) and Manzo (2021) similarly focus on analytical 
sociology, while also  including work from other quarters of rigorous sociology. Our 
Handbook builds on  these earlier volumes. Importantly, it aims explicitly at a much 
broader scope in terms  of research programs involved, research fields, and methods 
applied. Moreover, it aims at showing that there is valuable common ground even with 
such a broader scope.

A noteworthy and commendable development is new textbooks with a perspective on 
rigorous sociology that is closely related to the perspective set forth in our Handbook. 
Van Tubergen (2020) is a much-needed introductory textbook on sociological theory 
and empirical research. De Graaf & Wiertz (2019) is a textbook on how sociology con-
tributes to understanding societal problems and to mitigating such problems. One might 
hope that the availability of such textbooks will strengthen the impact of rigorous soci-
ology on the development of the discipline, not least through improved teaching. Much 
work on the history of ideas in sociology is from a perspective quite different from that 
of rigorous sociology, sometimes misleadingly suggesting that sociological theory is a 
variant of such a history of ideas. Goldthorpe (2021), however, is a challenging selection 
of contributions of some of the pioneers of rigorous sociology, albeit with an explicit 
and sometimes provocative focus on work leading to his sociology as a population 
science (in various ways, Voss’ chapter complements Goldthorpe’s study). As resources 
for teaching and training of students, these monographs, together with this Handbook, 
can also play a role in the social organization of rigorous sociology. The US-based 
journal Sociological Science, launched in 2014, and the European Sociological Review, 
as the flagship journal of the European Consortium for Sociological Research, very 
much aim at publishing work in line with rigorous sociology in the sense of this 
Handbook and, likewise, contribute to strengthening the institutional context for 
this work.
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4. BRIEF OVERVIEW OF CHAPTERS

The Handbook comprises five parts. The first part presents overviews of research pro-
grams contributing to rigorous sociology, focusing on sociology as a population science 
(Jackson), analytical sociology (Manzo), agent-based computational sociology and 
computational social science (Flache, Mäs & Keijzer), stochastic network modeling as 
generative social science (Steglich & Snijders), and rational choice sociology (Diekmann).

The second part surveys new and ongoing developments in rigorous sociology in 
selected fields of the discipline. This includes core research areas of the discipline and 
developments at the intersection of sociology with other social science disciplines as well 
as the intersection of sociology with the life sciences. Chapters are on sociology of edu-
cation (Meier Jæger), migration and the incorporation of migrants (Kalter), social net-
works (Buskens, Corten & Raub), households, employment and gender (Jaspers, Van 
der Lippe & Evertsson), historical sociology (Ermakoff), rigorous ethnography (Varese), 
evolution, biology and society (Hopcroft, Dippong, Liu & Kail), and sociogenomics 
(Mills).

The third part features developments related to methods of research and statistical 
modeling, with an eye on applications in empirical research as well as on methods that 
can support the systematic link between theory formation and empirical research. Two 
chapters focus on observational designs and data, namely, a chapter on causal inference 
and estimation with observational data (Breen) and the other chapter on longitudinal 
designs and models (Gangl). The chapter on experimental sociology (Gërxhani & 
Miller) addresses experimental designs as a tool of rigorous sociology. Together, the first 
three parts of the Handbook include discussions on how research covered in the respec-
tive chapters contributes to the common ground of rigorous sociology and relates to rel-
evant other research programs and developments. In addition, the chapters 
combine reviews and assessments of the state of the art with suggestions for new research 
avenues.

The fourth part of the Handbook shows that rigorous sociology is not only for the 
future but has produced outstanding work in the past. This is done by presenting ‘show-
cases’ of work in rigorous sociology, including critical discussion of those showcases as 
well as their impact on past and ongoing research. Our sample of showcases, for sure 
‘biased’ in various respects, includes work over a 30 year period from the 1990s until, 
almost, 2020. The first showcase is the 1997 Breen & Goldthorpe paper on explaining 
educational differentials, accompanied by a review chapter by Becker. Our second show-
case is Burt’s 2004 paper on structural holes and good ideas, together with a review paper 
by Vedres. The third and fourth showcases can be seen as a couple. One is the 2006 
Salganik, Dodds & Watts paper on inequality and unpredictability in an artificial cultural 
market. The other one is Van de Rijt’s more recent 2019 paper on self-correcting dynam-
ics in social influence processes that likewise reflects the impact of the earlier Salganik, 
Dodds & Watts study.

In the final part, some further perspectives on rigorous sociology are discussed. This 
includes how rigorous sociology can help make sense of the climate crisis as one of the 
most pressing societal problems (Wiertz & De Graaf), a chapter that outlines roots of 
present-day rigorous sociology from a ‘history of ideas’ perspective (Voss), and a chapter 
on research integrity and transparency in rigorous sociology (Auspurg & Brüderl).
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The contributions to this Handbook show that sociological science can build on a 
common core that includes theory formation, empirical research, as well as the link 
between theory and empirics. Building on such a common core avoids fragmentation of 
the discipline, with ‘unity in diversity’ allowing for critical discussion within and across 
diverse strands of rigorous sociological research. This is how progress through cumula-
tive growth of knowledge has been and can be made and why sociological science can 
continue to thrive.
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2.  Order from chaos: sociology as a population
science*

Michelle Jackson†

I know of scarcely anything so apt to impress the imagination as the wonderful form of cosmic 
order expressed by the ‘Law of Frequency of Error’. The law would have been personified by 
the Greeks and deified, if they had known of it. It reigns with serenity and in complete self-
effacement amidst the wildest confusion. The huger the mob, and the greater the apparent 
anarchy, the more perfect is its sway. It is the supreme law of Unreason. Whenever a large 
sample of chaotic elements are taken in hand and marshalled in the order of their magnitude, 
an unsuspected and most beautiful form of regularity proves to have been latent all along. 
(Francis Galton 1889, Natural Inheritance)

The discovery of order in chaos is the sociologist’s calling. Every sociologist, whether 
empiricist or theorist, has aimed to pull clarity from confusion, to draw regularity from 
seeming randomness.

The pursuit of order may be common to sociologists, but the style of pursuit differs 
substantially within the discipline. Taken-for-granted assumptions, theoretical priors, 
and methodological approaches may differ even among sociologists working on the same 
substantive problem. However, ‘schools’ or ‘traditions’ can be identified, within which 
we find shared understandings of what constitutes sociological knowledge. In this 
chapter, I outline one such tradition—sociology as a ‘population science’—and describe 
its key features. This approach to sociological knowledge has at its core the identification 
and explanation of empirical regularities. Because the concept of regularity is so central 
to population science, most of the research falling within the tradition is profoundly 
influenced by the statistical treatment of variation. Statistics provides a framework for 
parsing out true regularities from natural variation, and for drawing inferences about 
population-level processes on the basis of sample characteristics.

The population science approach has been represented in sociological and demo-
graphic research for over a century (e.g., Du Bois 1899; Coleman 1966; Blau & Duncan 
1967; Featherman & Hauser 1978; Namboodiri 1988; Shavit & Blossfeld 1993; Xie 2007; 
Goldthorpe 2021). But it is only more recently that this approach came be to be formally 
labelled as ‘population science’ (Goldthorpe 2016). As such, those who work within the 
tradition do not necessarily label themselves as ‘population scientists,’ and nor is popula-
tion science institutionalized within the discipline of sociology. In common with all fields-
in-development, the boundaries of population science are not well-defined, and there is 
contestation around which beliefs and research practices belong within the field. 

Order from chaos

* K. Gërxhani, N.D. de Graaf and W. Raub (eds) (2022), Handbook of Sociological Science: Contributions 
to Rigorous Sociology, Cheltenham, UK and Northampton, MA, USA: Edward Elgar Publishing. ISBN: 978 
1 78990 942 5; http://dx.doi.org/10.4337/9781789909432.

† I thank Richard Breen, Nan Dirk de Graaf, Klarita Gërxhani, John Goldthorpe, Gianluca Manzo, 
Werner Raub, Yu Xie, and participants in the Handbook online meetings for their helpful comments on an earlier 
version of this manuscript.
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Nevertheless, Goldthorpe argues that it is possible to identify a set of shared principles 
and practices that might, in the future, define the boundaries of an institutionalized 
population science.

In this chapter, I begin by outlining the shared practices of sociology as a population 
science. I then consider the treatment of variation and explanation under population 
science. I conclude with a discussion of challenges that the population science paradigm 
must address if it is to achieve its full promise.

1. SHARED PRACTICES

In establishing the scientific practices that bind population scientists together, it is helpful 
to draw upon Thomas Kuhn’s description of a scientific paradigm (1977, 2012). Kuhn 
describes a scientific paradigm as a set of shared practices, based on commitments to 
particular guiding principles, methods of analysis, models, and applications.

Guiding principles: Three guiding principles are of special importance in the field of 
population science. First, in contrast to some schools of sociological research, population 
science is firmly committed to the practice of science. It is taken for granted that research 
must meet scientific standards with respect to theory and empirical evidence: testable and 
falsifiable propositions should be derived from theory, and reliable, replicable, and valid 
empirical evidence should be used to determine the truth or falsity of those propositions. 
Second, the primary focus of empirical investigation is population-level regularities. 
These regularities might pertain to single variables, or to relationships between two or 
more variables. Examples of population-level regularities include the well-established 
association between class origin and class destination, or the increasing test score gap 
between rich and poor children (on the former, see Breen & Müller 2020; on the latter, 
Reardon 2011). And third, description and explanation are both fundamental to the 
population science endeavor. Careful and precise description is a prerequisite for socio-
logical explanation. But description must also be oriented toward an eventual explana-
tion, and description for description’s sake is discouraged.

Methods of analysis: Much of the research falling within the population science tradi-
tion is highly quantitative. This is because the identification of empirical regularities is 
most easily achieved through statistical analysis: measures of central tendency identify 
regularity in univariate applications, while measures of association can be applied in the 
multivariate case. Statistical measures of dispersion make it possible to quantify variation 
around central tendencies, and provide a basis for drawing population-level inferences 
from sample data. On the whole, population scientists analyze data on samples rather 
than full populations (e.g., nationally representative sample surveys, cross-national 
student assessment data), but as administrative data become more widely available, 
analyses of full population data are likely to make up an ever-larger proportion of 
research in this field. Qualitative and experimental studies are less frequently found in the 
existing population science literature, although these methods may be of great value in 
identifying and testing the micro-level mechanisms proposed as explanations of the 
macro-level empirical regularities (e.g., Jackson & Cox 2013; also see the chapters in this 
Handbook by Varese on rigorous ethnography, by Ermakoff on historical sociology, and 
by Gërxhani & Miller on experimental sociology).

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



Order from chaos   23

Models: Models, and heuristics, are a crucial part of any scientist’s toolkit. Models 
provide a framework for interpreting descriptive results and they aid in explanation. 
Although empirical regularities at the population level are the central focus of the descrip-
tive research arm of population science, a micro-level behavioral model is the touchstone 
of explanatory work within this field. Macro-level regularities are explained through 
reference to micro-level behavioral mechanisms: the actions of individuals aggregate to 
produce the observed population-level patterns (see the chapter by Raub, De Graaf & 
Gërxhani on rigorous sociology; Coleman 1990). The micro-level behavior is, in princi-
ple, observable, and the model therefore testable, but in practice the mechanisms generat-
ing empirical regularities very frequently enter into a population science account via 
assumption, or theory, rather than via direct measurement.

Applications: Within the boundaries of population science can be found a commitment 
to the principle of cumulation. In ideal circumstances, a well-functioning subfield within 
population science will encompass a large number of researchers working to document a 
large number of empirical regularities, which when accumulated will provide a strong 
descriptive overview of that subfield. Alongside the descriptive results, the subfield will 
also provide a set of well-documented micro-level mechanisms that account for the 
empirical regularities. Although cumulation is central to many scientific fields, the strong 
commitment to cumulation within population science stands out in the context of the 
discipline of sociology (e.g., Kerckhoff 1984; Goldthorpe 2005; Hout & DiPrete 2006). 
This cumulative knowledge then provides the basis for further theory development and 
empirical research.

A key distinguishing feature of population science is that prediction is only feasible at 
the population level. Any individual’s behavior or circumstances may be difficult to 
predict with accuracy, because there is too much unexplained individual-level variation. 
But at the population level, prediction becomes possible: central population tendencies 
and relationships are more stable and predictable than the cacophony of individual 
behavior that produced them.

Population scientists, then, share a vision of sociology as rigorous, scientific, and ori-
ented toward documenting and explaining empirical regularities. It is important to 
emphasize that many of the principles to which population scientists would subscribe are 
also touchstones for scientists working within other paradigms that might fall under the 
banner of ‘rigorous’ sociology (see the chapter by Raub, De Graaf & Gërxhani). Rational 
choice theorists, for example, would share the conviction that micro-level decision-
making processes should be the focus of sociological explanation (see Diekmann’s 
chapter). Computational social scientists (see the chapter by Flache, Mäs & Keijzer) have 
pushed the wider discipline to document research practices and methodological decisions 
via replication packages, thereby promoting transparency, reliability, and replicability in 
research (see also the chapter by Auspurg & Brüderl). Any number of qualitative 
researchers have insisted that sociological explanation rests upon detailed observation 
and description (see Varese’s chapter). The virtue of conceptualizing population science 
as a paradigm is that it clarifies that researchers working within the field are committed 
to an entire set of principles defining that program of research.

A further virtue of the paradigm concept is that it clarifies the extent to which a com-
mitment to population science is in part cultural, such that membership of the paradigm 
is part of an individual scientist’s identity. This matters, because no individual piece of 
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research could document all relevant empirical regularities alongside the micro-level 
mechanisms producing those regularities. Indeed, individual researchers may never con-
tribute to all of the important tasks of population science; some researchers may special-
ize in performing statistical analysis and establishing regularities, while others might 
focus on developing micro-level models to explain the regularities established by their 
colleagues. Belonging to the population science paradigm means contributing to a collec-
tive endeavor that satisfies the guiding principles of the field.

2. GOD IS IN THE VARIATION

Population science is a field distinguished by its relationship to variation. Even a casual 
observer of human behavior would appreciate that there is a great deal of variation in 
individual actions, beliefs, and characteristics. The task of the sociologist is to make sense 
of this variation. For a sociologist working within the population science field, this sense-
making has three components. First, it is necessary to establish empirical regularities, by 
drawing out population-level patterns from the individual-level variation. Second, vari-
ation around the regularities must be quantified and classified: how much variation is 
there, does the variation indicate that there are important sub-population regularities, 
and how much of the variation can be assumed to be random? And third, the population-
level regularities and quantified variation must be explained by reference to a micro-level 
model of human behavior, a model that can account for both regularity and variation in 
behavior.

In his book outlining the principles of sociology as a population science, John Gold-
thorpe writes that,

the goal of sociological enquiry should be an understanding not of the states and behaviour of 
the particular individual members of . . . populations in all their variability, but rather of the 
regularities that are the properties of these populations themselves, even though they are emer-
gent only from the behavior or . . . from the actions of their individual members. (Goldthorpe 
2016, p. 12)

‘Regularities’ are perhaps easiest to define in statistical terms. Every measurable charac-
teristic of an individual, and every measurable individual behavior, can in principle be 
recorded for all members of a given population.1 For example, we might record achieve-
ment test scores for a population of all 15 year-old students in the United States. Across 
that population, there is likely to be a substantial degree of variation in test scores; some 
students will have scored very poorly, others very well, and still others will have achieved 
adequate, but not outstanding, scores. This distribution of test scores can be summarized 
using measures of central tendency and dispersion. Measures of central tendency—mean, 
median, and mode—reveal regularity, and make it possible to distinguish the ‘typical’ 
student’s test score from the noise of the distribution of scores.

1  I focus here on attributes that are relatively straightforward to measure (i.e., sociodemographic charac-
teristics and educational achievement). It is important to recognize that some measures of individual attributes 
might be rather more difficult to measure, such as those that capture ‘relational’ data (e.g., friendship or work 
networks).
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Measures of central tendency provide a useful summary of single variables, but the 
types of regularities of most interest to population scientists are those that pertain to 
relationships between variables. For example, what is the relationship between student 
test scores and class origin? A simple approach to answering this question is to examine 
the conditional means: after assigning each student to a class category, within-category 
mean test scores can be calculated, and these means can then be compared across class 
categories. Further comparisons can be made by calculating these conditional means for 
samples of students from different time periods, or countries, or ethnic groups. Additional 
statistical techniques might be used to capture the strength of the associations between 
variables, and the extent to which the strength of association varies over different 
samples. Indeed, a great deal of research undertaken within the population science tradi-
tion has examined test score inequalities using precisely this approach (e.g., Van de 
Werfhorst & Mijs 2010; Reardon 2011; Parker et al. 2018; Chmielewski 2019).

Summaries of individual variables, or characterizations of bivariate and multivariate 
relationships, provide the basic empirical foundation for the claim that a regularity exists. 
Drawing these regularities out of individual variation makes it possible to provide a clean 
and concise description of the key social and demographic features of any population: 
the individual-level variation is suppressed and subdued. But variation has three impor-
tant functions in a population science analysis.

First, measures of variation—such as the variance and standard deviation—make it 
possible to interpret measures of central tendency in full context. If there is a great deal 
of dispersion around the mean, for example, we might draw different conclusions about 
our population than if there is very little dispersion. Measures of variation may even be 
the focus of an analysis, and the dispersion itself may come to be understood as the 
empirical regularity of most interest. The most prominent example of a dispersion-based 
regularity in social science pertains to the concept of income inequality (e.g., Piketty & 
Saez 2003; Krueger 2012). It is likely that fewer sociologists would be able to describe 
changes in median income over the past 50 years than would be able to describe changes 
in income inequality, because the dispersion of income is frequently discussed by academ-
ics and politicians alike, while the central tendency is rarely even noted (see Hirschman 
2021 for a discussion of how the long-term trend in income inequality in the United States 
came to be established as an empirical regularity).

Second, measures of variation make it possible to draw inferences about populations 
on the basis of sample data. A large majority of the work within the population science 
tradition has been based on samples of populations; for most social scientific applica-
tions, the cost and inconvenience of collecting full-population data is prohibitive. 
Inferential statistics are used to quantify variation around the measures of interest, and 
to determine the likelihood, for example, that an association at least as large as that cal-
culated for the sample would have been observed if the true population association was 
zero (for an introduction to statistical inference, see Cox & Donnelly 2011). Within 
population science, significance tests are the main route to firmly establishing a result as 
a ‘regularity’.2 Note that some regularities are established via a pattern of insignificant 

2  There is, of course, a lively discussion with respect to whether or not tests of statistical significance 
should be used to establish that effects are ‘real’ (Amrhein et al. 2019; Wasserstein & Lazar 2016). One extreme 
position holds that researchers should not use or report p-values in scientific analysis. A more moderate 
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effects or associations: in The Constant Flux, for example, Erikson & Goldthorpe (1992) 
show a high degree of constancy in social fluidity over time, and this constancy is the 
regularity that must then be explained.

The two functions of variation discussed so far will be familiar to those with even a basic 
understanding of inferential statistics. And yet it is important to emphasize these functions 
because there are areas of sociological investigation outside of population science that 
approach variation quite differently. Many small-n studies, such as those found within 
comparative-historical or qualitative sociology, aim primarily to describe central tenden-
cies in the data, and an assessment of the degree of variation around these central tenden-
cies is rarely found. In addition, there are many sociological studies that rely on analysis 
of non-random samples: small-n studies can again be found among this group, alongside 
some ‘big data’ analyses that investigate, for example, the contents of popular websites. 
On the whole, these studies do not discuss the extent to which sample-to-sample variation 
might be misleading with respect to population-level patterns. Population science is not 
unique within sociology with respect to its focus on variation, but this focus does distin-
guish population science from some other influential approaches within the field.

The final function of variation for a sociologist working within the population science 
tradition derives from its role in the identification of plausible causal mechanisms. 
Variation can be broadly divided into three main types: ‘categorical’, ‘identifying’, and 
‘nuisance’ variation.

By ‘categorical’ variation, I refer to variation along dimensions of predetermined theo-
retical or empirical importance. Categorical variation is employed in a great deal of 
descriptive research, and many well-established regularities rest on the exploitation of 
variation of this type. Importantly, there is broad understanding that categorical varia-
tion is of interest even if exploiting this variation will not necessarily reveal a causal 
relationship (see particularly Xie 2007; 2013). Within the population science field, cate-
gorical variation will often capture sociodemographic distinctions of interest to sociolo-
gists, such as gender, class, income, or race. Variation between men and women in hourly 
pay, for example, is generally understood to be of sociological interest whether or not we 
identify a causal relationship between gender and pay. Cataloging empirical regularities 
by exploiting multiple categorical axes of variation lays a strong empirical foundation for 
micro-level explanations of the type discussed in the following section.

‘Identifying’ variation refers to variation that might be exploited to establish associa-
tions that can reasonably be given a causal interpretation. There are two quite distinct 
approaches to exploiting identifying variation. First, variation may be used to establish 
what we might label ‘robust’ associations, that is, associations that have been purged of 
the effects of possible intervening variables (Goldthorpe 2001). In the example above, we 
might find it necessary to control for occupation, hours worked, educational level, age, 
seniority, and so forth, before we were willing to claim that a gender gap in pay had been 
established.3 The second approach to identifying variation originates in the ‘potential 

 position holds that the information provided by significance tests should be evaluated alongside all other pieces 
of evidence.

3  Determining which variables are the appropriate statistical controls is not necessarily straightforward. 
Assumptions about likely confounders must be made based on theoretical priors, and there may be disagree-
ment among sociologists about appropriate controls. For a discussion of this issue in the context of the gender 
pay gap, see Schieder & Gould (2016).
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outcomes’ framework (Rubin 1974; Holland 1986). In this framework, identifying vari-
ation is used to identify the ‘causal effects’ of one variable on another, largely through 
application of the methods of causal inference described in Breen’s chapter (see also 
Morgan & Winship 2015). Although there is a fair degree of overlap between researchers 
working within the population science tradition and those applying methods of causal 
inference, Goldthorpe explicitly disavows the potential outcomes approach to causation, 
arguing that where researchers are concerned with the micro-level causes of observed 
regularities, methods of causal inference are less useful (2016, pp. 109–111). Whether or 
not this strong resistance to the potential outcomes framework becomes dominant within 
the field of population science remains to be seen; there are already many examples of 
population scientists applying causal inference methods to good effect (e.g., Torche 2011; 
Torche & Sirois 2019).

Finally, for completeness, I include the category of ‘nuisance’ variation. Nuisance 
variation arises from processes unrelated to the aim of a sociological study. Such varia-
tion will be captured and quantified in the error term of a statistical analysis, and is 
generally not of interest to population scientists in and of itself.4

3. EXPLANATION IS IN THE DETAILS

Careful treatment of variation has allowed population scientists to accumulate a substan-
tial set of empirical regularities describing the important features of both past and con-
temporary societies. The accumulation of empirical regularities within sociology has been 
encouraged by the increasing availability of quantitative data, increased computing 
power and technical proficiency, and, not least, the increasing number of sociologists and 
other social scientists (Dingwall et al. 2018). There has, in addition, been a concerted 
movement to promote the value of descriptive research (Loeb et al. 2017), and it is now 
common to see high-profile visualizations of descriptive social science results in the 
national media (e.g., Aisch et al. 2017; Badger et al. 2018).

This body of descriptive evidence stands, regardless of whether or not explanations of 
the regularities exist. Empirical regularities, particularly when popularized as ‘stylized 
facts,’ may act as important touchstones for scientific literatures or public discussion. The 
rise in income inequality in the United States in the last decades of the twentieth century 
is one example of a regularity operating as a touchstone (Piketty & Saez 2003). Racial 
inequalities in the risk of being a victim of a police shooting is another (Edwards et al. 
2019). Some touchstones become the focal point around which entire scientific subfields 
develop, while others spur social and political movements into action. When popularized 
as stylized facts, empirical regularities assume both scientific and normative importance; 
as Hirschman writes, stylized facts are, ‘claims about the kinds of things that exist in the 
world and the patterns of relationships between those things; simultaneously, they are claims 
about what parts of the social world are worth explaining’ (Hirschman 2016, p. 605).

For a population scientist, descriptive research is not pursued in the hope that an 
empirical regularity might be upgraded to a stylized fact. Rather, empirical regularities 

4  Note that ‘noise’ may be of interest in other fields falling under the banner of rigorous sociology, such as 
computational social science (e.g., Macy & Tsvetkova 2015).
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are pursued because they speak to a problem defined as important by existing theory. 
Further, establishing empirical regularities is recognized as but a single step in the explan-
atory process. All empirical regularities pursued within population science are worth 
explaining, indeed, regularities are pursued only with the intention that an explanation 
for the regularity can be secured in the future.

Goldthorpe’s treatise on population science represents an attempt both to describe the 
current practices of population scientists, and to prescribe how population scientists 
should go about explaining empirical regularities. For Goldthorpe, a population science 
explanation must be rooted in the actions of individuals. He argues,

In order to provide causal explanations for established population regularities, causal processes, 
or mechanisms, must be hypothesized in terms of individual action and interaction that meet 
two requirements: they should be in principle adequate to generate the regularities in question 
and their actual operation should be open to empirical test. (Goldthorpe 2016, p. 112)

In addition to insisting that methodological individualism should be at the heart of 
population science, Goldthorpe further asserts that the processes or mechanisms identi-
fied should ideally be specified in terms of the rational action of individuals.

As is clear from Goldthorpe’s description, explanation in population science rests on 
processes and mechanisms specified at the micro-level. This, then, necessitates an explan-
atory model that is capable of linking the empirical regularities of interest—observed at 
the macro-level—to micro-level mechanisms and processes. Research within the popula-
tion science tradition calls upon the basic model of sociological explanation that is col-
loquially known as ‘Coleman’s boat’ (Coleman 1990). Under Coleman’s model, 
macro-level causes produce macro-level effects only through processes that operate at the 
individual level: macro-level causes have expression in micro-level causes, micro-level 
causes produce micro-level effects, and micro-level effects aggregate (either via simple 
accumulation or more complex interdependence processes) to produce macro-level 
effects. Empirical regularities as conceptualized within population science represent the 
macro-level causes and effects. Micro-level mechanisms are then proposed to explain how 
individual actions aggregate to produce these regularities.

An illustrative example may be drawn from the study of racial residential segregation. 
The pattern of residential segregation is well-established within individual countries, and 
there is a similarly substantial body of evidence that tracks changes in residential segrega-
tion over time, and that measures associations between residential segregation and other 
characteristics of neighborhoods and communities. This research field has demonstrated, 
for example, that racial segregation is a longstanding feature of American society, that a 
high proportion of Black Americans experiences ‘hyper-segregation,’ and that residential 
segregation remains high in the contemporary United States, even if there is a long-term 
trend in the direction of greater integration (e.g., Du Bois 1903 [2008]; Massey & Denton 
1989, 1993; Logan et al. 2004; see Charles 2003 for a review). This is a field, then, that is 
rich in empirical regularities, and there is clear academic and social interest in being able 
to explain how those regularities have arisen.

There is no shortage of theoretical work on the problem of residential segregation. 
Some of this work favors explanations of segregation that are focused on macro-level 
causes, such as ‘redlining’ and exclusionary zoning, federal and state policy, and the racist 
cultural logics that have infiltrated prominent American institutions (e.g., Massey & 
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Denton 1993, see Charles 2003; Pattillo 2005 for reviews). From the perspective of a 
population scientist, these explanations lack completeness, because they fail to describe 
how the macro-level causes produce changes in individual behavior, and how the indi-
vidual behavior aggregates to produce the observed empirical regularities. But there are 
explanations of residential segregation that are rooted firmly in the behavior of individu-
als, explanations that are more consistent with a population science approach. For 
example, Bruch has emphasized the importance of understanding individual housing 
decisions when explaining patterns of residential segregation. Building on influential 
work by Schelling (1971), she has employed agent-based models to simulate how indi-
vidual decisions about where to live can produce regularities at the macro-level. With 
Mare, she shows that if white Americans were to have the same preferences for living in 
integrated neighborhoods as Black Americans, the degree of residential segregation 
would be much reduced from the observed levels (Bruch & Mare 2009, see also Bruch & 
Mare 2006; Van de Rijt, Siegel & Macy 2009). Bruch’s work exploits simulation tech-
niques, theoretical insights from decision science, evidence on attitudes and preferences, 
and qualitative research findings on neighborhood choice, to build a plausible micro-level 
model of residential segregation, which is then tested for consistency with the macro-level 
results (see also Bruch 2014; Bruch & Swait 2019).

The example of residential segregation highlights the natural alliance between sociol-
ogy as a population science and ‘analytical’ sociology (see Manzo’s chapter on analytical 
sociology; see also Goldthorpe 2021, Chapter 10). Much of the work of analytical soci-
ologists involves the explanation of macro-level regularities through individual-level 
models; sometimes the empirical regularities to be explained are made explicit and fore-
grounded in the analysis, as in Bruch’s work, while at other times the regularities are 
backgrounded, described only to emphasize the importance of the research question. One 
important difference between population science and analytical sociology is that the latter 
puts more weight on how individual behaviors aggregate to produce macro-level regu-
larities than the former. Put starkly, population scientists focus on describing individual-
level behaviors that are assumed to quite straightforwardly produce central tendencies at 
the population level. Analytical sociologists, on the other hand, place more weight on 
understanding how the behaviors of one individual (or group) may influence the behav-
iors of other individuals (or groups). For this reason, analytical sociologists make more 
use of agent-based models, network analysis, and simulation, than do population scien-
tists (see, for example, the chapters by Manzo, by Flache, Mäs & Keijzer, by Steglich & 
Snijders, and by Buskens, Corten & Raub).

A well-functioning subfield within population science is one in which relevant empiri-
cal regularities are well-documented and an explanatory model exists in which micro-
level processes and mechanisms are called upon to explain the macro-level regularities. 
As Raub, De Graaf & Gërxhani note in their chapter, however, population scientists 
invest rather more heavily in establishing empirical regularities than in the development 
and testing of micro-level behavioral models. As a consequence, the current instantiation 
of population science in most subfields might be seen as a rather lopsided endeavor, with 
description outrunning explanation by quite some margin. The contrast between the 
expressed purposes of population science and the practice may be attributed to three 
factors. First, Goldthorpe’s vision of sociology as a population science is, to some extent, 
aspirational: population scientists should focus both on describing and explaining 
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regularities, even if only a minority of those currently working in the population science 
field are engaged in this joint pursuit. Second, population science is a science in develop-
ment, and perhaps there are simply too few documented empirical regularities for it to 
be worthwhile to engage in full-throated explanation. As the field develops further, we 
might expect to see an increasing emphasis on micro-level explanations. And third, as dis-
cussed above, identification with the population science paradigm allows sociologists to 
belong to a collective project of which micro-level explanation is a part, without any 
individual population scientist being required to engage in such explanation. Given that 
current disciplinary incentives are geared toward specialization, there are good reasons 
to specialize in the description of empirical regularities without ever moving forward to 
explain those regularities. Belonging to the paradigm thus allows researchers to specialize 
in description, precisely because the paradigm puts such emphasis on  explanation.

4.  CHALLENGES FOR SOCIOLOGY AS A POPULATION 
SCIENCE

Population science is a paradigm in progress, as yet to be fully institutionalized. It is 
therefore prudent to consider the challenges that confront sociology as a population 
science, now and in the future. Challenges related to measurement and prediction are 
likely to be particularly important to address.

4.1 Measure What Can Be Measured

Population scientists are strongly committed to a scientific vision of sociology, a sociol-
ogy that aims to create cumulative knowledge through rigorous empirical research. 
Research within this paradigm therefore proceeds according to standard scientific proto-
cols, with attention directed toward issues of reliability, validity, and replicability. 
Accurate measurement is central to assuring reliability, validity, and replicability, and 
population science is a field in which great care has been taken to develop and employ 
reliable and valid measures (e.g., Evans 1992; Schneider 2010). But problems of measure-
ment may arise even where scientists pay close attention to a measure’s quality.

Population scientists frequently rely on measures of sociodemographic characteristics 
provided in administrative data and sample surveys. In most countries, these measures 
will include sex and/or gender, race and ethnicity, age, socioeconomic status (e.g., occu-
pation, class position), and perhaps also social origin characteristics (e.g., parental occu-
pation). The analysis of large-scale datasets places constraints on the research activities 
of population scientists, because—with some notable exceptions, such as the European 
Social Survey and the General Social Survey—it is difficult for sociologists to influence 
the measures provided in these data sources. A reliance on existing measures and data 
sources comes with two dangers that sociologists should be mindful of.

First, a population scientist must resist the temptation to satisfice. Many of the meas-
ures available in existing datasets may be sub-optimal, and a researcher may be faced with 
a decision about whether to go forward with sub-optimal measures or abandon the 
project entirely. In making this decision, a population scientist must be aware of her 
responsibility to the field: a science built on explaining empirical regularities must be able 
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to trust that a regularity indeed exists in that form. Poor measures will weaken the evi-
dence base, and make the task of explanation all the more difficult.

The second danger that reliance on existing measures brings is that administrative and 
survey data may be slow to reflect changing social trends. In the worst case, sociologists 
might continue to measure empirical regularities just as they always have done, while the 
world has changed such that any regularity-based explanation is no longer illuminating. 
Take, for example, the measurement of gender. Gender is measured in surveys via self-
identification or observation, and until recent years this measurement was treated as 
straightforward, with respondents classified as ‘male’ or ‘female’.5 Of late, however, the 
concepts and measurement of sex and gender have come under scrutiny; transgender 
issues are increasingly addressed in the national press, legal protections for transgender 
individuals have been introduced, and around 0.4 percent of US adults identify as 
transgender (e.g., Baker 2019; Meerwijk & Sevelius 2017). As Westbrook and Saperstein 
have observed, 

[a] hyper-gendered world of ‘males’ and ‘females’ . . . shapes what we can see in survey data. If 
not altered, surveys will continue to reproduce statistical representations that erase important 
dimensions of variation and likely limit understanding of the processes that perpetuate social 
inequality. (Westbrook & Saperstein 2015, p. 534)

There are important reasons to preserve consistency of measurement in the context of 
long-running surveys and administrative data sources, so changes to the measurement of 
gender are most likely to occur through the addition of questions and categories captur-
ing further dimensions of variation. The population scientist is then left with a dilemma: 
how should those who do not identify as ‘male’ or ‘female’ be categorized? And how 
should those who do identify as male or female be compared over time? If we were to 
track changes in the gender wage gap, we would need to consider how far selection into 
the gender categories changes over time, and ask whether the selective processes impli-
cated in choice of gender identity might also have effects on wages. If the vast majority 
of people continue to identify as male or female, changes in the meaning of gender and 
its measurement might be inconsequential. But where identification with the new catego-
ries is commonplace, serious questions arise with respect to the interpretation of findings 
based on the older categories.

The example of gender highlights the need for population scientists to be nimble in 
response to possible changes in the meaning of an empirical regularity. Empirical regu-
larities are valuable only insofar as they reflect the world as it is. This example also 
underscores the importance of attending to the sociological research literature outside 
of population science, which is likely to identify (and, in some cases, produce) changes 
in the meaning of categories well before these changes are picked up by population 
 scientists.

5  Note that these categories are named to identify sexes, but the male/female measure has been commonly 
used to measure gender (a social construction). See Richie (2019) for a recent discussion of the gender/sex dis-
tinction in the context of medicine.
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4.2 The Law Falls Silent

A population science account explains macro-level empirical regularities by reference to 
micro-level mechanisms and processes. Goldthorpe’s discussion of explanation within 
population science is both a positive argument in favor of mechanism-based accounts of 
regularities, and an argument that is strongly critical of alternative forms of sociological 
explanation. In particular, he argues that a search for sociological laws is probably a futile 
activity for sociology as a population science (see also Xie 2013, and Xie’s 2007 discussion 
of Otis Dudley Duncan, who held a similar distaste for law-based sociological  explanation).

The ambitions of early sociologists with respect to sociology’s purpose are well estab-
lished. For sociologists such as Comte and Durkheim, a scientific sociology was a sociol-
ogy in which the laws of societies could be discovered, in much the same way as natural 
scientists aimed to discover the rules of the natural world (Comte 1858; Durkheim 1895 
[2014], 1897). But it is not necessary to insist that sociology’s true purpose lies in discov-
ering the laws of social behavior in order to recognize that sociological laws (or law-like 
statements) might be of some benefit to both the discipline and society. One advantage 
of thinking in terms of laws is that prediction is relatively straightforward: given a par-
ticular behavior, we can determine the appropriate sociological law covering the type of 
behavior in question, and that law allows us to predict future behavior or outcomes (e.g., 
Hempel 1965; Popper 1934 [2005]).

Prediction is immensely valuable where social scientists hope to have an impact on the 
world through policy. In population science as currently conceived, empirical regularities 
are identified, validated through the process of scientific cumulation, and explained 
through reference to micro-level mechanisms. In this context, prediction is sharply delim-
ited by the boundaries of the specific empirical regularity under study and the associated 
mechanism.6 This may be a cautious and perhaps even an appropriate approach to pre-
diction in sociology, but it places constraints on sociology’s influence on policy. If predic-
tion cannot be extended beyond the narrow confines of a particular regularity or 
micro-mechanism, the demands of policymakers are unlikely to be met; population 
sociology can neither provide a mechanism so narrowly defined that it can be addressed 
with a single intervention, nor a law that can guide more ambitious and imaginative 
policy design (Jackson 2020).

By way of contrast, consider the rhetorical power available to economists when pro-
posing policy. Economists have available to them a coherent and elegant theoretical 
model, in which the laws regulating the economy and society operate in relatively predict-
able fashion. Policymakers are faced with an intoxicating framework that offers a system-
atic interpretation of current events and situations, and out of which predictions about 
future events and situations can easily be derived. The growth of ‘market fundamental-
ism’ and the subsequent dominance of neoliberal ideas within the policy communities of 
many post-industrial countries reflects this influence (Somers 2008; Block & Somers 2014; 
Prasad 2006). A framework that can make sense of a large number of empirical regulari-
ties, that can place these regularities in the context of a more encompassing explanation 

6  A related observation can be found in Hammersley (2017). Hammersley argues that mobility research 
is largely concerned with population-specific and time-specific regularities, and that it fails to identify explana-
tory mechanisms of sufficient generality.
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of human behavior, and that holds the promise of prediction, is immensely attractive to 
those who aim to change society.

Given the current configuration of sociology as a population science, a wholesale 
reimagining of the role of explanation is unlikely. But it would perhaps be helpful for 
sociologists in this field to emphasize the commonalities and differences between differ-
ent empirical fields and different micro-level mechanisms and processes. If similar 
mechanisms are found to be at work for a set of different empirical regularities, this 
pattern might be helpful in identifying other substantive areas in which similar explana-
tions could be applied (see, for example, De Graaf & Wiertz 2019). If different mecha-
nisms operate to produce seemingly similar regularities, this might lead us either to 
question the strength of evidence establishing one or other of the regularities, or to 
identify particularly meaningful differences between the seemingly-similar regularities, 
to the benefit of greater understanding. Focusing on commonalities and differences 
across empirical regularities and mechanisms is likely to be helpful in interpreting the 
results of new methodological techniques, or when the field moves to new substantive 
areas. A focus on commonalities also opens the door to wider policy influence, in that 
stronger arguments can be made on behalf of those interventions that are likely to have 
an impact in multiple areas.

4.3 Go Forth and Institutionalize

As I described at the beginning of the chapter, population science is a paradigm in pro-
gress. It is a paradigm with which many researchers appear to feel an affinity, even when 
the boundaries of the paradigm are relatively unclear. In this final section, I propose 
several steps that might aid in establishing the paradigm as a formalized and institution-
alized field within sociology.

An important step toward establishing population science as a fully institutionalized 
paradigm is to determine the boundaries that separate ‘population science’ from ‘not 
population science’. In his description of sociology as a population science, Goldthorpe 
suggested that much of the research currently carried out under the auspices of demog-
raphy and epidemiology would have a place in population science. Michael Hout further 
notes that, ‘[p]opulation science, if practiced rigorously, could potentially set the agenda, 
not just for sociology, but for much of quantitative social science’ (Hout 2016, p. 1010). 
Where, then, should the boundaries of population science be set?

Goldthorpe suggests one boundary condition, which rules out economics as a possible 
field of population science. Because economics embraces an explanatory framework in 
which a strong and widely shared theoretical model shapes both the questions asked and 
the explanations given for empirical regularities, it is inconsistent with the practice of 
population science, which searches for explanations of empirical regularities only after 
they have been established. In other words, a prior disciplinary commitment to a general 
theory of human behavior would mark the scientific practice as being outside the realm 
of population science. But the boundary between population science and not population 
science appears to be more ambiguous with respect to wholly empirical work. What is the 
place of sociological research that proceeds without appeal to theory or explanatory 
models, frequently disparaged and dismissed as ‘variable sociology’? Can a researcher 
within this mold reasonably hold that micro-level explanation is central to their vision of 
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sociology, just as long as other sociologists are the ones to take on this responsibility? 
Where researchers are operating in deliberate fashion and see themselves as contributing 
toward the collective outcome of the paradigm, this is a defensible position: scientific 
specialization is likely to have benefits, and the paradigm’s total output may well be 
increased if those with data analysis skills focus on producing a robust set of empirical 
regularities. However, if this is to be the arrangement, it is essential that highly specialized 
researchers are properly socialized into the values of the wider paradigm.

Socialization is an important part of the wider project of the institutionalization of 
population science. This socialization is most easily achieved via explicit training in the 
tenets of population science, with particular emphasis on the dual project of description 
and explanation. Where population scientists specialize in description, this should be with 
an awareness of the role that empirical regularities play in the whole project: these regu-
larities should speak to sociologically-important questions, be interpretable (at least in 
principle) as the macro-level outcome of micro-level mechanisms and processes, and be 
reliable, replicable, and accurate. Where population scientists specialize in explanation, 
it should be clear that the body of empirical regularities demarcates the explanandum. 
After the initial training period, professional associations and journals have an important 
role to play in informing specialists of what others in the wider field of population science 
are working on, and in highlighting the successes of the collective project.

A final step toward the institutionalization of population science is for those in the 
field to invest in meta-analyses of empirical regularities and micro-level mechanisms. 
Science is a noisy project, and it is essential that we ourselves are able to pull out signal 
from the noise. We must have a sensible way to establish which regularities are well-
supported and deserving of micro-level explanation, and which require further descrip-
tive investigation. We must have a sensible way to interpret variation in the form of 
deviant findings, and a research structure that supports and encourages replication and 
robustness (e.g., Freese & Peterson 2017; Christensen et al. 2019). And we must have a 
sensible way to summarize and share the achievements of the field, as the established 
regularities and mechanisms of one substantive subfield may well aid in understanding 
the regularities of another.

A fully institutionalized population science offers sociologists a vision of the discipline 
quite different from that of some of its founders, but one nevertheless consistent with their 
aspirations for sociology. Sociologists have always aspired to discover order in the chaos. 
Population science promises order, while understanding that chaos comes with informa-
tion too: order and chaos, regularity and variation, both provide insight into the social 
world. The careful treatment of regularity and variation is the mark of a population 
 scientist, and it is the foundation of a rigorous, scientific sociology.
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3. Analytical sociology*

Gianluca Manzo†

1. INTRODUCTION

The observation that sociology seems hopelessly multi-paradigmatic is not new (Ritzer 
1975). Sociologists of different confessions have repeatedly made the diagnosis that the 
discipline is highly fragmented and proposed various typologies identifying ways of 
understanding sociology that emphasize different tasks, goals, and audiences (see, among 
others, Boudon 2001; Goldthorpe 2004; Burawoy 2005; Abbott 2007a). Typically, as 
soon as these theoretical grids are posited, disagreements arise on which types of sociol-
ogy should be given priority to re-invigorate the discipline and reduce its fragmentation 
(for a recent example, see Turner 2019, and Romero 2020).

Raub, De Graaf & Gërxhani (see the chapter on rigorous sociology in this Handbook, 
RDG hereafter) also believe that sociology is more fragmented than other disciplines but 
their proposal to counter this tendency is different. Rather than defending the unifying 
potential of one specific type of sociology, they want to foster ‘unity in diversity’. Within 
the overall fragmentation of sociology, they do think that it is actually possible to recog-
nize research programs that ‘share core methodological standards’. RDG’s goal is to 
identify, thus making (more) visible, this core. ‘Rigorous’ sociology (RS, hereafter) would 
amount to the family of approaches that constitute variations on these ‘shared guide-
lines’. RDG want to be pluralistic, both theoretically and methodologically. They overtly 
claim to pursue an ‘integrative perspective’ that emphasizes commonality over differences 
among research programs. Thus, RS, they remark, should be understood as an ‘umbrella 
label’ rather than a new way of doing sociology.

In this chapter, I consider a meta-theoretical framework, i.e. ‘analytical sociology’ (AS, 
hereafter), which has been elaborated over the last 25 years around the concept of mech-
anism-based explanations (see Hedström & Swedberg 1996). Overall, AS can be seen as 
‘an empirically-oriented, experimentally and computationally-based macro-sociology 
with clearly explicated and realistic micro- and network-level foundations’ (Manzo 2014, 
pp. 9, 38). In RDG’s view, AS is ‘one of the strands of RS’. On a programmatic level, this 
seems descriptively accurate. For instance, a comparison of the features that RDG regard 
as defining the common core of RS with the seven postulates that Manzo (2014, pp. 5–7) 
proposed to summarize AS’s principles, would show that AS’s ideal-typical research 
strategy share all RS’s key features. I will not pursue this abstract comparison here. AS’s 
programmatic principles have already been extensively exposed (see, in particular, 

Analytical sociology

* K. Gërxhani, N.D. de Graaf and W. Raub (eds) (2022), Handbook of Sociological Science: Contributions 
to Rigorous Sociology, Cheltenham, UK and Northampton, MA, USA: Edward Elgar Publishing. ISBN: 978 
1 78990 942 5; http://dx.doi.org/10.4337/9781789909432.

† I am indebted to Michelle Jackson and Werner Raub who provided extensive written comments on a first 
draft of the manuscript. The usual disclaimers apply.
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Hedström 2005; Hedström & Bearman 2009), and critically evaluated several times (see, 
among others, Abbott 2007b; Manzo 2010; Opp 2013; Kalter & Kroneberg 2014; Léon-
Medina 2017). Meta-theoretical discussions of AS clearly attracted more attention than 
AS-related substantive works whereas, as Edling & Rydgren (2016, p. 1139) caustically 
commented, ‘the proof of the pudding is always in the eating’.

For these reasons, I will assess the extent to which AS contributes to RS by discussing 
AS in action rather than in theory. In particular, I first investigate the articles that were 
awarded the ‘Robert K. Merton Award’ (or an honorable mention) by the International 
Network of Analytical Sociology between 2013 and 2020 – a prize created in 2012 to 
acknowledge the best AS paper (see Table 3.1). Of these pieces of research, I examine, in 
the following sections, their explananda, their explanans, and the way they link the explan-
ans to the explanandum through data and methods. These three dimensions actually cor-
respond to the three groups of core features of RS as presented by RDG, which essentially 
define what the focus of empirical research is in RS (explananda), how theory is con-
structed (explanans), and how theory is linked to empirics (i.e. data and methods). Then, 
I consider a further selection of journal articles written by authors of AS manifestos and/
or scholars who contributed to AS’s consolidation, and examine how AS in action copes 
with features of RS that RDG identified as important elements of RS over and above 
issues of theory formation, empirical research and links between theory and empirics. 
Since the analysis of these substantive works showed that AS at work contains all the 
defining features of RS, I finally ask whether AS simply is a strand of RS or can equally 
be seen as an umbrella-like approach with similar integrative ambitions for sociology. A 
short summary of the analysis concludes the chapter.1

2. TYPICAL AS EXPLANANDA

In RDG’s view, a key feature of RS is ‘that macro-outcomes and established empirical 
macro-level regularities are the core explananda of sociology’. The Merton awarded arti-
cles well illustrated this feature in practice. The third column in Table 3.1 shows that each 
article focused on well-identified ‘structural properties’, i.e. cross-sectional and/or 
dynamic patterns of behaviors or outcomes across socio-economic groups and/or social 
contexts that cannot be understood, measured and explained by reference to any single 
member of the population under examination (for this working definition of ‘social facts’, 
see Ylikoski 2012).

Within the Merton awarded articles these structural properties take a variety of forms 
in AS. They can be points of equilibrium of the social system. This is the case of DiMaggio 
& Garip’s (2011, p. 1899) analysis of the temporal stability of intergroup inequality in 
at-home internet use in the US between 1997 and 2007, as well as of Goldberg & Stein’s 
(2018, pp. 897, 903, 908) study of how clusters of cultural practices emerge from a 

1 The substantive works I studied in this chapter may be submitted to a different question, i.e. the extent to 
which they followed AS’s programmatic principles, and, in this sense, they represented what AS tries to achieve 
rather than simply being illustrations of high-quality sociological research. I addressed this question, and pro-
vided a qualified positive answer, elsewhere (see Manzo 2021). Here I build on this result, and ask the more 
specific question of knowing how substantive works following AS principles relate to RS as defined by RDG.
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learning process where individuals progressively come to associate specific subjective 
meanings to specific cultural practices.

Structural properties of interest can also be transitions between systemic equilibria. 
This is the case of Kroneberg & Wimmer’s (2012, pp. 177, 198, 220–221) study of mac-
roscopic patterns of historical political changes ‘(. . .) from the estate model of society 
under the ancien régime, through populism, to fully inclusive nation building’, with a 
particular focus on France (1300–1900) and the Ottoman Empire (1500–1900). This is 
also the case of Van de Rijt’s (2019, pp. 1469, 1470, 1472) analysis of the potential tem-
poral instability of status hierarchies where inferior options initially outperform supe-
rior ones. 

Structural properties of interest can also be dynamic flows such as when DiMaggio & 
Garip (2011, p. 1916) studied the variation over time of the rates of intergroup rural–
urban migrations among 22 rural villages in Thailand between 1972 and 2000.

Some Merton awarded articles focused on associations between contextual features and 
distributions of individual attributes or choices. This type of structural properties is illus-
trated by Polavieja’s (2012, pp. 594, 620) study of the dependence of gender-based invest-
ments in job-specific skills on gender-based occupation rates in 234 different regions of 
24 European different countries; by Keuschnigg & Wolbring’s (2015, pp. 97, 98, 103) 
analysis of the impact of the accumulation of signs of physical and social disorder, and 
of level of social capital, on the probability of compliance to social rules for low-cost 
behaviors in various districts of a German city; and, by Aksoy & Gambetta’s (2016, 
p. 372) analysis of social patterns of Muslim women’s propensity to veil (in Belgium, 
Turkey and 25 other Muslim countries) as a function of those women’s socio-economic 
attributes, levels of religiosity and the type of neighborhood they live in.

Structural properties of interest can also be associations between population distribu-
tions. This is the case of Bruch’s (2014, pp. 1223, 1224, 1246) study of the temporal inter-
dependence between the size of race groups, the levels of income inequality within and 
between those groups and the resulting patterns of racial residential segregation in major 
American cities between 1980 and 2000. This is also the case of Cowan’s (2014, p. 466) 
focus on the connection between patterns of disclosure of private events (such as miscar-
riage and abortion), and the temporal stability of moral attitudes towards these events 
among contemporary American adults.

Finally, in two cases, Merton awarded articles focusing on configuration of social ties. 
In particular, Skvoretz (2013, p. 489) wanted to explain variations in homophily across 
various socio-demographic groups in couple formation as observed in the US and several 
European countries. Leszczensky & Pink (2019, pp. 394, 397) studied the levels and tem-
poral variations of ethnic segregation in at-school adolescent friendship networks in 
Germany as a function of students’ ethnic identification.

No matter the specific content and form of the structural properties of interest, all 
Merton awarded articles formulated the explanandum in connection with a why-question: 
the main goal always is to understand the source of the structural properties of interest. 
The why-question is often formulated in terms of ‘puzzles’, i.e. an intriguing problem that 
arises from the contradiction between facts or between theoretical expectations and 
empirical observations (see, for instance, DiMaggio & Garip 2011, pp. 1988, 1895, 1913, 
1914; Kroneberg & Wimmer 2012, p. 179; Polavieja 2012, pp. 592–593; Aksoy & 
Gambetta 2016, pp. 792, 803; Goldberg & Stein 2018, p. 898).
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Thus, overall, the Merton-awarded articles show that substantive works in AS are 
characterized by the same macroscopic focus and explanatory ambition that RDG iden-
tified as a foundational feature of theory construction and empirical research in RS.

3. THE TYPICAL STRUCTURE OF AS EXPLANANS

In RDG’s view, RS tends to approach explananda in the following way: ‘explananda at 
the macro-level follow from an explanans that includes assumptions on macro- and 
micro-conditions, on micro-level regularities, and on macro-to-micro as well as on micro-
to-macro links.’ The way the Merton awards answered the why-question they raised fol-
lowed exactly this logic (see columns 4–6 of Table 3.1). In particular, to build the 
explanans, each article formulated a set of hypotheses on (1) the pathways through which 
the context in which actors act shapes their beliefs, preferences and/or opportunities, i.e. 
a situational mechanism; (2) the principles underlying actors’ actions, i.e. an action- 
formation mechanism; and (3) how action interdependency progressively generates the 
macro-outcome of interest, i.e. a transformation mechanism (for this typology of mecha-
nisms in AS, see Hedström & Swedberg 1996, pp. 296–298).

Because of space limitation, I illustrate the presence of this common structure by con-
sidering one Merton-awarded article’s explanans in detail per type of explanandum docu-
mented in the previous section.

DiMaggio & Garip (2011) focused at the same time on a point of equilibrium (the gen-
eration of inequalities in internet adoption among individuals with different income and 
education) and a population dynamic flow (over-time divergent rural–urban migration 
rates between Thai villages). To explain these macroscopic facts, DiMaggio & Garip 
(2011, pp. 1888, 1889, 1893, 1900) formulated a common mechanism made of the follow-
ing elements: (1a) actors possess different amount of resources to sustain the costs of 
subscribing to the internet or to migrate; (1b) actors experience proximate social net-
works that tend to be homophilous with respect to socio-economic factors; (2) when 
deciding whether to adopt or migrate, actors look at prior choices among their relevant 
direct contacts (see Table 3.1); (3) relying on choices of proximate others with a similar 
amount of resources will amplify non-adoption among have-not and adoption among 
haves. Network homophily on factors that are associated with adoption is seen as the 
necessary condition under which the posited mechanism is likely to generate intergroup 
inequality (DiMaggio & Garip 2011, pp. 1888, 1891).

Among Merton awards focusing on cross-sectional associations between contextual 
features and distributions of attributes or choices, let us consider Aksoy & Gambetta 
(2016, pp. 792, 793, 796) who, to explain the variation of veiling behaviors among Muslim 
women, and, in particular, the possible counter-intuitive positive correlation between 
modernization and veiling frequency, posited the following mechanism: (1) moderniza-
tion leads Muslim women to experience more education, and greater access to job market 
and to urban settings; (2a) Muslim women may veil because they believe this is a religious 
requirement but (2b) they may also veil to signal their moral integrity to members of their 
home community as well as to new social contacts outside this community; (3) if so, 
modernization, by making religious beliefs less prominent, may reduce veiling’s average 
frequency but, by exposing Muslim women to more secularized settings, it may increase 
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the propensity of veiling among women who remain highly religious and also are highly 
educated, urban, and middle-class. If this signaling mechanism is at work, Aksoy & 
Gambetta (2016, pp. 794–795) argued, the following additional facts should also be 
observed: highly religious women living in urban neighborhoods where veiling is less 
frequent and more various in terms of dressing manifestations, as well as highly religious 
women living in neighborhoods where Muslims are a minority, should exhibit a higher 
propensity to veil, both settings increasing the necessity to signal their moral integrity and 
piousness. This nicely illustrates that some AS-awarded substantive works also followed 
another principle that RDG identified for RS, i.e. the idea that a strong explanans should 
allow the drawing of implications that are not contained in the explanandum the ‘theory 
was designed to explain in the first place’.

As to explananda under the form of associations between population distributions, let 
us consider Cowan’s (2014, pp. 471–472) analysis of the impact of the distribution of 
demographic events such as miscarriage and abortion on population-level opinion 
changes. To explain the possible disconnection between the two, Cowan formulated the 
following mechanism: (1a) at any given time, a stock of private events (miscarriage and 
abortion, here) exists in the population; (1b) women personally experiencing these 
events may decide to share their experience to relevant confidants; (2a) when disclosing 
secrets, actors want to avoid stigmatization; (2b) as a consequence, private events that 
are less likely to be disapproved will be more frequently disclosed, and they will be more 
frequently disclosed to those confidants that are perceived as having more favorable 
views on the to-be-disclosed event; (3) the dynamic interdependence between disclosure 
choices and hearing attitudes is likely to create what Cowan (2014, p. 495) called a ‘self-
fulfilling illusion’: more stigmatized events will be less present in actors’ subjective per-
ceptions than they really are present in the population, and those who are more likely to 
disapprove the events will be less likely to be aware of them. This phenomenon is likely 
to slow down attitude changes. Thus, Cowan’s (2014, p. 484) mechanism identified 
awareness of others’ behavior as a necessary condition for social influence and conse-
quent macro-social changes. 

Finally, among papers aiming at explaining features of configuration of social ties, let 
us consider the way Skvoretz (2013, pp. 491, 492, 493, 499) explained the variations of 
homophily on various attributes in different types of couple formation relationships. To 
this aim, he proposed a mechanism involving the following elements: (1) the demographic 
size of groups provides actors with certain opportunities for encountering similar and 
dissimilar others; (2) actors are driven by a tendency toward homophily so that their 
preference for similar others biases the structural constraints; in particular, (2a) when 
someone meets a similar individual, then the tie is always formed (attraction mechanism), 
otherwise, (2b) when someone meets a dissimilar other, the tie is rejected with a given 
probability (repulsion mechanism); (3) the one’s attraction/rejection choices dynamically 
change the opportunity encounter structures for subsequent attraction/rejection choices. 
Depending on the groups’ sizes and the intensity of the rejection bias, variations in the 
level of homophily along different attributes can emerge in different settings (see Skvoretz 
2013, p. 500). Leszczensky & Pink (2019, pp. 398–399) added explanatory depth to the 
micro-level part of Skvoretz’s mechanism by introducing a specific motive that may 
further explain dyadic attraction and repulsion, namely the intensity of ego’s and alter’s 
ethnic identification.
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Thus, by structuring their explanans by context’s effects, action principles, and trans-
formation processes, each Merton-awarded article ultimately provided a ‘mechanism’ 
understood as a chain of events unfolding at different scales, these events being fueled by 
the actions and interactions of well-specified entities who follow clearly-identified action 
logics, operating under overtly explicated conditions, and triggering changes that gener-
ate the observed connections with some regularity (for this definition of mechanism in 
AS, see Hedström 2005, p. 25; Manzo 2014, p. 14; Keuschnigg et al. 2018, p. 5). By doing 
so, these AS-awarded substantive works provided clear illustrations of the generic form 
of the explanation that RDG regarded as typical of RS, i.e. an explanation organized 
along the three main branches of the Coleman boat and often (but not always, RDG 
admit) focused on the micro-to-macro links with a special attention to social interactions 
between actors. Moreover, the action-component of the Merton awarded articles’ explan-
ans shows in practice that substantive works in AS exploit a variety of logics of action, 
only partly inspired by rational action theory (for a summary, see column 7 in Table 3.1). 
This is an important feature of AS, which is in full agreement with RDG’s repeated claim 
that ‘micro-macro explanations’ and ‘methodological individualism’ in RS ‘do not pre-
suppose employing assumptions on rational choice’.

4. AS DATA AND METHODS

RDG repeatedly claimed that a key aim of RS is linking theory construction and empir-
ical research, and that this is done through ‘a broad variety of empirical strategies and 
methods’, including ‘statistical modeling’, ‘generative models’, ‘observational’ and 
‘experimental designs’ as well as ‘qualitative designs’. Thus, the last feature of the 
Merton-awarded articles that must be investigated is the way these pieces of research 
connected their explanandum to the proposed explanans through data and methods.

In this respect, columns 8–9 in Table 3.1 synthetically show that, with one exception, 
all articles exploited various types of empirical evidence, and often combined different 
methodological approaches to document the postulated mechanism. However, if one 
considers the main method adopted, four research designs can be identified. Because of 
space limitations, I dissect one example per methodological approach and only point to 
major variations among papers sharing the same approach.

Four Merton-awarded articles built their testing strategy on various types of agent-
based computational models (for a general discussion of this approach, see Flache, Mäs & 
Keijzer’s chapter on computational approaches). Among them, Bruch (2014) provided a 
particularly well-developed example of data-to-model exchange. In particular, she first 
designed a simplified agent-based model with rudimentary spatial features. In this model, 
only artificial agents’ residential mobility choices were empirically calibrated through 
discrete choice logit models estimated on panel data describing individual-level income 
dynamics. This first model was used to manipulate the group size and the level of within- 
and between-race income inequality (pp. 1236, 1243). Then, she exploited census data and 
made the same agent-based model more realistic by incorporating the geography of three 
US large cities as well as the temporal evolutions of income inequality and group size in 
these cities (pp. 1245–1246). Both versions of the computational model pointed to the 
same possible offsetting dynamic: a decrease in income inequality between races can make 
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poor blacks less isolated (from the white population) but wealthy blacks more isolated 
(from the black population), which can leave residential segregation unchanged or even 
increase it (pp. 1252, 1255). Finally, to check if ‘the model is providing inferences that 
accurately capture mechanisms at work in real cities’ (p. 1256), Bruch described (through 
fixed-effects models estimated at the metro area-level) segregation levels’ changes in 93 
major American cities between 1980 and 2000 as a function of changes in between- and 
within-race income inequality (as well as race group sizes). Traces of the offsetting 
mechanism that appeared within the simulations were also found in the empirical data 
described by the statistical models (pp. 1264, 1265).

Leszczensky & Pink (2019) provided an even more extreme illustration of data-driven 
agent-based models to document a mechanism. In fact, they studied longitudinal school-
based friendship network data through ‘stochastic actor-oriented models’ (SAOM), 
which they explicitly related to agent-based computational models. Compared with them, 
SAOM exploits the to-be-explained network iteratively as a way to reach proper statisti-
cal estimations of the model’s parameters reflecting the mechanisms that were postulated 
as the drivers of the network formation process. In this sense, SAOM are increasingly 
considered as a specific form of agent-based models combining empirical calibration and 
output validation with statistical estimation (for a systematic discussion of this perspec-
tive, see Steglich & Snijders’ chapter on stochastic network modeling; for a critical 
analysis, see Daza & Kreuger 2021).

Goldberg & Stein (2018) are at the other extreme of the possible ways of using an agent-
based computational model to study mechanism-based explanations. In fact, to show 
that patterns of clustered cultural preferences can emerge from ‘associative diffusion’ – 
i.e. a mechanism where actors progressively attach meanings to practices by observing 
co-occurrences of practices in others’ observable behaviors – they overtly followed the 
principles of agent-based models with ‘low-dimensional realism’ according to which the 
simulation is used to determine the sufficient condition(s) under which a given macro-
scopic outcome can appear (p. 908). The model’s micro-level assumptions are carefully 
anchored to existing theories in cognitive psychology (pp. 908–910); the model’s param-
eter space is systematically explored (pp. 913–914); various robustness checks are per-
formed, and alternative mechanisms are simulated (pp. 916–917). But the model’s 
parameters are not calibrated empirically, and the model’s implications are not con-
fronted with empirical macro-patterns.

Two Merton-awarded articles attempted to link the proposed explanans to the 
explanandum through mathematical models but, in one case, the model was used to gener-
ate the explanandum whereas, in the other case, the explanandum was used to estimate 
some aspects of the formal model.

In particular, Kroneberg & Wimmer (2012, pp. 180, 187, 188, 189, 191, 193, 196) relied 
on a mathematical model that combines, on the one hand, an exchange model formalizing 
how actors form their preferences over possible alliance configurations, and, on the other 
hand, a sequential, non-cooperative game model formalizing how negotiations between 
actors unfold. Crucial parameters of the exchange theoretic models, namely resource 
control and power, are based on ‘carefully researched historical data on the distribution 
of taxing capabilities, public goods provision, and military support in France (1300–1900) 
and the Ottoman Empire (1500–1900)’ (pp. 181–182), which, they claimed, ‘prevent us 
from simply assuming the parameter values that will generate the hypothesized outcomes’.
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Skvoretz (2013, pp. 489, 495, 499, 500) also relied on a mathematical model of homo-
philious tie formation but then he exploited empirical cross-tabulations on marriages, 
dating and cohabitation by race, ethnicity, religion, and education with the aim of esti-
mating the variation of the values of the two main model’s parameters expressing the 
individuals’ bias for similar and dissimilar others across a variety of Western countries. 
Skvoretz (2013, pp. 500, 503) checked the robustness of his results by estimating the 
model on cross-tabulations artificially generated on the basis of known values of the 
attraction/repulsion parameters, and also studied various model’s extensions involving 
several forms of inter-group variability in the attraction/repulsion motives.

Various forms of experiments were also exploited by the Merton-awarded articles to 
connect the explanans to the explanandum (for a general exposition of experimental 
designs, see Gërxhani & Miller’s chapter on experimental sociology).

In particular, Keuschnigg & Wolbring (2015, p. 103) designed three field experiments 
(in Munich) where each participant acted in a natural environment and was not aware of 
being part of an experiment. In the first experiment, littering was used as treatment to 
signal physical disorder, and subjects were tempted to further littering by finding a non-
sense flyer attached to the handlebar of their bike (p. 104); in the second experiment, 
jaywalking was used as treatment to signal social disorder, and subjects were tempted to 
same-norm violation by observing directly others’ jaywalking at pedestrian lights 
(p. 109); in the third experiment, a lost letter showing a varying amount of money was 
used as the treatment, and subjects were induced to fall in cross-norm violation, i.e. steal 
the letter after seeing physical disorder (namely, littering) (p. 112). All three experiments 
were set in locations with varying levels of social capital measured though a well-tailored 
questionnaire – for the first experiment (pp. 106–107) – and existing urban district-level 
data (pp. 109–111). A variety of small modifications in the experiment designs were tested 
to check the results’ robustness, and the basic set-ups of the first and the third experiments 
were also designed to allow replicability of previous experiments (p. 104). Compared with 
Keuschnigg & Wolbring, Van de Rijt (2019, p. 1472) framed his experiment through a 
mathematical model formalizing discrete choices under uncertainty and social influence, 
and performed a web-based (rather than field) experiment (for more details, see the 
chapter by Van de Rijt, which reproduces this Merton-awarded article as a showcase 
of RS).

Finally, four Merton-awarded articles attempted to trace the postulated mechanism by 
relying on multivariate statistical models estimated on cross-sectional survey data and, in 
one case (see DiMaggio & Garip 2011, pp. 1916, 1920, 1921), on longitudinal survey data 
(for a discussion of longitudinal designs and models, see Gangl’s chapter). An important 
common feature of these studies, which is especially visible in Aksoy & Gambetta (2016, 
pp. 792, 795), is that they estimated statistical interaction effects to track the postulated 
mechanism’s signature. This is an important point because AS originally followed 
Sørensen’s (1998, pp. 244, 245) critique of the lack of explanatory relevance of multi-
variate statistics partly due to fact that many regression-like models put more emphasis 
on main additive effects than on theoretically motivated interaction effects (see Hedström 
& Swedberg 1996, pp. 291–293; Hedström 2005). The Merton-awarded articles that relied 
on statistical modeling clearly learned that lesson (for a type of RS that is now especially 
interested in exploiting heterogeneity in the data, see Jackson’s chapter on sociology as a 
population science).

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



Analytical sociology   49

Thus, overall, all the Merton-award articles tried to connect the explanans to the 
explanandum through a variety of research strategies variously combining different types 
of data and methods. In this sense, AS-awarded substantive works are characterized by 
the same methodological pluralism that RDG considered as a core feature of RS and are 
in full agreement with RDG’s emphasis on various forms of formal model building to 
link theory and empirics.

5.  DESCRIPTION, DIGITAL DATA, REPLICABILITY AND  
POLICY ANALYSIS IN AS

A selection of journal articles written by authors of AS manifestos and/or by scholars 
clearly involved in AS consolidation can help to assess (better than Merton-awarded 
articles allow) how AS copes with four important ingredients of RS that RDG identified 
over and above issues of theory construction, empirical research and links between theory 
and empirics.

The first of these elements is RDG’s qualification that RS values empirical research 
for theory testing, but also as a contribution to the ‘growth of descriptive knowledge 
about the social world’. Although AS manifestos do not programmatically contain a 
similar claim, Bearman (2012, p. 2) explicitly acknowledged the value of descriptive 
knowledge for AS (‘some of the richest descriptions of things are those things that 
cannot be seen or known by individuals’). Moreover, various AS-related substantive 
works, such as Spaiser et al.’s (2018) study of schools’ ethnic segregation patterns or 
Keuschnigg et al.’s (2019) analysis of urban growth primarily focused on exploiting new 
formal tools and/or massive register-based datasets to achieve a better description of 
macro-level patterns and dynamics, thus confirming in practice that AS does not despise 
a priori rich empirical descriptions. Similarly, Arvidsson et al.’s (2021) study of gender 
segregation on the job-market showed how the granularity of data allows pinpointing 
explanatory mechanisms that one could hardly have imagined without detailed descrip-
tion of those data.

Second, let us consider RDG’s remark that RS is open to ‘new technological oppor-
tunities’ provided by increased computational capabilities and new massive digital data. 
This nicely echoes Keuschnigg et al.’s (2018) position paper arguing for a closer link 
between AS and the larger field of computational social sciences. In particu-
lar, Keuschnigg and colleagues proposed seeing computational social sciences’ tools – 
among which they included agent-based computational models, large-scale experiments 
on the web, massive fine-grained time-stamp data, textual mining techniques – as 
having ‘the potential to accomplish for sociology what the introduction of econometrics 
did for economics in the past half century, i.e., to provide the relevant analytical tools 
and data needed to rigorously address the core questions of the discipline’ (p. 9). In 
contrast, in their view, the mechanism-based orientation of AS would bring to compu-
tational social sciences the explanatory depth that many studies in this field still miss (for 
a similar argument from within the social simulation community, see Flache, Mäs & 
Keijzer’s chapter).

Third, let us consider the attention that RS pays, according to RDG, to the issue of 
robustness checks and replicability to foster scientific transparency and integrity. In this 
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respect, it should be emphasized that all Merton-awarded articles contained various 
forms of sensitivity and robustness checks. When multivariate statistical models were 
used, this took the form of measurement and the model’s specification variations (see, for 
instance, Polavieja 2012, pp. 603, 607, 610, 612, 616–617); when mathematical and simu-
lation models were used, sensitivity analysis on input values and the model’s assumptions 
was performed (see, for instance, Kroneberg & Wimmer 2012, Appendix C; Bruch 2014, 
pp. 1237, 1239, 1248); when experiments were used, design variations were evaluated (see, 
for instance, Van de Rijt 2019, p. 1487). Moreover, AS has explicitly called for reproduc-
tion and replication analyses that also contribute to scientific transparency (for an exten-
sive discussion of this topic, see Auspurg & Brüderl’s chapter on reproducibility and 
credibility). An illustration of this can be found in Manzo & Baldassarri (2015) who 
exploited only published material to re-implement, through agent-based computational 
simulations, Gould’s game-theoretic model (and the follow-up model by Lynn et al. 2009) 
of status hierarchies. They demonstrated that these models, when they were studied over 
their entire parameter space, in fact led, in some cases, to unrealistic macroscopic results, 
and, in other cases, to macroscopic results that were only partially consistent with the 
expected macroscopic consequences of the microscopic mechanisms for which the models 
were built (for a discussion of Gould’s model, see Buskens, Corten & Raub’s chapter on 
social networks).

Finally, let us consider RDG’s emphasis on the value that RS recognizes to policy-
oriented applications of sociological knowledge. This is an especially important 
issue that is absent from AS manifestos. The Merton-awarded articles also only occa-
sionally sketched the potential policy implications of their results, and the details of the 
possible policies were never spelled out (see Polavieja 2012, pp. 621–622; Aksoy & 
Gambetta 2016, pp. 803–804; Leszczensky & Pink 2019, p. 414). However, substan-
tive works inspired by AS principles and methods that frontally engage with policy 
analysis exist. For instance, Manzo & Van de Rijt (2020) studied how network interven-
tions could help mitigate virus propagation. To do so, they first designed an agent-
based computational model where a virus with the (empirically-calibrated) transmission 
 properties of the SARS-CoV-2 spreads through an artificial network of close-range 
dyadic contacts whose degree of heterogeneity was calibrated through nationally rep-
resentative diary-based contact surveys (and various amounts of local clustering of 
those contacts were allowed). Then, they exploited the computational model to assess 
how effectively epidemic peaks could be mitigated if individuals with a number of daily 
close-range social contacts larger than the average individual (i.e. network hubs) were 
prioritized for vaccination. They found that hub-targeting was highly effective, and 
showed that specific network properties could be exploited to design policies that 
maximize the chance of getting to hubs, without knowing the underlying network of 
physical contacts. Thus, by showing how one can intervene on complex chains of inter-
dependent actions to change the social dynamic of virus propagation, Manzo and Van 
de Rijt provided an illustration of AS’s potential for policy analysis along the lines 
outlined by RDG for RS, i.e. by using micro-macro models that help policymakers 
frame  societal problems as the macroscopic unintentional consequences of interde-
pendent behaviors.
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6. AS: RS STRAND OR TWIN?

The observation that the modus operandi of various substantive works inspired by AS’s 
principles and methods largely overlaps with all the essential features of RS raises an 
important question: is AS a simple ‘strand’ of RS (as RDG suggest) or are RS and AS in 
fact twins in the sense that AS can also work as an umbrella-like approach with equivalent 
integrative ambitions for sociology? Obviously, the large overlap between AS at work 
and RS’s cognitive core that I documented does not ipso facto imply that AS can (or 
should be) conceived as an umbrella-like approach. However, AS, too, overtly displayed 
the ambition of providing a ‘common core’ for sociology with the ultimate goal of 
increasing the quality standards of the discipline as a whole. That is why, in my view, the 
observation that RS (as defined by RDG) and AS factually share the same modus oper-
andi naturally leads to the question of whether or not they also share the same pluralistic 
and integrative intellectual project. I will suggest that the answer ultimately depends on 
the emphasis one puts on internal differences within AS itself. I consider a pluralistic 
understanding of AS more productive and empirically accurate than an insular account, 
but I perfectly understand that others may think otherwise.

To defend this view, let me first document the clear presence of an integrative ambition 
within the AS’s intellectual project. For instance, after reconstructing the historical roots 
of AS and discussing some critiques against it, Manzo (2010, p. 162, emphasis added) 
observed: 

the most distinctive feature of such an integrative framework is that it only provides a ‘syntax’ 
for explanation: that is to say, a set of rules on how hypotheses about mechanisms underlying 
the regularities of social life can be theoretically designed and empirically tested.

Along very similar lines, Hedström & Ylikoski (2014, p. 61, emphasis added) claimed:

Analytical sociology is not a new sociological theory or method. Rather, analytical sociology is a 
reform movement within sociology and social theory [. . .]. It is an attempt to develop a construc-
tive framework for thinking about sociological research and its aims. [. . .] The idea is to develop 
a meta-theory that is not just an ad hoc legitimation for one’s own pet theory, but a set of ideas 
that provides fruitful guidance for the production of explanatory sociological theories that are 
compatible with the results of other sciences and satisfy the criteria of clarity and precision.

The goal of providing an inclusive, rather than divisive, ‘common ground’ for the disci-
pline seems indisputable in these AS characterizations. However, this constructive 
approach to AS was sometimes unrecognized. I see three main reasons for this.

First, some definitions of AS, while probably not shared by the majority of scholars 
involved in AS, may have contributed to creating the perception of a supposedly imperi-
alistic attitude of AS aiming at ‘policing’ and ‘polishing’ the boundaries of ‘good’ sociol-
ogy (see, on this point, Bearman 2012).2 Not fully reconstructing the commonalities with 
older sociological traditions as well as the explicit integrative approach of those traditions 
has probably also contributed to reinforcing the impression that AS wanted to emphasize 

2 As an example, the reader can consider the following statement: ‘analytical sociology should [. . .] be 
seen [. . .] as an effort to clarify (“analytically”) theoretical and epistemological principles which underlie any 
satisfactory way of doing sociology (and, in fact, any social science)’ (Demeulenaere 2011, p. 1).
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differences rather than similarities (in particular, for the relationships between AS and 
the structural-individualist research program, see Raub 2021). Thus, paradoxically (to 
me), AS ended up being perceived as claiming that it was the only way of doing ‘good 
sociology’ (see Little 2012), which led others to see analytical sociology as a ‘self- regarding 
club’ (see Chattoe-Brown 2014).

Second, some comparisons between AS and other sociological approaches, in particu-
lar rational choice sociology, while explicitly recognizing overlaps, tended to emphasize 
differences rather than similarities (see, in particular, Hedström & Ylikoski 2014, pp. 57, 
64–67). This has probably contributed to make AS’s evolving position on action theory 
less visible. In this respect, the major change was the move from proposing the Desire-
Belief-Opportunity framework as a substitute for rational choice theories (see, in particu-
lar, Hedström 2005, pp. 61, 65–55) – a view correctly criticized by Opp (2013; see also 
Diekmann’s chapter on rational choice sociology) – to proposing that no theory of action 
should have a special status as a general starting point for building explanatory models 
(see, Hedström & Ylikoski 2014, p. 67). If this proposal is accepted, it becomes clearer 
that AS, rather than opposing action theories, may act as an open framework where the 
explanatory potential of various micro-level models can be confronted against empirical 
data, thus fostering knowledge accumulation with respect to the conditions under which 
this or that micro-model is more likely to operate (on this point, see Manzo 2014, 
pp. 21–27). Kroneberg & Tutić (2021) seemed to recognize this possibility when they 
distinguished a ‘strong’ and a ‘weak program’ within AS with respect to action theory, 
the former believing in the importance of seeking a general theory of action to be used in 
an axiomatic way, whereas the latter being agnostic about the action theory that should 
inform theoretical model building. While the tension between these two approaches is 
likely to continue, my point is that, as long as the ‘weak’ action program does not take a 
radical form questioning the value and feasibility of intentional explanations themselves 
(for a statement along these lines, see Hedström 2021), the ‘weak’ action program has an 
integrative and pluralistic nature, which opens AS to an umbrella-like interpretation 
similar to RS.

Finally, AS’s emphasis on agent-based computational models has probably also con-
tributed to many observers to perceiving AS as a specific research program rather than a 
general framework for social inquiry (see, in particular, Morgan & Winship 2015, p. 341; 
Kalter & Kroneberg 2014, p. 109; Edling & Rydgren 2016, p. 1140). However, here again, 
different readings of AS are equally possible. On the one hand, one may consider the 
presence of this simulation technique as a condition sine qua non for considering a given 
piece of research as related to AS. Some schematic presentations of AS’s typical research 
strategy may be read as pointing to this interpretation (see, for instance, the five-step 
schema in Hedström & Bearman 2009, p. 16). To some extent, scholars who want to push 
AS towards computational social sciences and complexity approaches may also be seen 
as close to this view (see, for instance, Jarvis et al. 2021). On the other hand, agent-based 
computational models may be seen as only one possible ingredient of a larger methodo-
logical approach that would make AS ‘a complex interface among multivariate statistics, 
computational methods, mathematics, and experiments in which each method is mobi-
lized to accomplish specific tasks’ (see Manzo 2014, p. 37).

In this respect, we have seen that AS-related substantive works are methodologically 
pluralistic in practice. Many of the Merton awards did not employ agent-based 
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computational models for connecting the explanans to the explanandum. Some of 
them were able to create aggregative dynamics from the bottom-up by using in-field or 
web-based experiments. At the same time, the Merton awards only analyzing cross- 
sectional data through multivariate statistical models were not entirely protected against 
the danger of proposing verbal narratives involving the micro-to-macro link without 
explicitly documenting under which conditions the postulated role of social interactions 
could lead to the system-level outcome of interest. For instance, Makovi and Winship’s 
(2021, Figures 1 and 2) representation, through directed acyclic graphs (DAGs), of the 
explanatory mechanisms proposed by Cowan (2014) and Aksoy & Gambetta (2016) 
clearly shows the absence of interactions from the statistical models estimated by these 
Merton awards despite their presence in the verbal narrative (for a pedagogic exposition 
of DAGs, see Breen’s chapter on causal inference). Thus, AS’s programmatic claim that 
agent-based computational models may constitute the most flexible tool to ‘recreate’ the 
macro-outcome of interest through simulating dynamic interdependent actions should 
be better interpreted as a warning against which one can judge how explicitly the micro-
to-macro connection was modeled in a given case study.

In sum, depending on how nuances between claims made by scholars involved in AS 
are weighted, AS can alternatively be seen either as a specific, and quite narrow (if 
restricted to the use of a particular method), research program or as an integrative intel-
lectual project federating a variety of theoretical and methodological options. Elsewhere 
I proposed to see these options as a set of ‘negative’ and ‘positive’ heuristics generating 
an ideal-typical benchmark for research design (see Manzo 2014, pp. 5–7, 10). The ideal 
character of the proposed set of guidelines comes from the fact that, for a variety of 
theoretical and practical reasons, it may be impossible, or even unnecessary, to perform 
all the requested tasks within a single piece of research. The empirical accuracy of 
this  understanding of AS seems to me confirmed by the AS-related substantive 
works  that I reconstructed in the previous sections. While I appreciate that others 
may  want to read AS differently, it seems to me descriptively accurate to say that, 
when AS is understood as a flexible and integrative framework, it does not share with 
RS  only the same cognitive content but it also pursues the same epistemic goal, 
i.e. working as an umbrella-like approach for a variety of research designs. For this 
reason, I submit to the reader the hypothesis that AS is a twin of RS rather than a simple 
strand of it.

7. CONCLUSION

In this chapter, I presented AS through a selection of substantive works inspired by its 
principles and methods. In particular, I inspected first the articles that were awarded the 
Merton award (or an honorable mention) by the International Network of Analytical 
Sociology between 2013 and 2020. I showed that these papers (synthetically compared in 
Table 3.1) exhibited a common modus operandi that contains all the principles RDG 
exposed as defining RS in terms of typical explananda (i.e. macro-patterns and trends), 
generic form of the explanans (i.e. micro-macro models along the main branches of the 
Coleman boat), and links between theory and empirics (in particular through various 
forms of mathematical, computational and statistical modeling).
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Then, I considered a selection of additional pieces of research by scholars having 
shown a clear commitment to AS and demonstrated that further RS features involving 
descriptive knowledge, digital data, replicability, and policy analysis are also present 
within AS-related substantive works. This result seems to me especially important with 
respect to the connection between sociological knowledge and policy analysis. In terms 
of the sociological ideal-types I alluded to in the introduction, AS in fact clearly stands 
on the side of Boudon’s ‘cognitive’ sociology combined with Goldthorpe’s caution 
against under-evaluating ‘cameral’ sociology rather than on the side of various forms of 
‘public’ sociologies. This probably explains why AS manifestos lack any programmatic 
reference to the potential relevance of mechanism-based explanations for policy analy-
sis. Thus, it was remarkable to find that the principles and the tools of analytical sociol-
ogy can be, and actually already are, used to think of policy interventions without 
renouncing the requirements of ‘sociology as a social science’ (to borrow Goldthorpe’s 
original label).

Finally, having established the large overlap between RS’s and AS’s cognitive content 
in terms of principles and methods, I went back to RDG’s view that AS is ‘one specific 
research program that contributes to RS’, and addressed the question of the extent to 
which AS in fact shares with RS a similar objective of reducing sociology’s fragmentation 
by identifying a common core of guidelines for high-quality sociological research. I iden-
tified factors that may have obscured, and run against this objective of AS, and argued 
that AS actually can be understood as an umbrella-like approach with the potential of 
irrigating and connecting various research fields through a flexible theoretical and meth-
odological research agenda. It should be emphasized that this potential is not limited to 
bridges with more or less traditional strands of quantitative social sciences (such as social 
stratification research, see Manzo 2013). Similar to RS’s ambitions, AS’s synergetic 
potential also extends to qualitative approaches (for an example of integration between 
AS and ethnographic research, see Manzo et al. 2018). For this reason, I ultimately sug-
gested seeing AS and RS as twins.

If so, should AS be seen as a friendly twin or as the evil twin? In my view, AS is a pow-
erful ally of RS. Two epistemic projects, rather than one, that converge to the very same 
core of theoretical and methodological features, and, on this basis, try to push sociology 
to higher standards, seem to me a force, not a weakness. However, should the umbrella-
like understanding of both AS and RS be perceived as a generator of conflicts rather than 
synergies, one sensible compromise would be to think in terms of relationships between 
AS and other strands of RS rather than confronting RS to AS directly. In this case, one 
may want to abandon the twin metaphor and resort to the Latin oxymoron primus inter 
pares in order to signal that AS is a ‘strand’ of RS with a special status in that AS pursues 
general integrative goals for the discipline that other RS strands have not displayed (yet) 
as overtly as AS did. The future will tell us which account is the most accurate.
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4. Computational approaches in rigorous sociology:
agent-based computational modeling and 
computational social science*

Andreas Flache, Michael Mäs, and Marijn A. Keijzer†

1. INTRODUCTION

Contemporary sociological research is unthinkable without computers. Using computers 
for tasks such as data storage, data analysis, literature search and the like has become a 
standard part of the training and practice of sociologists. Yet, two computational 
approaches which are highly relevant for rigorous sociology, social simulation and com-
putational social science, are far less well-known in the discipline. In this chapter, we 
focus on these two approaches.

Social simulation, most prominently Agent-Based Computational Modeling (ABCM) 
(Macy & Flache 2009; Squazzoni 2012) fosters rigorous theory construction. It is espe-
cially needed when a theory implies complex micro-macro links in which interdependent 
agents interact with each other within heterogeneous macro-and meso-level social con-
texts, jointly constituting macro-level regularities. Many examples from the literature 
demonstrate how ABCM played a key role in unravelling the implications of such theo-
ries which are non-intuitive, possibly unintended from the perspective of the individual 
actors who bring them about, yet might help understanding important and puzzling 
societal phenomena. Examples are ethnic residential segregation despite largely tolerant 
individual preferences (Schelling 1971; Hegselmann 2017), cultural differentiation in 
a world where everyone is exposed to outside social influences (Axelrod 1997; Flache 
& Macy 2011), opinion polarization in a society where no one has extreme opinions 
to  begin with (Baldassarri & Bearman 2007; Flache et al. 2017), local differentia-
tion  in  the diffusion of social norms (Mäs & Opp 2016), or seemingly arbitrary 
 associations of socio-demographic characteristics and lifestyle items in surveys 
(DellaPosta et al. 2015).

The newly emerging field of Computational Social Science (CSS) (Lazer et al. 2009; 
Golder & Macy 2014; Edelmann et al. 2020) draws on more recent advances in computer 
science. CSS made it possible to use datasets of unprecedented size and heterogeneity, 
becoming available from, for example, digital traces of online social behavior, telephone-
communication records, or population register data (Lazer et al. 2009). New methods, 
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such as machine learning (Molina & Garip 2019), allowed the discovery and analysis of 
patterns in datasets that are typically far too large to be addressed with the conventional 
statistical approaches sociologists use. Examples include studies of racial and ethnic 
homophily patterns in online dating sites (Potarca & Mills 2015), of fake news sharing 
and political attitudes of Twitter users (Grinberg et al. 2019), or of the relations between 
weak social ties and economic development, combining neighborhood data with mobile 
phone data (Eagle et al. 2010). For rigorous sociology, computational social science 
offers new possibilities for empirically testing hypotheses, discovering unexpected find-
ings and establishing new macro-regularities, requiring and triggering advances in rigor-
ous theory construction and empirical knowledge.

Our chapter presents and discusses in more detail ABCM and CSS and how both add 
to rigorous sociology. Most importantly, we focus on the relationship between these two 
computational fields. Notwithstanding some exceptions, they appear hitherto to be 
largely separated. We discuss some examples from the literature of fruitful integration of 
ABCM and CSS, and elaborate one from our own work in more detail. This example 
illustrates how ABCM facilitates the theoretical interpretation of empirical regularities 
discovered by CSS studies about the social influence which bots – computer programs 
posing as real users in social media – have on political opinions of human social media 
users. Building on this, we will discuss general directions, benefits and challenges we see 
for progress towards an integration of ABCM and CSS.

There are plausible explanations why ABCM and CSS have evolved largely (but not 
exclusively) in separation from each other. First, ABCM emerged several decades before 
the large-scale digitized datasets became accessible on which CSS focuses, triggered by the 
increasing availability of computing power and programming tools. Early predecessors of 
agent-based simulation can be traced back to the late 1940s when Sakoda (1971) developed 
what later became a computational model of the unintended emergence of segregation 
very similar to Schelling’s famous model (Hegselmann 2017). Studies that fall under CSS 
started to appear only several decades later, in the early 2000s, and the emergence of the 
field as such was announced by Lazer et al. (2009). A second reason is that researchers in 
ABCM are mainly interested in rigorous theoretical understanding of complex social 
processes, while researchers in CSS are primarily focusing on thorough empirical descrip-
tion and analysis of patterns in large-scale digital trace data, notwithstanding some 
notable exceptions combining both perspectives (e.g. Van de Rijt 2019; Eagle et al. 2010; 
Del Vicario et al. 2016). Finally, fields are separated by differences in the skills and disci-
plinary backgrounds as well as access to data sources required (Lazer et al. 2020). While 
programming skills and relatively easily accessible programming languages for ABCM 
have become available to many social scientists in recent decades, the same is not true for 
the technical skills needed and the access to data sources required for CSS, despite current 
advances (Edelmann et al. 2020). As a consequence, CSS has for long mainly been avail-
able for researchers with a background in computer science or close relations to computer 
science research groups, and with links to institutions with access to data sources suitable 
for CSS (e.g. tech companies). Yet, it is likely that this situation will change as CSS train-
ing programs become more available. We believe that this makes it even more necessary 
to link CSS closer to ABCM as a tool for rigorous theoretical modeling. After all, the 
patterns researchers can identify in large-scale digitized data most likely are generated by 
the very complex social dynamics ABCM aims to unravel.
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In what follows, we give a brief overview of ABCM and CSS and discuss the benefits 
of their integration. We then present an example of such integration from our own work. 
The chapter concludes with reflections on the promises and challenges that lie ahead.

2. AGENT-BASED COMPUTATIONAL MODELING

Rigorous theorizing about complex micro-macro interactions often is impossible without 
formal means. ABCM thus aims to identify whether, and if so, how and under which 
conditions precisely, the theoretical assumptions a researcher makes about the interac-
tions between interdependent individuals allow one to generate a social outcome (Epstein 
2006). ABCM naturally responds to criteria characterizing rigorous sociological theoriz-
ing (see the chapter by Raub, De Graaf & Gërxhani on rigorous sociology in this 
Handbook), notably precise explication of assumptions and formal analysis of their 
logical implications for deducing hypotheses.

Sociologists have known for a long time that micro-macro interactions may result in 
consequences unintended from the perspective of individual social actors. Complexity 
science (Page 2015; Mäs 2021) further highlighted that also for theorists it is often hard to 
fully comprehend the macro-level implications of their assumptions about individual 
interactions in social contexts, especially when theories assume heterogeneity of individu-
als and network structures, self-reinforcing processes and non-linear links between causes 
and effects, as many sociological micro-macro theories do. ABCM is not the only formal 
approach to deductive theorizing about micro-macro interactions. Yet, it is the approach 
that arguably imposes the least substantive constraints on how a model is formulated.

The only requirement ABCM imposes is precise and consistent formulation of assump-
tions so that they can be translated in a formal language that instructs a computer how 
to simulate the dynamics the model implies. Simulation is deduction of model implica-
tions by computational means. However, unlike in less flexible formal approaches such 
as (evolutionary) game theory, or differential equation models (see Squazzoni 2012, for 
some background), there is typically no mathematical proof feasible to show that the 
model outcome has been correctly deduced from model assumptions. In terms of other 
approaches to rigorous theory development discussed in this Handbook, this arguably 
places ABCM in between rational choice sociology (see the chapter by Diekmann and the 
chapter by Buskens, Corten & Raub on social networks) and analytical sociology (see 
Manzo’s chapter). ABCM theorizing does not start from a clearly defined set of axio-
matic behavioral assumptions, unlike rational choice theory, but it can provide what both 
rational choice sociology and analytical sociology call for: precise explanations of how 
macro-phenomena follow from individual interactions. In addition, ABCM offers the 
flexibility for formulating assumptions so that they reflect empirical knowledge as accu-
rately as possible, a core demand of analytical sociology (Keuschnigg et al. 2018). Yet, 
unlike analytical sociology, ABCM does not require realism of assumptions as a neces-
sary ingredient. Modelers are often well advised to start from simple and unrealistic 
assumptions, to assure that they fully comprehend how and why their model generates 
certain outcomes before adding more realism (Flache & De Matos Fernandes 2021).

The core element of an agent-based computational model (ABCM) is agents –  software 
objects representing individual social actors construed simultaneously as autonomous, 
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interdependent, heterogeneous, and embedded. Agents comprise state variables, repre-
senting fixed characteristics such as their sex or skin color, but also beliefs, opinions, 
emotions, or actions, which agents change autonomously, depending on their current 
state and on external inputs. The actions of all agents jointly constitute macro-level out-
comes, which should be compatible with the empirical phenomenon of interest. The 
initial value of state variables such as initial residential locations, as well as initial macro-
level characteristics such as the size of an agent population, model the social situational 
context. Assumptions about how initial macro-level characteristics relate to agents’ local 
context and internal states are akin to the macro-to-micro links discussed in the chapter 
by Raub, De Graaf & Gërxhani. Further, a model of agent behavior comprises assump-
tions about agents’ internal states and actions as well as about their social interdepend-
ence. ABC modelers typically impose comparatively low demands on the cognitive ability 
of agents but explicate an agent’s decision-making process (representing micro-level 
behavioral assumptions), motivated by a critique of the descriptive inaccuracies of the 
axiomatic behavioral model of perfectly rational choice (Macy & Flache 2009). Bounded 
rationality (Simon 1982), heuristic decision making (Goldstein 2009), simple reinforce-
ment learning (Macy & Flache 2002) or more sophisticated forms of learning (Zschache 
2018) are common approaches used in modeling individual-level behavior in ABCM.

The autonomy of agents is constrained by interdependence. Each agent’s actions and 
possibilities for future actions depend on what happens in the agent’s local environment, 
for example in a social network that links them with a (typically small) subset of the overall 
population, such that macro-level outcomes are an emergent property of local interac-
tions. Local interaction is often seen as a key ingredient to a realistic description of social 
dynamics in large populations (Axelrod 1997). In addition, ABCMs can include assump-
tions about how agents change their position in a geographical space or break off relations 
and establish new ones with other agents (Centola et al. 2007; Bianchi et al. 2020).

It goes beyond the framework of this chapter to discuss in detail how ABCM can be 
put into practice and which tools researchers can use for this purpose. Currently, a widely 
used and easily accessible modeling platform with many modeling examples is NetLogo 
(Wilensky 1999). Comprehensive introductions into ABCM, some using NetLogo, 
include Railsback & Grimm (2019) and Squazzoni (2012).

ABCMs have been applied to study the emergence and dynamics of a wide range of 
social phenomena, often with surprising results, which inspired further research, both 
theoretically and empirically. The emphasis of ABCM is, in particular, on explicating the 
micro-to-macro link. ABCM highlights the complexity of this link, addressing how unex-
pected macro-implications can emerge from the interactions of multiple interdependent 
individuals. It should be noted that, thereby, ABCM takes a view on micro-macro links 
that is clearly different from population science, characterized in Jackson’s chapter as 
‘describing individual-level behaviors that are assumed to accumulate quite straightfor-
wardly to produce central tendencies at the population level’.

3. COMPUTATIONAL SOCIAL SCIENCE

CSS is characterized by the collection and analysis of ‘data with an unprecedented 
breadth and depth and scale’ (Lazer et al. 2009). These data typically fall into one of two 
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categories. First, observational data from existing databases or online sources, such as 
social media platforms or online markets. Second, data carefully generated with experi-
mental designs implemented in online settings.

Many CSS studies use digital trace data: data that contain some manifestation of 
human interaction or behavior initially not generated for the purpose of scientific 
research, such as social-media posts, who follows who on social media (Vosoughi et al. 
2018), administrative records (Risi et al. 2019), or telecommunications data (Park et al. 
2018). Digital trace data is attractive to researchers studying social interaction because it 
is ‘big’ data, collected in real-time, and free of reactivity effects (i.e. behavioral responses 
that follow from a subject being aware that they are being studied) (Salganik 2018). 
Sometimes, datasets are enriched by merging multiple data sources, or by adding detailed 
information – such as survey data – and extrapolating this information to the dataset as 
a whole (e.g. Burke & Kraut 2014).

CSS also includes studies collecting data with a research goal in mind, such as survey 
studies and experiments conducted online (see also the chapter by Gërxhani and Miller 
on experimental sociology). This includes digital lab-experiments with thousands of par-
ticipants (e.g. Van de Rijt 2019, one of the showcase chapters in this Handbook; Macy 
et al. 2019) or large randomized field experiments in an online environment (e.g. Van de 
Rijt et al. 2014), sometimes even with baffling 8-digit numbers of subjects (Bond et al. 
2012). However, also for smaller datasets CSS-methods can help deal better with the 
interdependence and complexity in data, such as in the analysis of longitudinal social-
network data through stochastic actor-oriented models shown in the chapter by Steglich 
& Snijders, or the modeling of face-to-face interaction dynamics captured with sociomet-
ric badges (e.g. Hoffman et al. 2020).

CSS promises a unique potential for providing empirically established macro- 
regularities that can serve as an explanandum in rigorous theory building. Yet, the pre-
dominantly empirical nature of CSS is also worrisome to some as the volume of data and 
the complexity of the methods used may provide a false sense of reliability. However large 
the digital trace dataset or creative the method might be, CSS studies using observational 
data are vulnerable to incompleteness, non-representativity, system drift, or algorithmic 
confounding (Salganik 2018; Goldthorpe 2021). Overlooking a small bias in the sample 
is easy, and puts the study at risk of being ‘precisely inaccurate’ (McFarland & McFarland 
2015). What is more, the focus on data from a single database or platform raises questions 
of generalizability of exposed relationships and mechanisms. This is particularly prob-
lematic, as Goldthorpe (2021, p. 203) pointed out, when patterns that machine-learning 
extracted from large-scale data are seen as empirical facts requiring no further theoretical 
explanation. Increasing theoretical rigor in explaining empirical patterns found by CSS 
is what we believe can be achieved through an intersection with ABCM.

4. TOWARDS AN INTEGRATION OF ABCM AND CSS

ABCM evolved when social scientists recognized that rigorous theorizing is needed to 
comprehend how complex social outcomes emerge from underlying causal mechanisms. 
The large-scale systems typically studied by CSS, such as social-media platforms, exhibit 
the properties of such complex systems. This is why, despite the scale and richness of the 
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data obtained by CSS studies, it remains hard to infer macro-level implications and 
underlying generative mechanisms from these data.

A prominent CSS study on rich-get-richer processes (Salganik et al. 2006, one of the 
showcase chapters in this Handbook) provides a good example. In a large-scale experi-
ment, the researchers created online music markets where a user could download songs. 
This provided both micro-level evidence about users’ decisions to download songs and 
evidence of macro-level effects such as the collective popularity of songs in terms of down-
load numbers. It turned out that individuals’ rating decisions were affected by a song’s 
perceived popularity among other participants, a micro-level pattern that translated into 
high collective download numbers when songs happened to be successful initially. 
However, the same songs failed to motivate many downloads when they did not happen 
to have high ratings initially. This suggests that the eventual success of a song may not 
only depend on its actual quality. In contrast, rich-get-richer processes can make medio-
cre songs be much more successful than their actual quality suggests. Likewise, when the 
rich-get-richer process is not activated, great songs may remain unsuccessful. Yet, as 
recent ABCM-work demonstrated for this and a series of similar experiments, the empir-
ically observed patterns can be misleading. Van de Rijt (2019) translated the observed 
micro-behavior into a formal model and estimated this model’s parameters from the 
actual experimental data. Next, he simulated the long-term macro-dynamics emerging 
from this micro-behavior, finding that the success of mediocre songs and the lack of 
success of great songs disappeared over time. In the short run, the simulations replicated 
the empirically observed patterns, but when run longer the model showed that quality 
trumped the rich-get-richer process. Thus, the empirical observation was correct, but the 
conclusion that collective popularity is distorted by rich-get-richer processes holds only 
in the short term.

ABCM could help to understand the potential for rich-get-richer processes in even 
more complex, real-life settings. For instance, users may choose alternative music- 
download platforms depending on their preferences and other individual characteristics, 
a common pattern that was controlled-away in the experiment. Such self-selection is 
likely to induce strong homophily, a social force that ABC-models have shown to rein-
force differences between groups because it insulates members of one group from influ-
ence by members of other groups (Flache & Macy 2011; Keijzer et al. 2018). When 
homophily is added to the equation, different songs may be successful on alternative 
download platforms. This illustrates how ABCM which are calibrated to empirical data 
obtained by CSS work could help to provide new empirically testable hypotheses of the 
conditions under which rich-get-richer processes can distort the link between individuals’ 
preferences and population-level popularity of objects.

A second example comes from a CSS-study on racial and ethnic preferences in online 
dating conducted by Potarca & Mills (2015). Analyzing the dating preferences of a sample 
of more than 50,000 internet users with an impressive variation in national contexts as 
well as racial and ethnic diversity, the researchers found that individuals ‘uniformly prefer 
to date same-race partners and that there is a hierarchy of preferences both among natives 
and minority groups’ (2015, p. 326). Yet, it remains an open question whether ethnic and 
racial sorting will increase when individuals search for partners online rather than in the 
much smaller pools of potential partners in their offline contexts. Two scenarios appear 
possible. First, it is possible that individuals’ offline contexts are characterized by very 
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high homophily, as they interact mainly with ethnically similar others (Feld 1982). 
Compared with these settings, online dating sites might help reduce the dominance of 
same-race partnerships, as they at least expose users to diverse potential partners. Second, 
when offline contexts are mixed, not all individuals will be able to find a similar partner 
offline. In this case, online dating sites will lead to increased racial sorting. ABCM studies 
of help-exchange networks among partners of heterogeneous attractiveness showed, for 
example, that increasing the choice range for new partners could lead to a higher degree 
of segregation by attractiveness, because highly preferred agents have a better chance of 
forming mutually satisfactory bonds, forcing less preferred individuals to the margins of 
the emergent network in which they only found similarly unattractive partners to relate 
to (Flache & Hegselmann 1999; Bianchi et al. 2020). This suggests that ABCM which are 
calibrated to empirical data obtained by CSS work on both offline and online dating, such 
as the ethnic population compositions and observed choice preferences in both contexts, 
could help to provide new empirically testable hypotheses of the conditions under which 
racial and ethnic sorting can be expected to be higher or lower in offline dating compared 
with online dating, or hybrid dating markets.

A concrete demonstration of how empirically calibrated models can be used to provide 
a better understanding of the link between micro-level processes and macro-outcomes 
can be found in the chapter by Steglich & Snijders. They conduct theoretical simulation 
studies with empirically estimated stochastic actor-based models to assess which micro-
level processes of tie-formation provide the best explanation of the macro-pattern of 
subgroup structures in a dataset of 121 classroom networks.

5.  THE DIALOGUE BETWEEN ABCM AND CSS IN ACTION: 
THE STRENGTH OF WEAK BOTS

In this section, we illustrate with an example from our own work how CSS and ABCM 
can inform each other, further supporting two main points. First, even the empirical find-
ings from large-scale CSS work can be hard to interpret without a formal model captur-
ing the complexity of the system under study. ABCM provides novel and potentially 
counter-intuitive explanations of empirical findings from CSS that can even point to 
otherwise overlooked intervention strategies aimed at reducing societal problems. 
Second, ABCM provides the methods to identify theoretically which assumptions and 
parameters critically affect implications of a model, while CSS provides the tools and 
methods to then specifically focus on rigorously measuring and testing critical assump-
tions.

The effects of social bots on users’ political opinions have received increasing attention 
in the literature on opinion dynamics on the internet (Keijzer & Mäs 2021). Social bots, 
automated social media accounts programmed to spread content, have been deployed to 
strategically spread falsehoods, change users’ opinions, and influence the outcomes of 
democratic elections (DiResta et al. 2019). They are used for generating and spreading 
misinformation (Shao et al. 2018), possibly also in the 2016 US presidential election 
(DiResta et al. 2019).

Social bots leave traceable footprints on the web that CSS-methods can measure and 
analyze at a large scale. So far, however, empirical findings appear to be inconsistent. On 
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the one hand, CSS-studies found that the content emitted by bots can reach many users 
(Shao et al. 2018; Vosoughi et al. 2018). On the other hand, social bots communicate to 
a large degree with each other and reach only few human users (Shao et al. 2018), having 
only limited influence on the opinions of those users (Bail et al. 2020). How is it possible 
that content emitted by social bots seems to diffuse widely in a network, while bots have 
very limited direct impact on users?

As an illustration of how ABCM can inform CSS, we present here a model that can 
explain how bot content may reach large shares of a population, not despite but because 
of the bots’ limited reach and impact on individual users. This strength-of-weak-bots 
effect illustrates that bots’ connectivity to others and rate of content emission are both 
negatively related to the effectiveness with which the bot can influence public beliefs 
(Keijzer & Mäs 2021). What is more, the agent-based model helps shed new light on pos-
sible intervention strategies, as we will discuss below.

5.1 The Agent-based Computational Model

We build on Axelrod’s (1997) seminal ABCM of the dissemination of culture. Agents are 
represented as nodes in a social network and behave according to the rules specified in 
Axelrod’s model. Next, we included a bot who was emitting content and studied how this 
content was spreading in the network. In particular, we studied how the diffusion of the 
bot’s content depended on how aggressively the bot was emitting it.

Axelrod modeled a population of N agents who hold beliefs on F issues. On each issue, 
an agent adopts one out of Q beliefs. For instance, one of the F dimensions could repre-
sent agents’ beliefs about the origin of the coronavirus, with options (1) the coronavirus 
has a zoonotic origin, (2) it has been genetically engineered by the CIA, or (3) it has been 
stolen from a Canadian virus research laboratory. Initially, every agent adopts a ran-
domly picked belief on each of the F dimensions. In addition, agents are modeled as nodes 
in a fixed network representing local interaction.

Dynamics are modeled as a sequence of discrete time-steps. At every time-step, a pair 
of neighbors called agent i and agent j is chosen at random. Next, it is decided whether j 
adopts one of i’s belief on a randomly chosen issue on which they still disagree. The more 
beliefs two agents have in common, the more likely this is to happen. This assumption 
implements the behavioral pattern of homophily, the tendency to interact more with 
others who are more similar. Homophily is known to be a strong force both in online 
(Bakshy et al. 2015) and offline (McPherson et al. 2001) contexts. What is more, homoph-
ily is intensified by personalization technology that ranks available content received by a 
user according to the overlap between the previously revealed interests of the user and 
the content (Pariser 2011; Keijzer & Mäs in press). Technically, this is implemented with 
Equation (4.1), which includes that the probability of interaction P is a function of cul-
tural overlap xij, the proportion of the F issues on which i and j hold the same belief:
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Equation 4.1 implies that higher overlap translates into increased interaction probabil-
ity. In particular, when there is zero overlap, agents i and j will not interact (P = 0) and 
when i and j agree on all F issues they will always interact (P = 1), but belief change is 
not  possible.

While the function in Equation 4.1 is strictly monotonic and an overlap of 50 percent 
always translates into an interaction probability of P = 0.5, parameter h allows one to vary 
the degree to which the relationship between overlap and interaction probability is affected 
by random deviations from the homophily rule. For instance, when h is close to zero, then 
the interaction probability is close or equal to 0.5 except for the extreme cases where 
overlap is almost zero or almost one. Thus, in this case the likelihood of interaction is 
almost entirely unrelated to similarity. Higher values of h imply less influence of random-
ness and a closer link of similarity to interaction probability, which we interpret as stronger 
homophily. When parameter h adopts a value of one, the relationship between issue 
overlap and interaction probability is linear, which coincides with Axelrod’s original 
model.

We repeat the sequence of simulation events until the system reaches one of two pos-
sible equilibrium states. First, a state in which the population reached a perfect consen-
sus where all agents agree on all F belief dimensions so that further interaction cannot 
result in further belief changes. Second, a state of polarization where the network is 
separated into clusters of agents who hold identical beliefs within a cluster but disagree 
on all dimensions with neighbors outside the cluster, precluding further influence from 
outside.

Finally, we added a bot to the network. The bot is identical to the remaining agents but 
never changes its beliefs. In addition, the bot holds on one of the F dimensions a belief 
that none of the remaining agents adopted at the outset, allowing us to quantify the 
impact of the bot by simply counting the number of agents who adopted this bot trait in 
equilibrium. The remaining F – 1 bot beliefs were drawn randomly from the same set from 
which the beliefs of the normal agents were drawn. We created fixed network ties between 
the bot and a share of PC randomly selected agents of the remaining population. These 
agents could receive content directly from the bot. At every time-step there is also a 
chance that the bot, instead of a normal agent, is emitting a belief. This happens with 
probability PA. For this analysis, we fixed PA to 0.4. The bot could never be picked as 
receiving agent j, and is thus a stubborn agent in the model.

In order to answer our question, we conducted a simulation experiment where we 
varied bot connectedness PC between 10 percent and 40 percent. In addition, we studied 
scenarios with weak (h = 0.5), moderate (h = 1), and strong homophily (h = 2). One 
hundred agents were placed on a ring network, connected to 10 neighbors each, but with 
5 percent of the links rewired randomly. The number of issues F and traits Q were both 
set to 3. We studied 25 independent replications for each of the 2 × 3 = 6 experimental 
conditions.1

1 All simulations were implemented in Python using the discrete event framework for social influ-
ence models; defSim (Laukemper et al. 2019). Code is available here: https://github.com/marijnkeijzer/
botsComputationalSociology

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/

https://github.com/marijnkeijzer/botsComputationalSociology
https://github.com/marijnkeijzer/botsComputationalSociology


66  Handbook of sociological science

5.2 Findings

The findings from the simulation experiment are visualized in Figure 4.1. The figure 
shows what share of the total agent population adopted the bot trait on average (left-
hand side panel), the share of agents with a direct network link to the bot that adopted 
the bot trait (center panel), and the share of agents without a direct link to the bot that 
adopted the bot trait (right-hand side panel), all measured in equilibrium. Comparison 
of the solid and the dashed lines informs us about the effect of bots’ connectedness on 
their ability to spread beliefs in the network.

The figure illustrates a counter-intuitive finding. Bots appear to be less and not more 
effective when connected to a larger share of the agents, except when homophily is strong. 
Under the weak and moderate homophily conditions, bots with many connections 
(dashed line) are substantially less successful than their less connected counterparts (solid 
line). What is more, the difference in effectiveness between the two levels of connectedness 
seems to mostly be affected by the bot’s inability to persuade its indirect contacts in the 
high connectedness condition (see right-hand side panel). Under moderate homophily, 
the bot affects the belief of over 90 percent of its indirect contacts when it is connected to 
10 percent of the total population. When the bot is connected to four times as many 
agents, its effectiveness in persuading indirect contacts drops to about 50 percent. This 
result suggests a possibility to reconcile the seemingly contradictory findings from CSS 
studies that bots can be highly effective but also have relatively few connections to real 
users.

Why are bots with fewer connections more successful in spreading their beliefs? There 
are two mechanisms at play. First, bots with many contacts do not emit more messages 
than bots with fewer contacts (for an alternative implementation see Keijzer & Mäs 
2021). As a consequence, bots with many contacts exert relatively infrequent influence on 
each individual network contact, which explains why they manage to influence only a 
relatively small share of their direct contacts (see center panel of the figure). Yet, bots with 
many contacts still influence a larger number of agents. Why do bots with many contacts 
then influence fewer agents in the remainder of the population? This is generated by the 
second mechanism. When a bot has many contacts, it shares its beliefs with many agents, 
who subsequently echo the bot’s beliefs amongst each other. As a consequence, agents 
connected to the bot quickly form a homogeneous cluster with similar traits. While this 
contributes to the bot’s effectiveness, it also implies that the agents who have not adopted 
the bot’s beliefs grew dissimilar to their contacts who have adopted bot beliefs. These 
differences make further interaction less likely and hamper the further diffusion of the 
bot’s beliefs beyond its direct contacts. When, in contrast, the bot is connected only to a 
few agents, these agents may not even be connected to each other and, thus, will grow 
similar to the bot less quickly and, therefore, remain similar to their friends for a longer 
time. This allows them to spread bot content also amongst agents that are not directly 
connected to the bot. In other words, bots with many connections quickly pull agents 
towards their own views, but also pull these agents away from other agents who will then 
not be exposed to the bot’s traits.

The figure further suggests that stronger homophily can hamper the bot’s effectiveness 
at propagating its belief through the network at large. In the simulations with strong 
homophily, the strength-of-weak-bots effect largely disappears. When agents are more 
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likely to communicate primarily with their most similar neighbors, clusters of like-
minded agents tend to emerge more readily and form obstacles stopping the diffusion of 
the bot belief. From Axelrod’s earlier findings, it is known that the stronger the homoph-
ily, the more likely such clusters form, and the more the population will fragment into 
dissimilar clusters. Clusters inhibit spreading of the bot belief because once they formed, 
their members do not interact with outside agents anymore. While the bot can still influ-
ence clusters whose locally emerged culture he or she happens to agree with on at least 
one feature by random chance, this is unlikely to happen for a large number of clusters 
at the same time. Thus, in a world strongly fragmented by homophily, a bot can reach 
only a small part of the population of real users.

In a nutshell, with the help of an ABC model, we have been able to offer an explanation 
of seemingly inconsistent empirical findings from CSS studies: content emitted by social 
bots can propagate very far through the network despite the fact that bots tend to have 
limited influence on human users. In fact, the ABCM suggests that those bots that do 
have considerable impact on human users receiving their content are actually less effective 
in spreading their messages across the whole network. When bots have direct impact on 
human users, these users quickly adopt the bot’s beliefs but grow too dissimilar to their 
friends in the process. As a consequence, their friends cease to interact with them such 
that the infected users fail to spread the bot’s content further.

The insight suggested by our ABC model can tentatively be seen as pointing to impor-
tant implications for the design of interventions targeted at decreasing the impact of bots. 
Since bots are automated, they can be programmed to emit and forward much bigger 
numbers of messages than human users. Having observed such flooding strategies, CSS 
researchers concluded that social media platforms could ‘disincentivize frequent posting, 
which would be effective against flooding techniques [. . .]. For example, platforms could 
algorithmically demote content from frequent posters or prioritize users who have not 
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Figure 4.1  Average effectiveness of social bots in the diffusion of a unique trait 
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Twenty-five simulations per condition were run until the model reached an 
equilibrium state
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posted that day’ (Grinberg et al. 2019, p. 377). Some online social networks have imple-
mented such strategies already. Our findings, however, suggest that this intervention 
might backfire, as reducing the amount of content emitted by bots can increase the bot’s 
effectiveness according to the model. The model actually suggests that increasing homo-
phily, the degree to which users are exposed to content that is in line with their own views, 
will weaken bots flooding the network with content. While personalization algorithms 
have been criticized for exposing users mainly to content they agree with (Pariser 2011; 
Bakshy et al. 2015), these algorithms might be a way to limit the spreading of bot content, 
according to our model.

We should add that our model contains many simplifications of aspects which possibly 
matter in real-life online interaction. One complication might be that more experienced 
social-media users are better in discovering and ignoring bot messages than less experi-
enced, another that users may also be influenced by just observing message exchanges 
between bots rather than directly interacting with a bot. However, this only shows the use 
of explicating theoretical arguments with an ABCM. Extensions such as heterogeneity in 
online experience or interactions between bots can be integrated in our model. Systematic 
computational experimentation can then be used to assess the robustness of our new 
hypotheses, like the claim that homophily or personalization reduce the impact of bots, and 
to identify further testable implications about the conditions under which they may hold.

6. CONCLUSION AND DISCUSSION

ABCM and CSS are both computational and both aim to advance sociologists’ under-
standing of how social regularities emerge from complex interactions between individu-
als. ABCM is mainly oriented at theoretical modeling, CSS focuses on analyzing 
large-scale empirical data. This has invited criticism of both approaches. According to 
Goldthorpe (2021), ABCM tends to be insufficiently oriented towards empirical applica-
tion and testing, while CSS tends to overgeneralize non-representative empirical findings 
and lacks interest in theoretical explanations. This view resonates in our argument that 
rigorous sociology could gain if ABCM and CSS both move towards closer interaction 
and integration of their research agendas.

Agent-Based Computational modeling applies rigorous methods for deduction of 
hypotheses that can provide new and counter-intuitive theoretical explanations of empir-
ical CSS findings. Sometimes this may even lead to novel recommendations for policy, as 
suggested by our bot example. Nevertheless, theoretical insights from ABCM are tenta-
tive until a model has been informed and tested by empirical research. CSS provides the 
tools to gather and analyze empirical data for this purpose. Examples from the literature 
we discussed in our chapter and in particular our example of the strength of weak bots 
all illustrate one main point: ABCM aims to model complex social systems while CSS can 
provide research questions and empirical data needed to inform ABCM studies. Further, 
ABCM can be directed at new potentially fruitful questions by insights from CSS. More 
specifically, we believe the two fields can fruitfully interact in the following ways.

First, in complex systems, even rare and random events can strongly affect the system 
as a whole (Mäs & Helbing 2020). Thus, it is important to scrutinize which assumptions 
in a model are critical for model implications. ABCM is a powerful tool for this purpose, 
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helping to direct empirical research towards testing specifically critical assumptions 
against data.

For instance, ABCM in opinion dynamics has shown that the way social influence is 
formally represented can change model implications profoundly (Flache et al. 2017). 
Some predictions of Axelrod’s model, for example, critically depend on whether influ-
ence is modelled as a sequence of dyadic interactions or as simultaneous influence from, 
or on, multiple network neighbors at the same time (Flache & Macy 2011; Keijzer et al. 
2018). Empirical research thus needs to identify whether dyadic or simultaneous influ-
ences are a more accurate description of the influence processes in an empirical context 
of interest.

Second, CSS can provide critical information about the strength of different social 
mechanisms implemented in an ABCM. We have shown above, for instance, that the 
weakness of strong bots depends on the strength of homophily. While there is ample 
empirical research documenting homophily in various contexts (McPherson et al. 2001), 
large amounts of information and novel tools of analysis are needed to measure the exact 
strength of homophily, differences in homophily between different subgroups (e.g. liberal 
and conservative users), and the relative impact of user choices and the platforms’ algo-
rithms on homophily. CSS has demonstrated that it can provide this critical information 
(Bakshy et al. 2015).

Third, CSS can be applied to test and possibly challenge hypotheses derived from 
ABCM. Our analyses of the strength of weak bots suggests that very active bots are par-
ticularly ineffective on platforms that are highly personalized, because personalization 
induces stronger homophily. Testing this hypothesis requires detailed information about 
the information diets of platform users, and the content emitted by bots. This informa-
tion needs to be gathered over long time frames and across different platforms, which 
requires CSS methods.

A general challenge in using CSS-generated data for calibrating or testing ABCM 
models remains the possible lack of representativity in CSS data. One potential of com-
bining the two approaches lies in the possibility to systematically model how biases in the 
data could affect parameter estimates in the calibration of ABCM models and how that 
in turn would affect model implications.

These possibilities for a closer, more fruitful interaction between ABCM and CSS lead 
us to formulate a number of suggestions for the future development of both fields.

1. Methodological and theoretical training in sociology curricula rarely contains 
courses on ABCM or CSS. However, in the last decade or so more and more training 
centers, summer schools and similar initiatives arise which offer training in both fields 
(Squazzoni 2012; Edelmann et al. 2020). We propose that such training programs 
contain as a standard element an introduction to its computational counterpart, 
highlighting to students where ABCM and CSS overlap (e.g. in the need to acquire 
programming skills), where they are complementary and where they differ. In this 
way, future generations of computational sociologists who specialize in ABCM or 
CSS will at least be aware of the possible use of research and methods from the other 
field and learn to fruitfully communicate across fields.

2. ABCM researchers are often inspired by strongly stylized empirical facts to explain 
them in terms of unintended or even undesired outcomes of the complex interplay 
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between individuals within their social contexts. CSS work provides a rich collection 
of much less stylized empirical patterns, such as the exact ethnic homophily patterns 
found in dating sites, or the precise distribution of users’ opinion changes after inter-
action with bots in a social media platform. We propose that ABCM researchers take 
up the challenge to provide computational models of the social processes that could 
have generated those patterns, and offer testable explanations of their variation 
across contexts (e.g. why users are more influenced by bots in one social media plat-
form than in another).

3. In a similar vein, we propose that CSS researchers consider moving beyond informal 
theorizing about the underlying mechanism generating the rich empirical patterns 
they discover, and search instead for models allowing rigorous inferences about 
longer-term macro-level implications and conditions under which different patterns 
could follow from the same mechanism.

4. Both ABCM and CSS are fields that require considerable experience and skills to be 
mastered well. The gains from specialization in any of them may be lost if researchers 
always try to become experts in both. However, we believe that there is much to be 
gained if researchers from both communities become more aware of and are more 
open to the specific challenges and strengths of the other. Concrete empirical research 
problems or policy questions, such as the question of how social media platforms 
should be organized to minimize the effects of bots on users’ opinion formation, 
could be catalysts for the formation of research teams containing specialists on both 
ABCM and CSS, engaging in a fruitful dialogue and research collaboration.

To be sure, both ABCM and CSS can provide important contributions of their own to 
rigorous sociology, or can also do so in interaction with other approaches in and beyond 
sociology. Lab experiments, empirical network studies or even qualitative work can be 
fruitfully combined with ABCM in search of explanations of puzzling social phenomena 
(e.g. Manzo et al. 2018), just as non-computational theoretical or empirical work in soci-
ology can be the inspiration and theoretical background for CSS studies (e.g. Eagle et al. 
2010). However, we hope to have shown that one important way in particular, how com-
putational approaches can move towards making a bigger contribution to the program 
of rigorous sociology, is a more effective integration of the theoretical power of ABCM 
with the empirical strength of CSS.
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5. Stochastic network modeling as generative
social science*

Christian E.G. Steglich and Tom A.B. Snijders 

1. INTRODUCTION

A major appeal of social network research is its promise to capture the functioning of a 
whole social system by studying the structure of dependencies between its elements 
(Freeman 2004). Such dependencies can partly be subject to ‘top-down’ design, e.g., when 
an organization structures social interaction between its employees by allocating formal 
responsibilities and workplace geography. To social network researchers, the much more 
interesting part is the emergent ‘bottom-up’ structuring of a social system by way of local, 
self-organized interactions. By creating informal networks out of information exchange 
and interpersonal sentiment, social actors handle their situation of designed interdepend-
ence.1 The details of how they do this, i.e., the regularities underlying their networking 
behavior, can have far-reaching consequences for the social system’s functioning. For 
example, concentrating communication networks in an organization within department 
boundaries increases the risk of duplicate work and thus reduces the efficiency of the 
organization (silo effect). This is directly related to micro-macro explanations as sketched 
in the chapter by Raub, De Graaf & Gërxhani on rigorous sociology in this Handbook.

From the ‘macro’ viewpoint of the system’s functioning, networks help establishing 
shared ways of thinking, mutual expectations, and mechanisms of social control, which 
in turn facilitate cooperation and social cohesion (e.g., Coleman 1988, 1990; see also the 
chapter by Buskens, Corten & Raub on social networks). As exemplified by the silo effect, 
the system’s effectiveness, efficiency, and resilience can depend crucially on details of the 
underlying network. From the ‘micro’ perspective of the individual social actor, networks 
appear as important production factors to satisfy basic social needs such as affection, 
belongingness, and status (Lindenberg 1989). By engaging in social relations with others, 
and affiliating with selected elements of the wider context, individuals actively participate 
in the construction of their social environment. An individual’s network neighborhood 
this way reflects the individual’s own as well as other individuals’ past relational behavior 
while at the same time conditioning their future behavior.

Due to the complexities of the resulting feedback processes, the study of emergent 
macro-level consequences of the actors’ networking behavior is complicated. Emergent 
phenomena are often unintended by the actors generating them. The challenge is to 
explain their emergence from decentralized, local changes that, at the micro-level, are 

* K. Gërxhani, N.D. de Graaf and W. Raub (eds) (2022), Handbook of Sociological Science: Contributions 
to Rigorous Sociology, Cheltenham, UK and Northampton, MA, USA: Edward Elgar Publishing. ISBN: 978 
1 78990 942 5; http://dx.doi.org/10.4337/9781789909432.

1  Lindenberg (1997) distinguishes functional, structural and cognitive interdependences. All three dimen-
sions are affected by elements of designed as well as emergent interdependence. 
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generally easier to explain – for example with reference to behavioral theories that invoke 
some degree of intentionality on the actors’ side. This challenge is in the first place taken 
up by agent-based computational sociology (Epstein 1999; see also the chapter by Flache, 
Mäs & Keijzer on computational approaches in rigorous sociology as well as Manzo’s 
chapter on analytical sociology). In this approach, the macro-level consequences of 
assumptions about micro-level actions are explored by way of social simulations in arti-
ficial societies. The models employed are usually highly stylized to handle complexity and 
retain interpretability. What they establish is generative sufficiency, a proof-of-concept 
that a given set of micro-level assumptions has the potential to explain variation in an 
emergent outcome (Epstein 2006). For the empirically oriented sociologist, this approach 
remains unsatisfactory for at least three reasons. First, it is unclear whether the assump-
tions postulated about micro-level behavior indeed hold in a specific empirical setting. 
This needs to be established by empirical-statistical analysis. Second, if these micro-level 
assumptions hold, the question of whether they indeed result in the macro-level phenom-
enon will typically have to be investigated from scratch because the empirical setting 
requires additional considerations. The complexity of the micro-level model might need 
to be increased to accommodate established knowledge about actor behavior in the 
empirical setting. Also, it is unclear if the parameter values of the micro-model that are 
empirically realistic for this setting indeed generate the macro phenomenon under study. 
Third, the stylized nature of agent-based modeling typically involves a number of auxil-
iary assumptions that help simplifying the study but can have questionable empirical 
validity.2 While simplifying assumptions are unavoidable, they need to be made explicit 
and their plausibility needs to be considered. An empirical setting will usually impose 
stricter, more tangible plausibility criteria than an artificial society.

In sum, the conceptual understanding of emergence provided by agent-based simula-
tion studies (i.e., generative sufficiency) is only a necessary criterion for holding micro-
level behavioral regularities accountable for emergent macro-level phenomena in 
empirical situations. To establish this accountability, additional statistical analysis is 
needed and auxiliary assumptions need to be reconsidered.

In statistics, the local dependency structures resulting from system-internal feedback 
processes are known as endogeneity. The empirical study of endogeneity in social net-
works became possible with the development of stochastic network models since the late 
1980s, in particular the exponential random graph model (initiated by Frank & Strauss 
1986; a textbook is Lusher et al. 2013) and the stochastic actor-oriented model (‘SAOM’, 
initiated by Snijders 1996; see Snijders 2017). On the basis of sociocentric network data 
(complete information about all network ties inside a reasonably bounded social system), 
these models allow statistical inference about endogenous network effects. In the first 
place this refers to endogeneity of the network itself (network ties affecting each other’s 
occurrence), but extensions also cover endogeneity of actor attributes and social affilia-
tions (network embeddings affecting individual behavior and activity foci, respectively). 
Examples are given below.

2 Examples of classes of assumptions: (1) time irrelevance when studying equilibria of a process; (2) a fixed 
specific network structure when studying processes unfolding on a network; (3) ordering and speed in sequen-
tially dependent decisions; (4) details in the micro-level action, which could refer to constraints and opportuni-
ties (e.g., details of network rewiring) or to behavior tendencies (determinants of micro action).
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These stochastic network models are based on micro-level assumptions about the 
behavior of individuals situated in a network, and thereby allow testing assumptions 
about the micro-level. They also are generative models in the sense that they allow macro-
level network simulations. This feature is exploited in our proposal to use stochastic 
network models as simulation tools for micro-macro questions.

This chapter gives an overview of the stochastic actor-oriented model that can be used 
for the statistical analysis of the dynamics of networks and structures that extend them. 
This model is employed in our proposal of a principled way of empirically anchoring 
social simulation studies. This contributes to integrating statistical and theoretical mod-
eling (cf. Snijders 1996) and extends earlier work by Snijders & Steglich (2015). In par-
ticular, we address the problem of holding micro-level mechanisms of network change 
accountable for the emergence of macro-level network properties. We see our contribu-
tion as part of the bridge-building efforts between agent-based computational sociology 
and computational social science envisioned in the chapter by Flache, Mäs & Keijzer, 
with the twin disclaimers that (1) the networked social systems we have in mind are typi-
cally smaller than the ‘big data’ applications often seen in computational social science, 
and (2) due to their empirical anchoring, the conclusions to be drawn from the type of 
studies we propose are of smaller scope and lower generality than may seem the case for 
agent-based modeling.

In the three sections that follow, we first frame our proposal in the context of inquiry 
about the micro-macro link and stress its ‘middle range’ character. Second, the empirical-
statistical modeling of network data is described in detail, focusing on the stochastic 
actor-oriented model for longitudinally observed networks. Third, an application is 
elaborated in which the emergence of subgroup boundaries in social networks is studied. 
The study serves as an illustration of how stochastic network modeling can be used to 
investigate micro-level process explanations of emergent macro phenomena, given an 
empirically observed, interdependent social system. The chapter concludes with a discus-
sion of the prospects and limitations of the proposed approach.

2. NETWORKS INSTANTIATE THE MICRO-MACRO LINK

As this Handbook shows, sociology as a discipline is characterized by its focus on phe-
nomena defined on the macro-level of a social system, such as inequality, segregation, or 
polarization. A strong criterion for any explanatory account of a macro phenomenon – 
how it comes into existence, prevails over time, erodes, or disappears – is that it needs to 
make theoretical sense on a more fine-grained micro-level of analysis, e.g., in terms of 
behavioral theories for individual social actors (methodological individualism, Udehn 
2002; see Voss’ chapter on roots of sociology as a science). When pursuing such explana-
tions, it is expedient to integrate macro- and micro-perspectives in a joint conceptual 
framework. Coleman’s diagram (Figure 5.1) is a graphical tool to facilitate this (Coleman 
1990). Going over the different elements of the diagram in a checklist manner stimulates 
the researcher to reflect about a minimum set of qualitatively different aspects of the 
dependencies between micro-level and macro-level entities. This can help with the formu-
lation of a convincing and comprehensive explanatory account of the macro  phenomenon 
(Ylikoski 2016).
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Micro-macro explanations in line with Coleman’s diagram are discussed in the introduc-
tory chapter by Raub, De Graaf & Gërxhani. For an elaboration specifically for social 
network research, see the chapter by Buskens, Corten & Raub. Here the diagram will be 
reduced and specified in a way useful for our purposes.

The social reality under investigation is a networked social system, with a sociocentric 
social network data structure at its core. The nodes in the diagram refer to statements 
about this social reality while the arrows refer to claims about how these statements relate 
to one another. Social networks can be investigated on different levels of analysis: the 
network (or system) level, the actor level, and the ‘sub-actor’ levels of dyads (pairs of 
actors) or even triads (triples of actors).3 This makes them particularly close to the 
Coleman diagram. Like Buskens, Corten & Raub in their chapter, we map the macro-
level (upper part of the diagram) to the network as a whole whereas the micro-level (lower 
part) adds a local perspective to the macro, e.g., by zooming in to individual social 
actors.4 Nodes A and D refer to macro-level statements about the network, such as 
numerical evaluations of the structural properties of the network as a whole, e.g., its 
density, clustering, or characteristic path length. Nodes B and C refer to micro-level state-
ments about the same network, such as the counts of certain network configurations in 
the network neighborhood of individual actors. Micro-level social reality appears by 
construction richer than macro-level social reality because it augments the former by 
adding a local perspective. While the individuals’ perspectives on the social network 
differ, they are interdependent because they refer to the same underlying social network. 
In this way, Arrow 1 (adding an individual perspective), Arrow 3 (abstracting from indi-
vidual perspectives) and Arrow 5 (change of individual perspectives) all are constrained 
by the requirement to refer to the same social reality.

The network properties we aim to explain occur at Node D; this includes in particular 
emergent network properties. Node A refers to macro level conditions that ultimately 
could have an impact (shown as Arrow 4) on these explananda. For Arrow 4 to be con-
sidered a valid implication, it has to be reconstructed as a concatenation of Arrows 1 
through 3. As Node A and Arrows 1 and 4 are not central to our reasoning in this chapter, 
they will not be addressed further. What is central are the micro-level explanatory mech-
anisms occuring as Arrow 2 in the diagram. These network mechanisms are statistical 

3 Differentiation of these levels is so fundamental in social network research that it is typically addressed 
on the first pages in most textbooks, such as Borgatti et al. (2018, p. 3), Robins (2015, p. 12f), or Kadushin 
(2012 p. 13f).

4 Also, zooming in to the dyad or triad level would in principle qualify as ‘micro-level’. In fact, the 
 exponential random graph model is typically understood as an explanation on the dyadic level.

Figure 5.1 Coleman’s diagram in the variant of Ylikoski (2016)
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regularities in tie change patterns at the micro-level, such as an increased probability of 
ego to have a tie to alter when alter also has a tie to ego (reciprocity mechanism), when 
ego and alter are similar on some attributes (homophily mechanism), or when they are 
connected to the same tertii (closure mechanism). Network mechanisms are ‘dynamic’ 
because they transform a specific input configuration (Node B in the diagram) into a 
specific output configuration (Node C). Often, hypotheses about network mechanisms 
can be derived from theories about social behavior of individuals, such as theories about 
actors selectively connecting to similar others (homophily, Lazarsfeld & Merton 1954), or 
to already well-connected others (Matthew effect, Merton 1968).

From a perspective of parsimony, Arrow 5 in the diagram could be left out because it 
is implicitly contained in other parts: the result of micro-level action (Node C) is part of 
the whole network and as such informs the conditions of micro-level action (Arrow 1). 
The reason to include this extra arrow is that it directs attention to the local feedback 
processes and dependencies standing central in the study of emergent phenomena in 
social networks. Examples where the consideration of such immediate feedback pro-
cesses directly helps understanding emergence are runaway cascade dynamics resulting 
from micro-level mechanisms that produce as output configurations more of their own 
input configurations. This includes processes of cumulative advantage such as the 
Matthew effect (Merton 1968), but also so-called phase transitions as studied in the 
network science literature (Park & Newman 2004), such as the emergence of fully con-
nected networks from clustering cascades (Snijders 2002; Bianconi et al. 2005; Snijders 
et al. 2006).

The aggregation of micro-level outcomes to the macro-level explanandum, depicted as 
Arrow 3 in the diagram, is implicit in the underlying network data structure. After 
‘zooming out’ from the individual perspective, the global network structure is evaluated 
in terms of macro-level outcomes at Node D.

2.1 Empirical Calibration

The above sketch amounts to a rather straightforward way of filling in the elements of 
Coleman’s diagram. It strongly relies on the availability of an underlying sociocentric 
network data structure which macro- and micro-level statements alike refer to. While 
such data structures could refer to entirely artificial social networks, what we have in 
mind are empirical data obtained in social network studies. For getting this conceptual 
framework closer to an empirical situation, recall that each network mechanism spelled 
out in an explanatory account (Arrow 2) produces what above we called an output con-
figuration (at Node C), typically a local subgraph structure. By counting these configu-
rations in the whole network, a macro-level property is obtained (at Node D) which will 
typically be sensitive to the strength of this micro-level mechanism (e.g., the total 
amount of reciprocated ties will be sensitive to the strength of the micro-level reciprocity 
mechanism). We would not call such a macro-level property an ‘emergent’ consequence 
of the micro-level mechanism. However, as will be elaborated below, the correspondence 
between micro-level mechanisms and macro-level properties enables the calibration of 
simulation-capable (‘generative’) network models to an observed data set. In a nutshell, 
the relative strengths of the micro-level mechanisms are tuned such that simulated data 
mimic the empirical data on the macro-level properties corresponding to the micro-level 

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



78  Handbook of sociological science

mechanisms in the above sense. Once this feat is accomplished – we might also call it the 
‘empirical anchoring’ of the model – also the emergent macro-level outcomes of inter-
est  at Node D can be studied on the basis of the calibrated model’s simulated  
data.

The disclaimer here is that evidently any set of micro-level mechanisms can only 
express a limited understanding of the data-generating process underlying an empirical 
data set. What we explore with simulation scenarios are variations on the limits of our 
understanding. By staying close to an empirical data set on a controlled set of dimensions, 
our hope is that interpretation of also other dimensions of the simulated data in terms of 
this empirical context has some merit. The empirical anchoring in this way implies also a 
theoretical anchoring in the sociological theory that guided the data collection. Compared 
with agent-based computational sociology (see the chapter by Flache, Mäs & Keijzer) the 
scope of inquiry and the reach of conclusions is more concretely delineated, in the sense 
of theories of the middle range (Merton 1949).

We will illustrate the approach (and these points) in a case study. Building on recent 
work by Stadtfeld et al. (2020), we investigate subgroup boundaries in social networks of 
adolescents. The degree to which classroom-based friendship networks are segmented 
into clearly delineated friendship subgroups will be the macro-level phenomenon to be 
explained. The micro-level mechanisms we investigate as potential explanations of sub-
group boundaries are clustering-related mechanisms on the one hand, and mechanisms 
related to negative ties on the other.

3. STOCHASTIC NETWORK MODELS

To sketch the stochastic actor-oriented model, some definitions and notation are needed. 
The basic mathematical structure for a sociocentric network data set is a graph, directed 
or non-directed. The graph represents a relation for a given set of actors: who is tied to 
whom. The extent to which this gives a faithful representation of a piece of social reality 
depends crucially on the definition of the set of actors, the network delineation (Robins 
2015). This defines the boundaries of the social system under consideration. To study 
networks as outcomes, we use statistical models where the entire network, represented as 
a graph, is the dependent variable.

The network delineation yields a set of n actors with typical elements i and j, and a 
network y with tie variables yij having value 1 if there is a tie i → j and 0 if there is no such 
tie. Self-ties are not considered, so that yii = 0 for all i. The network y is identified with 
the n × n adjacency matrix y = (yij)1 ≤ i, j ≤ n. Networks can be directed or non-directed; in 
the latter case, yij = yji for all i, j. We focus on directed networks.

Random variables and random structures are denoted by capitals, so that the observed 
network y is considered to be an outcome of the random network Y.

The density of a network is the ratio of the number of ties to its potential maximum, 
given the number of actors,

 

∑
( )=

−
density

1

y

n n
iji , j
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Out-degrees are defined as the number of outgoing ties of actors,

 out-degree(i) ∑= yij
j

and in-degrees as the number of incoming ties,

 in-degree(i) ∑= yji
j

3.1 Longitudinal Network Modeling

For analysing the change of networks over time, two often employed classes of data col-
lection are panel designs, in which the network (with possibly other variables) is observed 
at several points in time, called the ‘panel waves’; and time-stamped designs, in which 
changes in the network (and possibly other variables) are recorded as they happen, 
together with the time when they do. A helpful assumption for network dynamics is to 
represent them as a process evolving in continuous time for which, whenever a change in 
the network Y occurs, it will affect only one tie variable Yij. Such changes of individual 
tie variables are perhaps unobserved: in a panel design the observed change from one 
panel wave to the next will be constituted by a large number of tie changes, for which the 
order of occurrence is unobserved; in the time-stamped design in principle all changes are 
individually observed.5 This chapter focuses on generative network models for panel 
designs; network models for time-stamped designs are treated, e.g., in Butts (2008) and 
Stadtfeld et al. (2017a).

The assumption that ties change one by one, first introduced by Holland & Leinhardt 
(1977), simplifies the probability model to a model for the probability of changing a single 
tie variable in the context of the network. Tie-oriented as well as actor-oriented models 
have been proposed for this. For tie-oriented models, the tie variable to change among 
the n × (n – 1) tie variables in the network is determined in a single step. For actor-oriented 
models it is determined in two subsequent steps: (1) Identify which of the n actors is the 
sender of the tie variable, (2) Identify which of the (n – 1) other actors is the receiver of 
the tie variable. It is clear that an actor-oriented approach is more in line with methodo-
logical individualism, as Step 2 can be interpreted as a decision taken by the actor identi-
fied in Step 1. It also has some computational advantages because a smaller choice set is 
considered after ‘zooming in’ to an individual actor. This distinction is further discussed 
in Snijders (1996); Stadtfeld et al. (2017a); Butts (2017); Stadtfeld et al. (2017b).

3.2 Stochastic Actor-oriented Model

The Stochastic Actor-oriented Model for network dynamics was introduced for network 
ranking data by Snijders (1996), and for the more common network data structure of 
directed graphs by Snijders (2001); it was extended to models for the interdependent 
dynamics of networks and behavior by Steglich et al. (2010), and to the interdependent 

5 With imperfect time resolution there also can be some simultaneously observed changes of several tie 
variables, which in reality took place at different moments.
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dynamics of several networks by Snijders et al. (2013). A sketch of this model is given 
below; tutorial introductions are in Snijders et al. (2010) and Kalish (2020), and a more 
extensive exposition in Snijders (2017).

Sociocentric data are supposed to have been collected in a panel design, where all 
available information – networks, dependent actor variables (if any), covariates – are 
jointly observed at two or more panel waves. These outcomes are assumed to be snap-
shots of a stochastic Markov process Y(t) where t is a continuous time parameter; the 
auxiliary assumption, indicated above, is the impossibility that two or more tie variables 
change at exactly the same moment in time. It is supposed that the actors i = 1,. . ., n 
have control of their outgoing ties. Their agency follows a model of myopic stochastic 
optimization, where the balance of gains, losses, and restrictions in the immediate future 
is given by the evaluation function fi(y; β). This is a function of actor i, the state y of the 
network, and an estimated statistical parameter β. In the dynamic process, some new ties 
will be created and some existing ties will be terminated; since the tie variables yij have 
the possible values of 1 (indicating existence of the tie i → j) and 0, change of the tie, 
whether it is creation or termination, can be represented as a toggle, in which yij changes 
to 1 – yij.

The model is built on the concept of the opportunity for an actor to change one tie 
variable, called the ministep; many of these ministeps will occur between two observa-
tions. It has two components.

1. The opportunity events to change an outgoing tie take place as a stochastic Poisson 
process with a rate λi(y; ρ); this means that, if Y (t) = y for some time point t, the probabil-
ity that actor i has an opportunity for change between time points t and t + ε, for small 
ε, can be approximated by ε λi(y; ρ). Here ρ is a parameter to be estimated.

This corresponds to a simulation process where the time until the next ministep taken 
by any actor has an exponential distribution with parameter

 � �∑ ( )y;i
i

 (5.1)

where the summation extends over all actors; and the probability that it is actor i who 
makes the ministep is

 
� �

� �∑
( )

( )
;

;
y

y
i

ij
 (5.2)

2. If actor i makes a ministep, i.e., this actor has an opportunity for change at time point 
t, where the current state of the network is y and the state that would obtain if i would 
change the tie to another actor j is denoted by y±ij (in other words, for j ≠ i, y±ij is the 
adjacency matrix with elements = −± 1y yij

ij
ij  and =±y yhk

ij
hk  for all other h, k), while  

y±ii = y, the tie change is chosen so as to maximize the value of 

 ( ) ( )+±f y V ti
ij

ij  

where Vij(t) for different i, j, t are independent draws from a standard Gumbel distribu-
tion. The Gumbel distribution is chosen here for mathematical convenience. McFadden 
(1974) proved that this process of myopic stochastic optimization corresponds to 
 conditional probabilities of changing Y (t) = y to y±ij given by
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(5.3)

This is the well-known conditional multinomial logit model (e.g., Train 2003).
Strictly speaking, the assumption made in the statistical model is only that changes occur 

according to repeated ministeps, with probabilities given by Equations (5.2) and (5.3). The 
interpretation in terms of agency and myopic stochastic optimization provides a bridge to 
many social science theories about individual behavior. Note that strategic, forward-
looking behavior (as assumed in game theory) is not compatible with this approach.

The dependence between actors in this model is defined here by the fact that they are 
all members of the same network and have full information about the current state of the 
network and all covariates. They are each others’ direct social context, and determine 
how it changes. The model is myopic and without coordination; dependence is due to the 
sequential nature of the tie changes, which means that the current choice by an actor 
modifies the future ‘values’ of choice options for this actor and all others. The assumption 
of myopia is made in order to make the model tractable. It is common also in other 
dynamic network models (cf., for example, Goyal 2007). Because of its tractability, the 
model can be simulated in a straightforward way and used for statistical inference. The 
model specification, described below, can represent attributes of the actors and the social 
context as well as structural tendencies in networks in a flexible way, lending itself to 
express a large variety of research questions.

3.3 Model Specification

The model specification encapsulates the further details of the assumptions. It specifies the 
rate function λi(y; ρ) and the evaluation function fi(y; β). Since individual tie changes are 
not observed (usually the number of waves is very limited – often just two), little detail can 
be given for the rate functions, and the focus of modeling is on the evaluation function.

The evaluation function for actor i is defined as a linear combination

 � �∑( ) ( )=,f y s yi k ki
k

 (5.4)

where ski(y), the so-called ‘effects’, are functions of the local network neighborhood of actor 
i. These may be regarded as components of how the actors evaluate their position in the 
network; the ßk are their weights, to be estimated. Equation 5.3 implies that, for a positive 
value of ßk, when the actor has options that would change the value of ski(y) the probability 
to choose an option will be larger as the increase of ski(y) multiplied by ßk is larger.

Effects can represent structural tendencies in network dynamics and the impact of 
actors’ or dyads’ attributes. Some examples are the following.

● Outdegree effect, the number of outgoing ties of the actor:
     ∑( ) =s y yki ij

j

 This balances the creation and termination of ties, and has a similar role as an 
intercept in logistic regression.

P {Y(t) changes to y±ij | ministep for i}
∑

( )
( )

( )
( )

=
±

±

exp

exp

f y

f y
i

ij

i
ih

h
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● Reciprocity effect, the number of reciprocated ties of the actor:

   
∑( ) =s y y yki ij

j
ji

● Transitive triplets effect. A basic specification of transitivity is the number of times 
that ‘a friend of my friend is my friend’, i.e., the number of two-paths i → h → j that 
are closed by the direct tie i → j:

   
∑( ) ( )= TP ,

,
s y y i jki ij

j h

 where TP(i, j) is the number of two-paths connecting i to j,

   
∑( ) =TP ,i j y yih hj
h

● Homophily for a categorical covariate V is represented by the number of ties to 
others with the same value of V,

   
∑ { }( ) = =Is y y v vki ij

j
i j

 where I {A} is the indicator function of the event A, equal to 1 if A is true, and 0 
otherwise.

Many more effects are available in the software, to represent empirical regularities and 
theoretical research questions (see Ripley et al. 2021, Chapter 12). The appendix contains 
descriptions of a few additional effects, used in the example below.

3.4 Estimation by Empirical Calibration

Parameter estimation for these models is based on iterative estimation algorithms, in 
which artificial data sets are simulated many times according to the model with trial 
parameter values, where the algorithm has the purpose to let the parameter values 
approximate parameters showing a good fit with the data. A basic method of estimation 
is the Method of Moments (MoM). This is a general statistical principle of estimation 
(Bowman & Shenton 2014), with the idea that the parameters should be such that, for a 
suitable vector of statistics, the expected values are equal to the observed values. This 
method is particularly suitable for calibrating generative models to a data set.

Applied to the SAOM, for the case that there are two waves at times t1 and t2, the MoM 
estimator (ρ̂, β̂) is defined as follows. As the model is about the dynamics of the network, 
i.e., how the first observation y(t1) is turned into the next observation y(t2), the estimation 
is conditional on the first observation, which means that y(t1) is considered to be fixed 
and gives no information about the parameter values. If there are K parameters to be 
estimated, a K-dimensional statistic Z(Y(t1),Y(t2)) is required that is sensitive to the values 
of the parameters. For an observation (y(t1), y(t2)) of the network at the two waves, the 
MoM estimator is the parameter value (ρ̂, ̂β) for which the expected value of Z(Y(t1),Y(t2)), 
conditional on the event that the first observation Y(t1) is equal to y(t1), is equal to the 
observed value Z(y(t1),y(t2)). Expressed in a formula, it is the solution (ρ̂, β̂) of the  
equation
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  (5.5)

The statistics Z (Y(t1), Y(t2)) are chosen as the network descriptives observed for Y(t2) 
directly corresponding to the effects. For example, for the effects mentioned above they 
are the total number of ties, the number of reciprocated ties, the number of transitive 
triplets, and the number of ties between actors with the same value of V, all for wave 2.

The defining property of the Method of Moments, that the expected value of the sta-
tistic Z(Y(t2)) is equal to those of the observed network y(t2), implies that the simulated 
networks using the MoM estimate will be realistic with respect to the statistics Z(y). This 
property will be used below for the empirical anchoring of simulation studies employing 
the SAOM. In addition, other estimators for the SAOM were elaborated (e.g., maximum 
likelihood, Snijders et al. 2010). While these are generally thought to be superior to the 
MoM estimator in terms of statistical efficiency, they do not necessarily solve Equation 5.5. 
The relationship between micro- and macro-level they establish therefore is less straight-
forward and they are not recommended for the simulation purposes addressed in this 
chapter.

3.5 Co-evolution

In the SAOM as applied to a dynamic network Y(t) all tie variables Yij(t) are evolving 
interdependently. This already might be called co-evolution. The term ‘co-evolution’ is 
used more appropriately, however, for a collection of several interdependent structures 
defined for the same actor set. Examples are:

1. directed one-mode networks as treated above;
2. non-directed one-mode networks (Snijders & Pickup 2016);
3. two-mode networks, expressing the affiliations of the actors, who define the first 

mode, to a set of units defining the second mode (e.g., meeting places, activities) 
(Snijders et al. 2013);

4. ordinal discrete actor variables (Steglich et al. 2010);
5. continuous actor variables (Niezink et al. 2019).

In all of these cases the actors together with the structure are each others’ endogenously 
changing environment; the social system under study is now richer than merely one 
network. Macro-outcomes can be investigated that address the associations between dif-
ferent structures.

Two-mode networks, co-evolving with a one-mode network, can represent two aspects 
of the social context of the actors, chosen and modified by the actors themselves: their 
social ties as represented by the one-mode network (e.g., friendship); and their activities 
or memberships, represented by the two-mode network (e.g., activities, courses taken). 
Lomi & Stadtfeld (2014) discuss how such a co-evolution model can be used to obtain a 
combined analysis of social networks and social foci as defined by Feld (1981).

The principle of co-evolution of a combined structure

  

� � { }( ) ( )( ) ( ) ( ) ( ) ( ) ( )= =( ) 1 2 1 1 1 2E Z Y t ,Y t Y t y t Z y t , y tˆ , ˆ

( )( ) ( ) ( ) ( )= [ ] [ ] [ ], , ...,1 1 LY t Y t Y t Y t
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Where L ≥ 2, is that each stochastic process Y[ℓ](t) evolves with a probability distribution 
of changes that depends not only on Y[ℓ](t) itself, but also on the other Y[h](t). The model 
specification is given for each dependent structure Y[ℓ](t), and will be a function of all of 
(Y[1](t),Y[2](t), . . . ,Y[L](t)). The outcome space, which for the evolution of a single network 
Y(t) is the set of all networks, now is the Cartesian product of the outcome spaces of all 
constituent sub-processes.

This co-evolution approach allows modeling the interdependence of processes unfold-
ing on a network (‘effects of networks’ in the sense of the chaper by Buskens, Corten & 
Raub) and an endogenous network structure as sketched above (‘formation of net-
works’). An example for co-evolution of networks with actor variables is the study of 
social influence in networks. Here, the macro-level is the social context as implied by the 
network delineation, consisting of the social ties between the actors and their behavior; 
at the micro-level the actors are interdependent by making choices in which they dynam-
ically change their network ties as well as their behavior, thus modifying the context for 
all. An example is a study of labeling theory by Duxbury & Haynie (2020), where labeling 
is operationalized as temporary suspension from school. Support is found for the mech-
anism that labeling leads to the formation of friendship ties to low-performing school-
mates, which then, through social influence, leads to lower performance of the students 
who received the label.

3.6 Weak Ties, Strong Ties, Negative Ties

Reducing a social relation to a dichotomy, where ties are classified only as present or 
absent, is a strong reduction of the social world. Networks having several tie values that 
are theoretically distinct, and not mere gradual differences, can be represented in the co-
evolution approach as one multivariate network. An example is the basic and famous 
distinction between weak and strong ties. If a valued network has tie values yij = 0, 1, or 
2, representing null, weak, and strong ties, it can be represented as two binary networks, 
combined in one multivariate network, according to

  

where I{A} again is the indicator function. In this representation, Y[1] is the network of 
‘weak or strong ties’, while Y[2] is the network of ‘strong ties’. The set of strong ties is a 
subset of the set of ‘weak or strong’ ties. This restriction then can be taken as a constraint 
for the option set in the multinomial choices, so that it remains valid during the simula-
tions, and the multivariate network (Y[1], Y[2]) remains a network of ‘weak or strong’ and 
strong ties. This approach was applied, e.g., in Elmer et al. (2017).

A similar approach is possible for combinations of positive and negative ties. A signed 
network with tie values yij = 0, 1, and – 1, can be represented as two binary networks 
according to

  

In this case the two networks are disjoint, and if this restriction is used as a constraint for 
the option set, the multivariate network (Y[1], Y[2]) represents a dynamic network of ties 

{ } { }= ≥ = ≥[ ] [ ]1 , 21 2y I y y I yij ij ij ij

{ } { }= = = = −[ ] [ ]1 , 11 2y I y y I yij ij ij ij
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that may be positive or negative. In order for a tie value yij to change from +1 into –1, or 
conversely, it necessarily has to pass through the intermediate situation of yij = 0. An 
example can be seen in a study of friendship and dislike by Pál et al. (2016), who consid-
ered how these depend together on status attributions.

4. THE EMERGENCE OF SUBGROUP BOUNDARIES

As an illustration of empirically-calibrated simulation studies, the Stochastic Actor-
oriented Model is applied to explain the macro property of the emergence of subgroup 
boundaries. By comparing simulations from different model specifications, conclusions 
about the explanatory power of theoretical accounts for our data set will be drawn. We 
start with a rough sketch of the theoretical ideas informing our study.

Many self-organized social systems are known for their tendency to segment into 
smaller social units called ‘cohesive subgroups’ or ‘communities’. Examples can be found 
in social media (e.g., follower networks on Twitter; Weng et al. 2013) as well as in social 
networks in the offline world (e.g., friendship networks in schools; Frank & Zhao 2005). 
The degree to which this segmentation happens is the investigated emergent macro-level 
property. What are the explanatory mechanisms by which subgroup boundaries can be 
explained?

Sociological and social psychological theories about the emergence of subgroups were 
formulated at least since the 1950s (Homans 1950; Sherif & Sherif 1953). These early 
accounts build on the following considerations. Individuals who regularly have the 
opportunity to meet in a social system will bilaterally interact and establish meaningful 
social relations such as friendship based on their interaction experiences. When interac-
tions are voluntary, positively evaluated ones will be repeated and negatively evaluated 
ones avoided. Zooming in to the content of the interactions, a naturally salient category 
consists of the other individuals in the social system. By comparing their evaluations of 
interaction experiences with third individuals (i.e., by gossiping) they find out about 
agreement and disagreement. This again informs their evaluation of interaction experi-
ences (with each other, but also with the third person) and in consequence may lead to 
changes in their social relations (balance theory, Heider 1958). As these early researchers 
argued, a situation of group segregation, with positive social relations inside groups and 
negative or no ties between groups, is invariant under these dyadic and triadic processes – 
it follows that such a situation might emerge from voluntary interaction over time.

Research on intergroup attitudes and intergroup conflict dates back to the same decade 
(Allport 1954; Tajfel & Turner 1986). It identified mechanisms of in-group favouritism 
and out-group discrimination as factors explaining the strength of boundaries between 
exogenously given groups. Especially in the literature on intergroup conflict, the role of 
negative ties between groups has been investigated. Cumulated evidence suggests that 
negative ties to the out-group and positive ties to the in-group are independent factors 
contributing to group identity (e.g., Mummendey & Otten 1998). When relating this to 
the case of endogenously formed groups, where groups are not visible but need to be 
inferred and socially constructed from interaction, we might by analogy expect independ-
ent contributions of positively and negatively evaluated interactions to group boundaries. 
However, Davis (1967), Davis & Leinhardt (1972), and Johnsen (1985) showed 
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mathematically and substantiated empirically that triad-level regularities in positive net-
works, including in particular the formation of closed triangles (clustering), are a neces-
sary and sufficient condition for the network to fall apart into subgroups. Based on this 
work, negative ties would appear superfluous for explaining the emergence of subgroup 
boundaries.

In a recent publication, Stadtfeld et al. (2020) employed the stochastic actor-oriented 
model to argue that negative ties provide information that is critical for explaining sub-
group boundaries. Based on a data set from Hungary (Pál et al. 2016), they estimated two 
model specifications, one with negative networks (dislike nominations) and positive 
networks (friendship nominations) co-evolving, and one in which the negative networks 
were not considered. Simulating data from modifications of these calibrated models, they 
compared subgroup structures obtained from the two model specifications to assess the 
added value of considering negative ties in the micro-model. Their main result is that the 
long-run equilibrium networks implied by their estimated models (rate function λi = 1000) 
differ between the two specifications compared: only for the model that includes informa-
tion about negative ties in its specification, these equilibrium networks fall apart into 
subgroups. For the other model, they do not. For the empirically observed time frame 
(rate function λi = 10), no such differences were found.

In this section, we take up this work as a model for a new investigation, with the aim 
to comment, corroborate and complement these results in a similar type of study. The 
theoretical proposition is that an improved explanation of the segmentation of positive 
networks into subgroups is obtained by also representing their association with negative 
networks. We study the validity of this proposition for the representation of another 
empirical data set (Knecht 2006) by the Stochastic Actor-oriented Model. In line with 
Stadtfeld et al. (2020), it is assumed that the SAOM provides an adequate theoretical and 
empirical representation of network dynamics for friendship networks with and without 
dependence on dislike networks. This figures as ‘auxiliary assumptions’ in the sense dis-
cussed above. Different SAOM specifications of micro-level behavior are calibrated to 
our data. Under these different specifications, simulated data are generated, and sub-
group boundaries are evaluated. By comparing the results, sensitivity of the extent of 
segmentation into subgroups to micro-level network mechanisms is assessed. The design 
of our replication study differs from Stadtfeld et al. (2020) in two important aspects. First, 
we consider not only the role of negative ties in the micro-level model, but we also study 
whether the mechanism of transitivity in the positive network has an effect on the seg-
mentation into subgroups; this is expected based on the literature above, in particular 
Davis (1967). Second, we stay close to the observed amounts of turnover between the 
consecutively observed networks and do not consider long-run equilibria because we 
believe that such extrapolations are not warranted by the empirical research setting. 
Further differences are of a minor nature and will be discussed below where appropriate, 
starting with the different data set used.

4.1 Data

To calibrate our simulation models, we analyze a sample of 92 classroom-bounded 
friendship networks between first-year students at secondary schools in The Netherlands. 
This data set was collected under the leadership of Knecht and Baerveldt. Networks were 
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assessed by paper and pencil questionnaires, four times over the school year 2003–2004. 
Detailed descriptions of the sample and the study design can be found elsewhere (Knecht 
2006, 2008; Knecht, et al. 2010). The original data are available for download at the 
webpage https: //easy.dans.knaw.nl/ui/datasets/id/easy-dataset:48665.

Friendship was assessed by the question, Which classmates are your best friends? 
(Dutch: Welke klasgenoten zijn jouw beste vrienden?); dislike by asking, Which classmates 
do you dislike? (Dutch: Welke klasgenoten vind je niet aardig?). For each network, students 
could indicate up to 12 classmates. The 92 classrooms were selected from a total of 126 
based on requirements of the presence of dislike ties, not having too many missing data, 
and a sufficient amount of change from one wave to the next. The waves were indicated 
as V, W, X, and Y. Only waves W, X, Y are used, because the network dynamics between 
waves V and W differed too strongly from the later dynamics. The analysis covers winter 
and spring, with data collection moments in November–December, February–March, 
and May–June. Detailed descriptions and scripts of the data analysis are given in the 
supplementary materials at https://www.stats.ox.ac.uk/~snijders/HoRS-Chapter.pdf.

4.2 Method

A widely used criterion for a partition6 establishing clear subgroup boundaries is modu-
larity (Newman 2006), defined as the fraction of ties inside subgroups minus the expected 
value of this fraction under a null model randomizing the network while preserving the 
degrees of each node (the so-called configuration model). Community detection proce-
dures like the Louvain method (Blondel et al. 2011) have the aim of finding the partition 
maximizing modularity. We use the Louvain method to determine the partition of the 
friendship networks into subgroups.

To measure the extent to which the network is segmented into subgroups, we use the 
within-to-overall density ratio defined as follows. The partition (block structure) is indi-
cated by the matrix B = (bij), where bij = 1 if i and j are in the same subgroup and 0 oth-
erwise, and bii = 0 (all i). The within-to-overall density ratio is defined as the density within 
the subgroups divided by the overall density:

  (5.6)

where

  

The ratio is averaged over the waves X and Y; wave W is used as a fixed point of depar-
ture, as is always the case for SAOMs. In a sensitivity study we also considered various 
other measures; these did not lead to different conclusions.

We investigate the proposition by comparing the within-to-overall density ratio 
between different SAOM specifications for the evolution of the friendship networks. It is 
expected that network segmentation is stimulated in the first place by transitivity. As a 

6 A partition is a division of a set into an exhaustive collection of non-overlapping subsets.
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check for our approach, we add a specification for network dynamics omitting the tran-
sitivity effect. The models are the following; their precise specifications can be seen in 
Table 5.1, with further explanation in the appendix.

1. A model for friendship dynamics, including only reciprocity, gender homophily, and 
degree-related effects.

2. Model 1 extended by transitivity effects, implemented as gwesp (explained in the 
appendix) with parameter α = 0.2 and its interaction with reciprocity.

3. Model 2 extended by the effect of dislike as an exogenous network.

The dislike networks enter this analysis as non-directed networks. This is another, minor 
difference from the Stadtfeld et al. (2020) study. The reason is the greater simplicity of 
non-directed networks together with the inherent non-directional nature of a division 
into subgroups. We choose for weak symmetrization (i.e., one student reporting 
dislike suffices to diagnose the relationship as negative) because this retains more infor-
mation than a strong symmetrization (where both students would have to dislike one 
another).

The second model is our ‘main model’ to which the other two will be compared. Its 
specification consists of a fundamental set of structural effects for network dynamics. 
These effects are supported by theoretical arguments and are widely empirically sup-
ported for friendship and sociability networks. These arguments can be found in a variety 
of publications, such as Rivera et al. (2010) and Snijders (2013) for transitivity and 
degrees, and Block (2015) for the interaction between transitivity and reciprocity. The 
comparison between Models 1 and 2 is meant to give a confirmation of the generally 
accepted theoretical statement (cf. Davis 1967, mentioned above) that transitivity of 
choices leads to the formation and maintenance of cohesive subgroups. The comparison 
of Model 3 to Model 2 is meant to be a test, for networks such as those collected by 
Knecht (2008), of the proposition by Stadtfeld et al. (2020) that the repulsion associated 
with negative ties contributes to the segmentation of the network of positive ties into 
subgroups.

All three models are fitted to each of the 92 classrooms, and simulated friendship net-
works are derived from each of them. Specifically, 1000 simulated networks are generated 
according to the SAOM for each combination of classroom data set, estimated parame-
ters of the model specifications (three of them) and simulation period (two of them, 
because we have three observation moments and the first provides the fixed point of 
departure). The community structure in the observed as well as simulated friendship 
networks is then analysed according to the Louvain method; and evaluated in terms of 
the within-to-overall density ratio, averaged over the two last waves. This allows the 
comparison between the three models, with associated theories, with respect to the seg-
mentation into subgroups.

The parameter estimation by the Method of Moments implies that the expected values 
of the simulated statistics are equal to the empirically observed values on the dimensions 
corresponding to the effects included in the models. Thus, the simulated networks are 
realistic with respect to the average degree, reciprocity, the dispersion of indegrees and 
outdegrees and their association, isolation, gender homophily, and (for Models 2–3) 
transitivity; and, for Model 3, the association between friendship and dislike. 
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4.3 Results

The number of respondents in the friendship networks for the 92 classrooms and three 
waves varied from 14 to 31, with an average of 24.5. Average outdegrees of the friendship 
network per classroom and per wave ranged from 2.3 to 6.1, with an average of 3.9. The 
maximum friendship outdegree was 12. For the dislike network (which was symmetric by 
construction), average degrees per classroom and per wave ranged from 1.2 to 7.2, with 
an average of 3.6. The maximum dislike degree was 22. The Jaccard measure of associa-
tion between the friendship and dislike networks, defined as the number of ordered pairs 
for which a tie exists in both networks divided by the number of ordered pairs for which 
a tie exists in at least one of them, was 0.02 on average.

To describe the observed segmentation in the 92 classrooms, we use the term ‘density 
ratio’ for the within-to-overall density ratio, averaged over waves 2 and 3. The average 
subgroup size is the average over all subgroups of at least size 3 found by the Louvain 
algorithm, also averaged over waves 2 and 3. Histograms of the observed density ratio 
and the average subgroup size, for the set of 92 classrooms, are given in Figure 5.2. The 
density ratio ranges between 1.5 and 5.0, and average subgroup size between 4 and 11, 
most classrooms having average subgroup sizes between 5 and 8. This is in line with our 
intuitive understanding of subgroups in school classes of young adolescents.

The observed density ratio is plotted against the density ratio for wave 1, which pro-
vides the fixed starting point for all simulations, in Figure 5.3. This shows that the density 
ratio for waves 2 and 3 is not totally determined by the density ratio for wave 1.

For all three model specifications, estimates and standard errors were obtained for each 
class with the RSiena package (version 1.2.29) in R (Ripley et al. 2021). This was prob-
lematic for a few of the smaller classrooms. In these cases some parameters had to be fixed 
at 0, or else at likely non-zero values. This was checked by score-type tests (Schweinberger 
2012), which indicated good correspondence between simulated and observed networks 
also with respect to the statistics for the fixed parameters. Given this fixing of parameters, 
good convergence of the estimation algorithm was obtained for all three models for all 
92 classrooms.

Figure 5.2  Histogram of observed within-group density ratio (left) and average 
subgroup size (right)
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Table 5.1  Results of Model 3. Friendship explained by structure, gender, and dislike. 
Meta-analysis of results obtained by independently fitting the full SAOM 
specification to all 92 school classroom data sets

Effect N  µ̑k (s.e.) σ̑k

rate (period 1) 92 5.190 (0.176) 1.219
rate (period 2) 92 4.947 (0.149) 0.918
outdegree (density) 91 –2.486 (0.152) 0.555
reciprocity 92 3.373 (0.150) 0.000
transitivity (gwesp) 92 2.594 (0.125) 0.723
transitivity (gwesp) × reciprocity 88 –0.782 (0.127) 0.000
indegree – popularity (sqrt) 92 –0.247 (0.046) 0.184
outdegree – popularity (sqrt) 92 –0.576 (0.035) 0.000
outdegree – activity (sqrt) 92 0.288 (0.039) 0.000
reciprocal degree – activity (sqrt) 92 –0.453 (0.049) 0.000
out-isolate 70 –0.390 (0.375) 2.618
same gender 91 0.437 (0.032) 0.000
dislike 92 –0.342 (0.047) 0.200
number of others disliked by both (sqrt) 92 0.035 (0.010) 0.033

Note: N = number of classrooms for which this parameter was estimated (not fixed),  µ̑k = estimated 
population mean, s.e. = standard error of this mean, ̑σk = estimated between-classroom standard deviation.

Table 5.1 shows the results for Model 3, summarized by a meta-analysis (Snijders & 
Baerveldt 2003) under the assumption that the 92 classrooms are a sample from a  
population.

The results show, first of all, a confirmation of well-known structural mechanisms in 
friendship networking: students reciprocate friendships and tend to befriend friends-of-

Figure 5.3  Observed within-group density ratio, average for waves 2 and 3 plotted 
against wave 1
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friends (transitivity), but combine these tendencies only to a moderate extent (negative 
interaction transitivity × reciprocity; see Block 2015). They are differentiated with respect 
to the number of friendship nominations they give (positive outdegree-activity), with stu-
dents nominating more being less frequently nominated themselves (negative outdegree-
popularity). While this may suggest a status ranking, it is one that avoids popularity spirals 
(negative indegree-popularity). Having more reciprocated friendships makes one less 
inclined to having non-reciprocated friendships (negative reciprocal degree-activity). The 
out-isolate effect (leading to not giving any nominations) was fixed at 0 for many groups, 
but was rather important for many others. In line with the age group, they segregate by 
gender.

The more interesting effects are those in which dislike ties play a role. Students tend 
not to be friends with students they dislike (dyadic effect). There also is systematic evi-
dence for a triad-level effect hypothesized by balance theory: having negative ties to the 
same classmates increases the chances to be friends. Some nuances to these general pat-
terns expressed in the estimated population means ûk can be found in the estimated het-
erogeneity of effects over classrooms, expressed by the estimated between-classroom 
standard deviations σ̂k, which are substantial for some effects, but not further discussed.

Now we turn to the simulated values of the density ratio. Figure 5.4 presents plots for 
Models 1 and 2 of the average simulated values for the 92 schools against the observed 
values. The right-hand plot shows the basic model for friendship providing a rather 
adequate representation of the density ratio’s observed values, although the average 
simulated values are on the high side for most school classes. Model 1, which does not 
express transitivity, tends to display lower values. This confirms our expectations and 
may be regarded as a check of the validity of the general approach.

The comparison between the simulations according to the three models is presented in 
Figure 5.5. The comparison between the models with and without transitivity (left-hand 

Figure 5.4  Horizontal: observed within-group density ratio, vertical: averaged 
simulations for dynamic friendship model, left: Model 1, without transitivity; 
right: Model 2
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side) is in line with what we concluded from Figure 5.4: the model without transitivity 
gives a much weaker representation of segmentation. However, the comparison between 
the models without and with dependence on dislike (right-hand side) shows that including 
the association with dislike has hardly any effects on the ability to model segmentation. 
The average simulations for Models 2 and 3 have almost the same extent of segmentation 
for each of the 92 groups.

The simulated data structure is multilevel, with 1,000 simulated values nested within 
92 classrooms; this means that the considerations of multilevel analysis apply, see 
Snijders & Bosker (2012). Thus, we can distinguish the between-classroom variance from 
the within-classroom (between-simulation) variance. The intraclass correlation coeffi-
cient can be interpreted as the extent of homogeneity of the simulated values for the same 
classroom. Table 5.2 presents for each of the three models the means, between- and 
within-classroom standard deviations, and intraclass coefficients ρI. The difference 
between the means for Models 2 and 1 is significant (paired t91 = 1.81, onesided p = 0.04), 
but the difference between Models 2 and 3 is not (t91 = 0.01).

Table 5.2  Simulated values of within-to-overall density ratio for the three models: 
average, between-classroom standard deviation, within-classroom standard 
deviation, intraclass correlation ρI

mean s.d.
between

s.d.
within

ρI

Model 1 2.58 0.38 0.24 0.71
Model 2 2.98 0.53 0.31 0.74
Model 3 2.98 0.52 0.31 0.74

Figure 5.5  Average simulated within-group density ratio, for dynamic friendship model, 
horizontal: Model 2; left: vertical Model 1, without transitivity; right: 
vertical Model 3, with dependence on dislike
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4.4 Conclusion for this Example

What can we conclude from this exercise? Stadtfeld et al. (2020) proposed that taking into 
account the repulsion associated with negative ties generates models with a more clear-cut 
segmentation of friendship networks into cohesive subgroups. We wondered if this holds 
true for a specific set of friendship networks, measuring the extent of segmentation by the 
within to-overall density ratio for the clustering into subgroups determined by the 
Louvain algorithm. Furthermore, based on research by Davis (1967) and others, we 
broadened our investigation to also assess the effect of transitivity. We compared three 
different specifications of models for network dynamics, calibrated to an empirical data 
set of friendship networks in 92 classrooms (Knecht 2006). The main conclusion is that 
our study provided no support for the proposition by Stadtfeld and colleagues. Table 5.1 
shows that on the micro-level of the dynamics of friendship ties, the network of negative 
ties had the effects predicted by balance theory at the dyadic and triadic levels: dislike 
between two persons implied a lower tendency, and disliking the same others implied a 
higher tendency to becoming and remaining friends. However, this did not have the pre-
dicted macro-level consequences for network segmentation. While transitive closure 
effects had the expected strong impact, negative ties seemed to matter very little, as shown 
in Figure 5.5 and Table 5.2. We also conducted an analysis with an endogenous dislike 
network, co-evolving with the friendship network; the results were quite the same.

Our reasoning underlying these conclusions is, in line with Stadtfeld et al., that when 
the extent of segmentation differs between two nested specifications, the group of effects 
by which they differ can be held accountable for this difference. This reasoning is common 
in the tradition of agent-based modeling. What makes our approach different from this 
tradition is its comparative ease to tune the model to data, which establishes a high degree 
of empirical realism and helps avoiding artifacts. It also implies that the conclusions refer 
strictly to the empirical situation investigated, and should not be generalized to situations 
very far away from this ‘empirical anchor’. We have to reflect on what is specific about 
the empirical situation regarding subgroup formation tendencies.

In our study, we investigate an educational setting of classroom groups of young ado-
lescents in contemporary Western society. The foremost principle of segmentation in this 
age group is defined by gender, which is why gender homophily was accounted for in all 
our models.7 The educational setting is likely to impact group formation tendencies: 
educators have the power to structure school-related tasks, incentive structures, and 
interaction opportunities. To account for differences along these lines, we analysed our 
data separately for each school class, keeping constant this aspect of formal social  
structure.

An equally important characteristic of our data set, and in consequence also of our 
simulations, is its longitudinal nature. The time duration between two subsequent waves 
was three months. Since the simulations started at the observed networks at a given wave, 
and the friendship networks were simulated for the situation three months later, our 
conclusions refer to the changes in segmentation arising in three-month periods. This may 

7 Unreported results obtained from models with transitivity but without gender homophily did not show 
less segmentation, probably due to the fact that the transitivity mechanism occurs almost exclusively within 
gender groups.
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seem little, but Figure 5.3 shows considerable changes in the observed extent of segmen-
tation, while Table 5.1 shows that network changes in such a period are sufficient to reveal 
strong evidence for several micro-level processes – including balance effects related to the 
dislike network. Our negative result concerning the explanatory power of the dislike-
related effects for subgroup boundaries on the macro level could depend on this limited 
time frame. In fact, this is what a closer reading of Stadtfeld et al. (2020) suggests: when 
restricted to the empirically observed time interval in their data, also their simulations do 
not show differences in subgroup boundaries between models with and without negative 
ties; these only obtain when extrapolating into the far future. We argue that when taking 
empirical calibration seriously, simulations indeed should be terminated after the empir-
ical time interval, or at least not much later. In consequence, we interpret the main result 
of our colleagues’ study as an artifact of their simulation design  considering the distant 
future.

5.  DISCUSSION: EMPIRICALLY RELEVANT SIMULATION 
STUDIES

The link between social network research and generative social science is still surpris-
ingly weak. The two disciplines are not natural partners. Social network research tradi-
tionally has a strong focus on empirical network data, while agent-based modeling is 
characterized by (and criticized for) its limited empirical relevance.8 The aim of this 
chapter was to bring the two disciplines closer together by pointing to the toolbox of 
stochastic network modeling as a bridge. After early work by Robins et al. (2005) pre-
senting stochastic network models as simulation engines, their use in the framework of 
generative  social science is indeed increasingly being recognized, as witnessed by the 
publication  of conceptual papers (Snijders & Steglich 2015; Stadtfeld 2018) and an 
increasing array of applied research using the approach (e.g., Adams & Schaefer 2016; 
Lakon et al. 2015; Lehmann et al. 2015; Schaefer et al. 2013; Snijders & Kalter 2020; 
Steglich et al. 2010). In particular, the approach has been recently applied in the study 
of subgroup emergence in social networks (Stadtfeld et al. 2020), which we tried to rep-
licate in this chapter.

For the empirically oriented network researcher, these stochastic network models con-
stitute a statistically sound solution to the problem of having to deal with highly interde-
pendent data. Statisticians involved in the design of these models have solved this 
problem by formulating probability models of sufficient complexity. Because of this 
complexity, parameter estimates for these models are obtained by simulation-based sta-
tistical inference (Snijders 1996, 2002; Handcock 2003): throughout the estimation 
process, simulated network data sets are being generated and compared with the empiri-
cal network data. This methodology facilitates the integration of micro-level modeling 
with simulation studies aiming to understand emergent macro-level phenomena in social 
networks. For the agent-based modeller, the big advantage of using this type of simula-
tion engine is the high flexibility to ensure that simulated data will match an empirical 

8 The chapter by Flache, Mäs & Keijzer gives a similar diagnosis about the weak link between agent-based 
modeling and the new discipline of computational social science.
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data set on a multitude of dimensions. This makes simulated data more realistic than 
typically is the case for more stylized agent-based models.

The degree of empirical realism is under the control of the researcher; calibration can 
be superficial or go more deep. A superficial calibration would consider simulations 
respecting group size, average degree, and reciprocity, these being the most basic charac-
teristics of a network environment. One step further is the dispersion of degrees; transitiv-
ity and homophily can also be considered. Our estimations according to the Method of 
Moments implied that, on average, simulated networks were in agreement with 92 
observed networks with respect to all network features included in the micro model. An 
even further step, which would be relevant but which we omitted, would be to ascertain 
that the specified models also fit well, according to a number of general network charac-
teristics, which can be done for single observations of networks by the methods of Hunter 
et al. (2008) and for longitudinal networks along the lines of Lospinoso & Snijders (2019).

Probably even more important than empirical realism is the precision of scope that this 
empirical anchoring implies for conclusions and, hence, for theory. By calibrating the 
simulation model to an empirical data set obtained in a concrete research setting, and 
then modifying it to run simulations, the researcher is immediately confronted with the 
meaning of these modifications in the given research setting. To illustrate this point, 
consider the common practice in many stylized agent-based models to let an algorithm 
iterate until convergence, and report resulting equilibrium states. In our approach, when 
fitting a SAOM to a longitudinal data set, the time frame of the data collection gives a 
natural interpretation of the time covered by the simulated dynamic process. In our study 
we did not extrapolate to the future, and ultimately we think this is not meaningful to do. 
By contrast, Stadtfeld et al. (2020) report simulations employing network rates of change 
that increase the empirically estimated yearly rates by a factor 100 – a time frame hard to 
link to the empirical basis of their study. In the spirit of Merton (1949), the type of simu-
lation studies we want to encourage are of a ‘middle range’ nature, they do not allow for 
generalization to research settings very far away from the empirical data set used to 
anchor the simulations.

Despite being a ‘methodology of the middle range’, we believe that the evaluation of 
slight modifications can be empirically meaningful. This refers to modifications either of 
the empirical conditions to which the model was calibrated, or the rule set (model specifi-
cation) by which the social actors jointly generate the data. These modifications can be 
conceived as hypothetical social intervention scenarios. For example, in our study the 
parameter estimates per classroom showed substantial variance for the effects of negative 
ties as well as transitivity. This could indicate some sensitivity of these processes to 
‘tunable’ classroom-level variables, such as teaching style (e.g., groupwork, competitive 
elements), teacher characteristics, or classroom design (e.g., seating arrangements). 
Scenarios that remain within the scope of empirical realism, i.e., that can be interpreted as 
meaningful for the empirical setting and the sociological theory, will probably have merit.

6. APPENDIX: ADDITIONAL EFFECTS

In the example, some effects were used that were not described earlier. These are the fol-
lowing.
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● For modeling transitivity, the number of two-paths from i to j will often have 
decreasing marginal effects on the propensity to create, or maintain, the direct tie 
i → j. Therefore, transitivity often can be represented better by concave increasing 
functions of the number TP(i, j) of two-paths from i to j. The best-known of these 
is the ‘geometrically weighted edgewise shared partner’ statistic, abbreviated to 
‘gwesp’,

   

� �∑ { }( )( ) = − − ( )−1 1 TPs y y e eki ij
i , j

j

 a version of the similar statistic for Exponential Random Graph Models (Lusher 
et al. 2013).

● Indegrees and outdegrees of actors may have important consequences for the 
network dynamics. We mention four. The indegree-popularity effect expresses, for 
positive parameters ßk, cumulative advantage processes (Merton 1968)

   
∑ ∑( ) =s y y yki ij

j
hj

h

 The square root is taken to express decreasing marginal strength of the indegrees; 
its inclusion can depend on empirical fit.

● The outdegree-popularity effect expresses that popularity (incoming ties) depends 
on outdegrees; when the square root transformation is used, it is expressed  
by:

   
∑ ∑( ) =s y y yki ij

j
jh

h

● The outdegree-activity effect expresses that activity (outgoing ties) depends on 
outdegrees,

   
∑ ∑( ) =s y y yki ij

j
ih

h

● The reciprocal degree-activity effect expresses that activity (outgoing ties) depends 
on reciprocated degrees,

   
∑ ∑( ) =s y y y yki ij

j
hi ih

h

● The out-isolate effect expresses the contribution to the evaluation function for the 
actor to have outdegree equal to 0,

   
∑( ) = =












0s y I yki ij

j

● The dyadic effect of another network W is represented by the number of ties coin-
ciding with W-ties

   
∑( ) =s y y wki ij

j
ij
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● A triadic effect of another network W is the effect of the number of others to whom 
both actors are linked according to W,

   
∑ ∑( ) =s y y w wki ij

j
ih jh

h
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6. Rational choice sociology: heuristic potential,
applications, and limitations*

Andreas Diekmann†

1. INTRODUCTION

Sociology, unlike psychology, aims primarily to explain collective events. Its focus is not 
on individual action; rather, it is on the explanation of macro-phenomena that can be 
understood as the result of the actions of several (often many) actors. Examples include 
crime and suicide rates in a society; migration processes; the extent of vertical mobility; 
income inequality; educational opportunities; or ethnic segregation, to name but a few. 
It is well known that macro-phenomena cannot be traced back to micro-motives 
(Schelling 1978). High cooperation rates in digital markets are not proof that all traders 
follow the morals of the honest merchant. The absence of protests against a drastic 
increase in tuition fees at a university does not mean that all those affected are in agree-
ment. To explain macro-phenomena, we must explore the perspective, actions, and inter-
actions of individuals. What situation are they in? What are their goals? What 
consequences do they expect if one or another action is chosen? What means are available 
to them? Thus, we first need a micro-theory that provides information about the condi-
tions under which a specific action is carried out. Generally speaking, this can be called 
‘action theory’ or ‘decision theory’.

Rational choice theory in sociology is one variant in a multitude of action theories. 
Prospect theory (Tversky & Kahneman 1981; Wakker 2010), the theory of planned 
behavior (Ajzen & Fishbein 1980), theories of bounded rationality and decision heuristics 
(Gigerenzer & Todd 1999) are examples of other variants of decision theory. Thus, 
rational choice theory, or rational choice (RC) for short, is not a universal theory, which 
includes all other decision theories as special cases. It is a research program with great 
heuristic potential; in other words, it can be extremely helpful in the construction of 
explanatory models. On the other hand, there are also limits to the explanatory power of 
RC theory.

However, the view on the explanatory power of RC and its limitations is also contro-
versial among proponents of the theory. The beginnings of the theory go back a long way. 
In the sociology of the Anglo-Saxon world, Coleman (1990), Elster (1986) and Hechter 
(2020) in particular disseminated the theory in sociology; in the German-speaking world 
(and also internationally), the theory has been applied by Opp (e.g. 1978, 1983) to 
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* K. Gërxhani, N.D. de Graaf and W. Raub (eds) (2022), Handbook of Sociological Science: Contributions 
to Rigorous Sociology, Cheltenham, UK and Northampton, MA, USA: Edward Elgar Publishing. ISBN: 978 
1 78990 942 5; http://dx.doi.org/10.4337/9781789909432.
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sociological problems since the 1970s. There have been numerous applications in almost 
all fields of sociology up to the present day, and it is no surprise that several contributions 
in this Handbook focus on ideas emerging from RC theory (see for example the chapters 
by Jaspers, Evertsson & Van der Lippe on household division of labor, and Breen & 
Goldthorpe on educational differentials, as well as chapters by Wiertz & De Graaf on the 
climate crisis and Buskens, Corten & Raub on social networks).

In his plea for an ‘analytical sociology’ (the term comes from Pearce 1994), Hedström 
(2005) emphasized three building blocks of a theory of action: ‘desires’, ‘beliefs’ and ‘oppor-
tunities’, or DBO for short. Gintis (2007) claims to make RC theory the basis for the ‘uni-
fication of behavioral sciences’. Similarly, however, we find the terms ‘beliefs’, ‘preferences’ 
and ‘constraints’, or BPC. ‘Desires’ or ‘preferences’ stand for the goals or preferences of an 
actor; ‘beliefs’ stand for the subjective probabilities of action consequences; and ‘opportu-
nities’ or ‘constraints’ are the resources (negatively formulated as restrictions) that are 
available to an acting person. Many decision theories, especially RC theory, implicitly or 
explicitly base their decisions on the three building blocks of preferences, subjective prob-
abilities, and opportunities (restrictions). Occasionally one speaks of ‘DBO theory’, but 
neither DBO nor BPC is a potentially falsifiable theory (Diekmann 2010). They are only 
heuristically inspiring schemes that still need to be developed into a theory.

In the following, we will define RC theory more precisely and treat it as a special case 
of DBO. We will outline the theory, discuss its relationship with the broader approach of 
analytical sociology and address some misunderstandings that repeatedly occur in its 
discussion and application. For example, general textbooks on sociological theory often 
give the impression that RC theory is mainly concerned with utility maximization. This 
is a biased and misleading view. Instead, the theory has an axiomatic foundation. This 
axiomatic foundation provides for rigor and clarity. In accordance with the hypothetico-
deductive method, hypotheses are derived from a mathematical model, or at least derived 
from a set of assumptions that should be stated precisely. Model implications should be 
subjected to strict and controlled empirical tests. For this purpose, a large variety of data 
sources, research designs, and statistical methods are available. The micro-macro link 
and the often-cited non-intended or ‘paradoxical’ consequences of social actions are 
much-debated issues of the RC research program. Thus, with all these elements, RC 
theory is at the core of a more rigorous perspective in sociology (see the chapter by Raub, 
De Graaf & Gërxhani). Furthermore, we will consider applications of RC theory in 
parametric and in strategic situations. The latter are in the domain of game theory, and 
this important topic is often ignored in introductory textbook chapters on RC theory. In 
parametric situations, one actor in a given situation decides without considering the deci-
sions of other actors (Braun & Gautschi 2011). For example, a person using public trans-
port can decide between the action of buying a ticket and the action of dodging the fare. 
In strategic situations, on the other hand, he or she must take the decisions of other actors 
into account. The decisions are interdependent; the consequences of an actor’s decision 
depend on the decisions of other actors (Raub & Buskens 2006). If, for example, a used 
cell phone is auctioned on eBay, the seller wants the goods to be shipped in the condition 
advertised in the listing. However, the seller also has the option of sending goods of infe-
rior quality or to cheat the buyer by not delivering the product. If the seller profits from 
a fraudulent act, the question arises of why a high level of cooperation is nevertheless 
achieved in digital markets.
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The explanation of an action is only one link in the chain, at the end of which is the 
explanation of a macro-phenomenon (Raub et al. 2011). We will address the problem of 
the aggregation of individual actions, the ‘ascent’ from the micro-level to the macro-level, 
by means of examples. The well-known micro-macro scheme put forward by Coleman 
(1984, 1990), the ‘Coleman Boat’, is didactically helpful as an introduction, but by no 
means generally fits all explanation problems. Just like the building blocks of the ‘DBO 
model’, Coleman’s diagram is not a theory, but only a tool to facilitate understanding 
and to inspire the construction of testable theories.

RC theory does not solve all explanatory problems in sociology. There are also prob-
lems in applying it to empirical observations that show the limits of the theory. In par-
ticular, systematic studies revealed contradictions between theory predictions and 
observed behavior for specific decision problems (e.g. Eisenführ et al. 2010; Wakker 
2010). These contradictions, sometimes called ‘anomalies’, are challenges for RC theory 
and stimulate the development of alternative theories. We will conclude with a guide to 
the application of the theory in the final section.

2. RC THEORY

The starting point of RC is a goal-oriented decision between alternatives. There are a 
number of possible actions, the resources of an actor, and his expectations about the 
consequences for all alternative actions. An actor therefore has goals (‘desires’; prefer-
ences), forms expectations about the consequences of the alternative actions (‘beliefs’), 
and has limited resources (‘opportunities’). In this respect, RC theory agrees with the 
DBO scheme.

Now, however, a rule is needed that indicates which of the alternatives is chosen. A 
shortened version of RC theory reads as follows: determine for each alternative i the 
utility values of the consequences j (uij), as well as the corresponding subjective probabil-
ities (pij), and sum the products. This yields the subjective expected value SEUi = ∑uij . pij 
of the alternative i. RC theory then predicts that an actor chooses the alternative for 
which the SEUi is maximum. The problem, however, is that the subjective utility values 
and probabilities are not known. A measurement theory is needed to determine these 
values. Only in combination with a measurement theory can RC lead to potentially fal-
sifiable predictions. Now one can try to assess ‘utilities’ and subjective probabilities on 
rating scales, for example by asking how great the benefit of a sequence of actions might 
be on a scale from zero to ten. The same is done to determine the subjective probabilities. 
However, this measurement is completely ad hoc. The reliability and validity of the meas-
urement is not known and there is no measurement theory to justify this approach. It is 
quite conceivable that the ad hoc procedure may provide accurate explanations for a 
number of applications, but whether the measurements are really valid is in no way 
 guaranteed.

The alternative view of RC is the axiomatic foundation of the theory. This is also the 
original RC theory developed by von Neumann & Morgenstern (1944) and Savage (1954) 
for decisions under risk. This refers to decisions taken in situations where the conse-
quences of actions do not occur with certainty (‘decisions under certainty’), but are only 
expected with probability. According to the theory of von Neumann and Morgenstern 
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(NM theory), these are ‘objective’ probabilities; the extension by Savage also considers 
‘subjective’ probabilities (‘beliefs’). Unfortunately, the original axiomatic basis has 
largely been forgotten in sociology.

NM theory and Savage’s theory are based on a number of axioms about the choice of 
alternatives. These axioms are basic assumptions about individual choice behavior, i.e. 
the pairwise comparison of alternatives. If the axioms are fulfilled, utility values can be 
assigned in such a way that they represent the observable preferences (‘representation 
theorem’). It follows from the validity of the axioms that individuals act as if they had 
chosen the action alternative with the maximum subjectively expected utility (SEU) 
value.

We cannot present the axiomatic basis here in full, but we can explain the principle (see 
Eisenführ et al. 2010; Braun & Gautschi 2011 for details). A central axiom is the transitiv-
ity of preferences. If an event (the consequence of an action) a is preferred to event b, and 
event b is preferred to event c, then event a must also be preferred to event c. The axiom 
of transitivity is a prerequisite for an ordinal measurement of utilities. RC on an ordinal 
basis is already sufficient for decisions under certainty and only requires weak precondi-
tions. However, NM theory goes further. Axioms about the comparison of lotteries 
(event a occurs with probability p) lead, when fulfilled, to a cardinal measurement of 
utilities, i.e. the utility values are unique except for linear transformations (interval scale). 
However, the scale has no absolute zero point. As with the temperature scale in Celsius, 
in axiomatic RC theory, the zero point is arbitrary.

Utility maximization is not assumed in advance, but is a consequence of fulfilling the 
axioms. If persons act consistently in accordance with the axioms of RC, it follows that 
the SEU value is maximized. The keyword is ‘consistency with regard to the axioms’. One 
could therefore also speak of the consistency interpretation of RC theory.

Why is axiomatic RC theory superior to RC theory with ad hoc assumptions? In our 
opinion, first, the central axioms are empirically testable. The assumptions of the theory, 
e.g. the axiom of transitivity, can be examined empirically. Second, RC theory is pre-
cisely defined by the set of axioms to be fulfilled. There are different axiom systems and 
thus different decision theories. For example, only a few axioms, in particular the axiom 
of transitivity, are required to justify ordinal RC theory. For many applications, even in 
strategic situations (e.g. ‘single-shot’ games with pure strategy equilibria), ordinal RC 
theory is sufficient for explanations. The advantage is that it gets along with parsimoni-
ous premises.

Empirical testability of the axioms means that the assumptions of RC are potentially 
falsifiable. Indeed, in certain cases, systematic violations of the axioms can be empirically 
proven. Examples are the ‘Ellsberg Paradox’ and the ‘Allais Paradox’ (see Eisenführ et 
al. 2010; Wakker 2010). These deviations are particularly revealing as they provide infor-
mation about human decision behavior and inspire alternative explanations of decision 
behavior. We cannot go into the details of this interesting area of decision theory here. It 
should be noted, however, that axiomatic RC theory provides valid explanations in 
many, but not all, areas. Axiomatic RC theory has the advantage of being testable and 
potentially falsifiable, but it also has limits to its explanatory power.

A number of misunderstandings can also be resolved using the axiomatic theory. For 
example, utility values are ordinal or – if the NM axioms are fulfilled – unique, except for 
linear transformations (‘interval scaled’). No significance can be attributed to the zero 
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point. Regarding preferences, the classical NM theory, as well as Savage’s extension on 
subjective probabilities, is already a ‘wide’ RC theory.1 At no point is it required for the 
utility values to refer to material or monetary values. Axiomatic RC theory neither pre-
supposes nor implies a homo oeconomicus (for a definition see below). Rationality and 
altruism are not opposites. Even altruistic preferences can be rational, and they are, if the 
consistency criterion is fulfilled. In fact, altruistic rationality has been demonstrated in 
experiments (Andreoni & Miller 2002).

The concept of rationality has repeatedly been criticized. One can do without the term 
without changing even one bit of the descriptive content of the theory. If, however, the 
term is used in an exact scientific manner, an axiomatic theory is essential. ‘Rational 
action’ can only be precisely defined by axioms. It is possible, then, that there are different 
rationalities. If, for example, rationality is defined as ‘actions in accordance with the 
axioms of von Neumann and Morgenstern’, the term is precisely defined. There may be 
more appropriate definitions, but then you have to say which of the axioms you want to 
omit, change or add.

Axiomatic RC theory states that a theoretically based measurement of utility is pos-
sible in principle, and that procedures are available for this purpose. This does not mean, 
however, that in applying the theory measurements are actually taken for each actor. 
Frequently, problems of explaining social behavior will be approached indirectly. 
Assumptions are made about the decision-making situation, and hypotheses are devel-
oped on this basis. Alternatively, assumptions are formalized – i.e. a model is constructed, 
and hypotheses are derived from the model. The theory is then tested indirectly by testing 
the hypotheses derived from the model. The advantage of the model strategy is that, 
depending on the assumptions, new and possibly counterintuitive hypotheses can be 
derived. The model strategy is potentially innovative, may lead to new hypotheses and 
increases the chances of testing the theory.

Let us look at an example. The question arises of why the vast majority of people on 
public transport do not dodge the fare. In a big city, for example, a ticket for a one-way 
trip costs €2.50. The fine for a ride without having a valid ticket is assumed to be €60. 
Every 50th trip is checked on average. The expected value of a ride without a ticket is 
therefore €0.02 × 60 = €1.20 < €2.50. Let us leave aside all-season tickets. Shouldn’t all 
rationally thinking people do without buying a ticket? So, is there a ‘fare-dodger 
paradox’? Not at all, because the fare-dodger hypothesis does not follow from RC theory. 
First of all, the values in the above calculation are the monetary expectation, and not the 
utility expectation. Only if the utility of money depends linearly on the monetary value 
will a simple RC hypothesis predict fare evasion. However, if, as is often assumed, the 
utility is a concave function of money (the increase in ‘wealth’ from €20 to €30 creates a 

1 ‘Wide RC theory’ means that actors maximize subjectively expected utility (SEU), whereby (a) all types 
of goals or preferences are accepted (not different from von Neumann–Morgenstern–Savage theory); (b) utility 
and subjective probabilities are often measured by simple rating scales; and (c) there is no axiomatic foundation 
for the decision theory. It seems sometimes to be overlooked that the classical von Neumann–Morgenstern–
Savage RC theory is already ‘wide’ concerning the admissibility of all kinds of preferences. On the other hand, 
our definition of RC theory is restrictive concerning the assumptions of the decision theory. RC is not a uni-
versal theory, which includes all other decision theories as special cases. We should distinguish between, for 
example, prospect theory, bounded rationality theory, and RC theory. These distinctions are important for a 
more rigid definition of RC in sociological science.
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Rational choice sociology   105

greater increase in utility than from €100 to €110), it follows from this property of the 
utility function that a person is risk averse. Risk aversion, for example, explains why 
people buy insurance. One pays a premium above the monetary expectation to avert a 
larger loss. A possible explanation of the ‘fare-dodging paradox’ is that the ticket pur-
chase may be a kind of insurance premium to avert a larger loss. From the theory, the 
hypothesis follows that people with a concave utility function are less likely to dodge the 
fare than people with a convex utility function (an increase from €20 to €30 increases the 
utility to a lesser degree than an increase from €100 to €110 who (in the technical sense) 
can be classified as risk-takers. It must be added, however, that risk aversion is probably 
not empirically sufficient to explain why most people behave in a lawful manner when 
using public transport. Apart from the fact that further sanctions may follow (entry into 
a register; increased fines for repeated offenders), it is probably also non-economic, social 
reasons that cause many passengers to pay for the ride. Non-economic reasons include 
the embarrassment of being publicly exposed as a fare-dodger, possibly a guilty con-
science about not having paid (‘cognitive dissonance’) or, in a positive sense, the internal-
ized social norm of contributing to the public good of a functioning public transport 
system.

This example already shows that opposing hypotheses can be formulated on the basis 
of RC. The general theory does not automatically lead to a single RC hypothesis. 
Depending on the assumptions, different RC hypotheses can be formulated and tested 
against each other for the same explanatory problem. Therefore, it does not make sense 
to say that an RC hypothesis is superior or inferior to this or that alternative (non-RC) 
hypothesis. The question, then, is which RC hypothesis performs better or worse than the 
alternative theory? The art of formulating theories and hypotheses is to formulate suit-
able assumptions that are central to the explanation problem, to find appropriate meas-
urement procedures for the non-observable variables and to derive hypotheses from these 
that are as informative as possible and stand up to empirical data. General RC theory has 
heuristic potential; the creative act is therefore to construct a specific theory and model. 
We will discuss this topic again in the final section.

3. RC AND ANALYTICAL SOCIOLOGY

RC theory can be considered a special case of analytical sociology. If we consider the 
book Dissecting the Social by Hedström (2005), one of the proponents of analytical soci-
ology, most examples are based on RC considerations. In principle, these are decisions 
‘under risk’, i.e. the subjective probabilities of the consequences of actions are multiplied 
by the utility of the consequences of the action (see also Diekmann 2010). The goal of 
analytical sociology is the explanation of macro-phenomena through the actions of 
actors, i.e. through a micro-theory (see also Manzo’s chapter on analytical sociology). In 
addition, aggregation rules link the results of action (e.g. deviant behavior) with the 
macro-phenomenon (e.g. the crime rate). Analytical sociology follows the paradigm of 
‘methodological individualism’. People act under given conditions (the social, economic 
and institutional context; cultural values; etc.). The aggregation of individual actions 
results in macro-phenomena, which, however, can have a dynamic effect on the condi-
tions of action (see below).
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The core of the analysis is micro-theory. Goals, probability estimates and opportuni-
ties (DBO) are the building blocks for most micro-theories. We can also use the terms 
‘action theory’ or ‘decision theory’ synonymously. Sociologists prefer to speak of ‘theory 
of action’, because ‘goal’, ‘purpose’ and ‘sense’ are connoted with it. ‘Decision theory’ is 
the neutral and technical, interdisciplinary term.

As mentioned in the introduction, RC theory is a variant of decision theory. We have 
also seen that the classical RC theory, according to von Neumann and Morgenstern and 
extended by Savage, does not presuppose any specific preferences. RC and altruism are 
not contradictions when the axioms of rationality are fulfilled. The situation is different 
with the economic fiction of homo oeconomicus. Homo oeconomicus (a) fulfills the 
rationality postulates of RC, and (b) has completely self-interested preferences, which (c) 
refer to material and monetary quantities. Furthermore, homo oeconomicus (d) has the 
capacity to process all available information completely, correctly and without delay. A 
homo oeconomicus achieves the highest grade in every mathematics test.

Besides RC theory, there are numerous other decision theories (the relationship of RC 
to other decision theories is shown in the scheme in Figure 6.1). Some variants are also 
based on axioms, i.e. assumptions about consistent behavior. Other theories are formu-
lated in an ad hoc manner, such as the theory of Ajzen & Fishbein (1980). The weakness 
of the Ajzen-Fishbein theory is that it can be easily applied to all kinds of situations, but 
it does not produce innovative, explanatory hypotheses in practice. One of the most 
elegant and important decision theories is undoubtedly the prospect theory of Tversky 
& Kahneman (1981). The main difference to RC theory is that it introduces a reference 
point, a zero point of the utility function, which has a specific S-shaped curve. The 
Kahneman–Tversky ‘utility function’ (the authors avoid the term and speak of a ‘value 
function’) is convex in the negative range and concave in the positive range. Moreover, 

Figure 6.1 Three circles of rationality. RC and alternative decision theories

I.�Homo�
oeconomicus

I.�Homo�oeconomicus
Selfishness,�material�
interests�(time,�money),�
axioms�of�rationality�
(i.e.�transitive�
preferences�etc.),�
unlimited�capability�of�
information�processing.
II.�Rational�choice:�
consistency�with�
axioms�of�rationality�
(i.e.�transitive�
preferences�etc.).�All�
preferences�including�
altruistic�preferences.
III.�Bounded�rationality
Learning,�framing,�
heuristic�principles,�
adaptive�behavior.

ll.�Rational�Choice
1.�Strategic,�2.�Cardinal,�3.�Ordinal

III.�Bounded�Rationality

III.�Bounded�
     Rationality

I.�Homo�oeconomicus

II.�RCT
1.Strategic
2.Cardinal
3.Ordinal

Decreasing�restrictions�on�
assumptions�of�decision�theory
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the function is steeper in the negative range than in the positive range. This explains, for 
example, why people take greater risks when they lose, while they tend to shy away from 
risks when they win (a detailed description of prospect theory can be found in the book 
by Wakker 2010). It should be emphasized that RC assumptions, in contrast, do not 
know a negative or positive range, since the RC utility function has no zero point. 
Reference dependence (Wakker 2010) is the central difference between prospect theory 
and RC theory. It also allows a specific type of ‘framing’ to be defined more precisely. 
In prospect theory, the loss frame and the gain frame are referred to accordingly. There 
are other framing theories in sociology. In the framing theory according to Esser & 
Kroneberg (2015), the degree of rationality is variable and depends on the specific 
‘frame’ of the situation. Another alternative is the framing theory of Lindenberg (2006). 
Depending on the situation, different goals of an actor become salient. Actors pursue 
hedonistic, profit-oriented (‘gains’) or normative goals, and the respective ‘frames’ 
ensure that one of these goals receives special emphasis (‘salience’). This is not the 
place to juxtapose all micro-theories of social action; we should only make clear that RC 
theory is a very important and prominent theory. It is still applicable in many 
areas today and can certainly provide accurate explanations. Because it is well-founded 
and precise, it is particularly suitable for the construction of models, from which in 
turn hypotheses can be derived and empirically tested. On the other hand, there are 
also  problems of explanation where alternative theories can provide more accurate 
explanations.

4. RC IN SITUATIONS OF STRATEGIC INTERACTIONS

In parametric situations, an actor decides according to his degree of knowledge about the 
situation (a) under certainty (the occurrence of all consequences of an action is known 
with certainty), (b) under risk (the actor has formed subjective probabilities about the 
occurrence of consequences of an action) or (c) under uncertainty (the actor has no knowl-
edge about the probability of the consequences of an action). This tripartite division of 
decisions under conditions of certainty, risk and uncertainty is a standard classification 
in decision theory that goes back to Frank Knight. The domain of applications of classi-
cal axiomatic RC especially fall under areas (a) and (b).

In strategic situations, several actors make decisions with fates that are, so to speak, 
interdependent. Which of the possible consequences of an action occur no longer depends 
on one actor, but also on the actions of the other actors. This is why we also speak of 
strategic interdependence. With the models of game theory, which were also fundamentally 
developed by von Neumann and Morgenstern, RC theory can be extended to apply to 
strategic situations.

In strategic situations, the actors can have completely opposing, antagonistic interests. 
These are then ‘zero-sum games’. On the other hand, their interests may coincide. This is 
the case with pure coordination games. In between lie the more immediately interesting 
‘mixed-motive games’ – games in which the players have partly common, partly conflict-
ing interests. Coordination games are, however, far from being trivial, and they are of 
great interest for the analysis of sociological problems, especially for exploring the 
 emergence of social norms (Young 1998).
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A typical example of strategic interaction is social exchange, traditionally studied in 
sociology and anthropology. Let us consider the various institutions that can be created 
by exchange. RC, in conjunction with game theory, can explain the diversity of institu-
tions very well. Malinowski (1926) reports in Crime and Custom in Savage Society about 
the Trobriand Islands, where fishermen near the coast and farmers residing in villages off 
the coast exchange fish for agricultural products. Each exchange is a time-delayed 
sequence of decisions in which both actors have two options for each action: to cooperate 
or to cheat. The game becomes a game of trust (see also Dasgupta 1988; Snijders 1996; 
Voss 1998; Raub & Buskens 2006; and the chapter by Buskens, Corten & Raub) when 
one actor makes an advance payment: the fisherman, for example, delivers his goods and 
hopes to be compensated accordingly with products from the horticultural sector. Such 
reciprocity norms are widespread; however, the trustor runs the risk of being cheated by 
the trustee’s opportunistic behavior. Malinowski describes how the trading partners do 
not randomly select one exchange partner each who offers the desired goods. Rather, the 
same dyads of exchange partners always form. The exchange is thus repeated among the 
same partners; there is ‘a shadow of the future’. The theory of repeated games, Axelrod’s 
(1984) theory of the ‘evolution of cooperation’, can explain this specific institution of 
exchange described by Malinowski. Assuming a sufficiently high value of the future, i.e. 
future interactions among the same actors, RC theory predicts the development of coop-
eration and the behavior of both actors in accordance with reciprocity norms.

Another case study shows that this is not a matter of course. In Thailand, exchange 
structures have developed in the trade of raw rubber that are different from those that 
have developed in the trade of rice (Siamwalla 1978; Kollock 1994). A producer of raw 
rubber always trades with the same buyer, while in the rice trade new buyer–seller pairs 
form again and again. Why have these unequal traditions developed in trade? The reason 
is the asymmetry of information about the quality of the goods on the raw rubber markets 
at that time. The quality of the product is only recognizable months later; a buyer must 
therefore be able to trust the seller. In the case of repeated trust games, mutual coopera-
tion can develop as a (Nash) equilibrium. In a Nash equilibrium, no actor has an incentive 
to switch to another strategy if all other actors stick to theirs. If the buyer repeatedly acts 
cooperatively, the seller gains no advantage from a scam – on the contrary, the seller 
would lose a customer with whom he or she might trade in future. In the rice market, 
however, an experienced buyer can immediately form an opinion about the quality of the 
goods. Here, it is enough for two strangers to agree on the price. The hypothesis on which 
this explanation is based was tested by Kollock (1994) in an experiment.

In the modern world, a vast number of digital markets have been formed over the last 
two decades and beyond. Anonymous players trade across borders and continents; they 
never meet in person, and in most exchanges a buyer deals once with a seller. How is a 
cooperative exchange without mutual fraud possible in such markets? Whoever knows 
these markets knows the answer. An essential factor is the evaluation or reputation 
system. More precisely, there are two factors: the payment mode and the reputation 
system (Diekmann et al. 2009). The buyer makes an advance payment (a sequential 
Prisoner’s Dilemma of delayed exchange becomes a game of trust). Now the seller is 
protected against opportunism, but not the buyer. However, the buyer can get an idea of 
the trustworthiness of the seller through other customer’s ratings. The seller in turn will 
not cheat in his or her own interest, as long as he or she is interested in further business 
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with other customers. The seller also has an interest in investing in positive ratings, as 
these imply a ‘reputation premium’ (Diekmann et al. 2014). The system works even with 
crypto markets on the ‘dark net’, creating ‘order without law’ (Przepiorka et al. 2017). 
The system is not perfect (there can be ‘fake ratings’; a seller can build up a fake reputa-
tion and then cheat on a larger deal; etc.), but there are precautions against some of its 
shortcomings and, overall, the cooperation rate in digital markets is very high. The type 
of payment method and, above all, the different but basically similar reputation systems 
have emerged as new institutions in digital markets. The emergence of the new institu-
tions can be explained very well by a ‘strategically enriched’ RC theory (e.g. Young 1998). 
Overall, the three examples of different markets show that RC theory can explain the 
emergence of different types of institutions by the specific structural conditions of the 
market in  question.

5. MICRO-MACRO EXPLANATION

The goal of sociology in general is the explanation of social events and processes, i.e. the 
explanation of macro-phenomena. In this context, ‘society’ can be a social group with at 
least two members or it can represent the society of the whole world. Even our analysis 
of the emergence of specific institutions in markets has been aimed at the macro-level. 
Game theory can be used to explain the emergence of social cooperation in digital and 
other markets, i.e. the emergence of a macro-phenomenon.

In the well-known Coleman diagram (Coleman 1984, 1990), (1) macro-variables (the 
social context, institutions, etc.) influence the independent variables of the micro-theory. 
(2) These in turn affect the action an actor chooses. (3) The actions of many actors, ‘many’ 
meaning at least two, are ‘aggregated’ into a macro-effect according to an aggregation 
rule. Esser (1999) calls this (1) the ‘logic of the situation’, (2) the ‘logic of selection’ and 
(3) the ‘logic of aggregation’. At the macro-level, there is accordingly (4) a correlative 
connection between the macro-variables, which are explained by the logic of the situa-
tion, the logic of selection and the aggregation rule. In analytical sociology, one can speak 
of explaining the ‘mechanism’ that generates the macro-relationship. Jackson’s chapter 
on sociology as a population science emphasizes regularities involving macro-variables. 
Examples include educational attainment depending on social class of origin; women’s 
education and fertility in developing countries; or the intergenerational transmission of 
divorce rates. Like analytical sociology and population sociology, RC theory suggests 
explanations for regularities at the macro-level. However, in contrast to this ‘top-down’ 
approach, RC theory also goes ‘bottom-up’ (Raub & Voss 1981), i.e. it starts with micro-
level assumptions and aims at deriving macro-level hypotheses, as well as the non-
intended side effects of individual actions (Merton 1936; Boudon 1982). However, one 
should keep in mind that, in principle, RC theory, analytical sociology and population 
sociology have the same goal: to explain sociological macro-effects and regularities, and 
to provide precise hypotheses that should be put to strict empirical tests.

If individual persons act more or less in isolation, a simple aggregation rule is often 
sufficient. For example, in year x there was a change in the law (a macro-effect) that 
facilitated divorce. Fewer(!) couples than in the previous year ended their marriage in 
court. The sum of the individual acts, i.e. the sum of divorces (divided by the number of 
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marriages), then gives the divorce rate, which fell sharply in year x and then rose again 
afterward. (In Germany, the year x was 1977. After the reform of the marriage law by the 
social-liberal coalition, which came into force on July 1, 1977, the courts had to adapt to 
the new legal situation, resulting in a ‘divorce backlog’.) The aggregation rule here is 
therefore – as with many macro-phenomena – simply the summation of actions or the 
calculation of a rate. The calculation of crime rates, birth rates, accident rates, suicide 
rates, etc. follows this simple logic of aggregation. For some regularities of population 
sociology, simple rules of aggregation are sufficient to explain a macro-phenomenon.

There are, however, other types of explanations that involve either interactions or 
dynamic processes, or both. Sociology is particularly interested in interactions, social 
networks and social diffusion – in other words, the interconnection of actions. Here, aggre-
gation can take on very complex forms. For example, Coleman et al. (1957) examined the 
social diffusion of innovation, the prescription of a new drug, in a network of physicians. 
The more doctors prescribed the drug, the more new doctors were influenced by ‘word-of-
mouth’ propaganda to prescribe the drug as well. (At least this is the theory: more recent 
analyses of the data show that other factors also played a role.) This process can be 
described by a mathematical differential equation, from which the S-shaped logistic curve 
of the cumulative rate of innovators follows as a macro-effect. The macro-effect is gener-
ated by permanent feedback from the macro-level (the proportion of innovative physi-
cians at time t) to the independent variables of the micro-theory. This dynamic fits only 
with difficulty into the scheme of the ‘Coleman boat’. The same applies to RC explanations 
based on principles of local interaction. Local interaction means that permanent changes 
in the micro-domain occur, creating new patterns at the macro-level up to a possible equi-
librium (for examples see Mäs 2018). The segregation model of Schelling (1978) is an 
instructive example of local interactions generating a macro social structure. Type A actors 
change their place of residence if the number of Type B persons in their immediate neigh-
borhood exceeds a threshold. From this assumption of local interaction, in the vast major-
ity of cases (depending on the threshold value and other initial conditions), a dynamic 
follows toward an equilibrium of complete segregation at the macro-level. The Coleman 
boat is a useful didactic scheme to illustrate the different relationships at the micro and 
macro-levels. Of course, it is neither a theory (Coleman did not claim it was) nor does it 
explain any real processes. When some textbooks of sociological theory refer to utility 
maximization and the Coleman boat as RC theory, this is simply misleading.

In strategic interaction, i.e. RC and game theory, the ‘logic of selection’ (the micro-
theory) and the ‘logic of aggregation’ are combined using game theory. The Nash equi-
librium is at the same time the starting point of a decision rule and the aggregation rule. 
The rule does not cause any problems if there is only one equilibrium. However, there are 
often several equilibria, so that additional criteria must be applied. Equilibrium selection 
theories deal with the problem of multiple equilibria (Harsanyi & Selten 1988). Another 
problem is whether people actually use an equilibrium strategy in real situations. For 
example, a significant number of actors in the one-shot Prisoner’s Dilemma decide to 
cooperate, although this is not the equilibrium strategy. However, the consideration of 
social preferences in behavioral game theory (Fehr & Schmidt 1999, Camerer 2003) can 
increase the descriptive, explanatory content of RC in these cases.

Let us take the ‘Volunteer’s Dilemma’ (Diekmann 1985) as an example. One person’s 
life is in danger and several bystanders could provide assistance. A social mechanism then 
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occurs, which Darley & Latané (1968) called ‘diffusion of responsibility’ and tested in 
experiments. One can now go one step further and formalize the theoretical core of the 
diffusion of responsibility ‘abstractly’ using a game theoretical model. In this way, one 
gains further insights into the problem and additionally gains further testing possibilities 
for the hypothesis.

Let us assume the audience is not completely without compassion and is interested in 
helping. The value of the assistance is then a collective good for all n persons involved with 
the benefit U. It is characteristic for the Volunteer’s Dilemma that the collective good can 
already be completely produced by one person. However, there are costs K associated with 
the assistance, whereby we assume that these are lower than U (U > K > 0). ‘Free riders’ 
are now waiting for other, cooperative persons to bear the costs of assistance. If this 
happens, they receive a benefit U, while the cooperative persons only receive U – K. But if 
all the spectators involved rely on at least one other person to be cooperative, the worst 
result is that none of the bystanders help the victim (generally, the collective good is not 
produced). Shown in a decision matrix of game theory, the situation shown in Figure 6.2 
arises.

In this ‘game’ – deadly serious in an aid situation (although there are also less dramatic 
applications; see below) – an actor i has the choice between C (cooperation) and D (defec-
tion or free riding) from a set of n actors. If C is chosen, the actor always receives the 
payoff U – K (the security strategy), whereas if D is chosen, he or she receives U if at least 
one other actor chooses C. Otherwise, all actors are left empty (payoff 0). Using game 
theory, the Nash equilibrium solution can then be derived. If p is the probability of coop-
eration, the following formula is obtained (Diekmann 1985):

 = − −1 1p
K
U

n  

The interaction situation is symmetrical, so the decision rule should also be symmetrical. 
Nash equilibria with asymmetric payoffs – one actor chooses C, all others choose D – are 
out of the question because they cannot be reached without agreement. Only the sym-
metrical Nash equilibrium in mixed strategies (one actor chooses C with probability p and 
D with probability 1 – p) is the rationality solution of the game. Thus, the formula stands 
for a hypothesis derived from the RC model, which makes predictions about the behavior 
in the specific interaction situation.

According to this hypothesis, the probability of cooperation increases with the value 
of the collective good U, decreases with the costs K and also decreases – as claimed by the 
responsibility diffusion hypothesis – with the group size n. Thus, the intuitively formu-
lated hypothesis of responsibility diffusion can be supported by game theory and 

Figure 6.2 Volunteer’s dilemma game

0 1 2 … n – 1
C U – K U – K U – K U – K…
D 0 U U … U

Number�of�other�cooperative�actors

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



112  Handbook of sociological science

substantiated more deeply. Moreover, in game theory experiments, the independent 
variables n, U and K can now be systematically varied. Thus, it is possible to investigate 
the hypothesis of diffusion of responsibility (effect of n) as well as the effects of K and U 
on the probability of cooperation p.

A simple experiment can easily be arranged. In groups of (for example) two, three or 
five people, each person can independently choose alternative A or B. The corresponding 
letter is written on a piece of paper. For A, a person will surely receive 50 points and 
for B, 100 points, provided that at least one person in the group chooses A. Otherwise, 
all B voters receive zero points (U = 100, K = 50). It can be observed that, in larger 
groups, B is chosen far more often. Controlled experiments show that the effect of dif-
fusion of responsibility is very well reproducible in game theory experiments (e.g. 
Franzen 1995).

One advantage of the abstract model, however, is not only that new and rather simple 
experiments can be arranged to test the hypothesis; the hypothesis can also be general-
ized. We have already spoken in general terms of ‘collective good’ and ‘cooperation’. The 
starting point for Darley and Latané – bystanding in emergencies – can be seen as a 
special application within the framework of the more general model. Here are more 
examples of social situations of the Volunteer’s Dilemma type:

● If a person commits a norm violation, e.g. lights a cigarette in a non-smoking com-
partment, it is more often observed that no sanction is imposed. Even if all persons 
harassed by smoking are interested in sanctions (U), this is usually associated with 
costs (K). If everyone waits for another person interested in the ‘public good’ to 
bear the costs, the norm violator remains unmolested (sanction dilemma; see the 
experiment by Przepiorka & Diekmann 2013).

● Several companies are faced with the decision to invest in research efforts (K) or to 
wait for another company to develop a highly costly innovation. This can then be 
imitated by the individual companies (U) after patent rights expire. If all companies 
follow this logic, the research investments are not made (Eger et al. 1992).

Finally, modeling has other advantages. The basic game can be extended by additional 
assumptions or variations of the assumptions and applied to different situations. Thus, 
the introduction of heterogeneity, e.g. the actors have different costs, leads to the asym-
metric Volunteer’s Dilemma (Diekmann 1993; an experiment in Przepiorka & Diekmann 
2013). The assumption of cost reduction in the case of several cooperative actors results 
in the Volunteer’s Dilemma with cost-sharing (Weesie & Franzen 1998). The visibility of 
the reaction of other actors leads to the ‘Volunteer’s Timing Dilemma’ (Weesie 1993). 
These variants make it possible to derive different, empirically testable hypotheses 
regarding the influence of information and the structural features of a situation on the 
degree of cooperative behavior.

The macro-effect is of particular interest. In the case of mixed strategies, a further step 
is required to ascend to the macro-level. The hypothesis about the probability of coop-
eration refers to the individual probability of cooperating. The individual level of coop-
eration decreases with the group size n. With an increasing group size, however, the 
opposite effect occurs: more people are available to produce the collective good. The 
cooperative action of a single person is sufficient for this. The macro-effect, the 
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 probability P for the production of the common good, follows from the individual 
 probability p:

P = 1 – (1– p)n

(1 – p)n is the probability that nobody will cooperate. P is the probability that at least one 
person will help or cooperate. For p, the equilibrium solution can now be used. It can also 
be seen that the aggregation rule in this case is deductive and does not require any addi-
tional empirical assumptions. The macro-effect can be derived from the Nash equilibrium 
without additional assumptions.2

Empirically, it can be shown very well that the individual probability of cooperation 
decreases with the size of the group. However, in most experiments, the cooperation rate 
is slightly higher than the prediction of the equilibrium hypothesis. This also has conse-
quences for the macro-level. The basic model predicts that an increasing group size does 
not fully compensate for the decreasing individual cooperation by diffusion of responsi-
bility. The probability of producing the collective good derived from the model then 
decreases with the group size n. However, the observed cooperation rates do not support 
this hypothesis. Because the cooperation rates are individually higher than the equilib-
rium prediction, the growing number of actors compensates for the decreasing individual 
contributions, or even overcompensates for it. One possibility is that, as in the Prisoner’s 
Dilemma, some actors may have a strong social preference for cooperative behavior, 
which increases the individual level of cooperation. Alternative explanations add an error 
term to the model (Goeree & Holt 2005), or attempt to derive hypotheses from assump-
tions of limited rationality (Tutić 2014).

6. APPLICATIONS OF RC THEORY: A SHORT GUIDELINE

What is the best way to proceed when something has to be explained by RC theory? 
Divorce rates have increased over a period of time; crime rates have decreased; the school 
enrollment rate in a developing country has increased; the satisfaction of employees in a 
company has decreased despite increasing promotion rates; etc. To explain such macro-
events is the task of sociological research.

The first step will be to determine the goals of the actors in a specific action situation. In 
doing so, it is important to narrow down the set of possible actions. Which actions come 
into question in a situation? Step one is thus the determination of one or more action goals. 
For example, a person wants to get from residence A to workplace B on workdays.

2 Whether the Nash equilibrium solves the aggregation problem depends on the characteristics of the situ-
ation under study. For example, in small groups of a large organization, the Nash equilibrium strategies may 
lead to a macro-outcome for small groups. However, there may be a large number of groups in the organiza-
tion. Another step is then necessary to arrive at a macro-outcome at the higher level of the organization. In 
other strategic situations, the Nash-equilibrium strategy is an individual decision rule and, at the same time, 
the combination of strategies (‘the strategy profile’) is the macro-outcome even when the group is large. An 
example is the free rider problem in a large group. There are millions of actors; all or most actors decide for 
the dominant free riding strategy; and the equilibrium result is the absence of cooperation, although all actors 
would otherwise profit.
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Step two is to determine a set of possible actions, for example the alternatives of 
cycling, walking, using public transport or driving. Other alternatives will be ruled out 
from the outset, such as traveling by hot air balloon. A major simplification is therefore 
to limit the number of available action alternatives.

Step three involves determining the restrictions or opportunities for each alternative 
action. If the consequences of an action are uncertain, ‘beliefs’ will play a role. A low-cost 
annual public transport season ticket may not be purchased because of uncertainty about 
a change of job, or possibly a planned move. With uncertainty, the relative price of public 
transport increases compared with other alternatives. It is important to collect the subjec-
tive perception and information of an actor about the situation. Subjective assessments 
of probability are formed by information and experience. In addition, there is informa-
tion about costs, restrictions and the characteristics of alternatives. It is possible that 
many drivers are not even aware of the new, discounted public transport offers for their 
commuting route.

DBO (‘desires, beliefs and opportunities’) (Hedström 2005) is a good heuristic tool in 
situation analysis to trace the building blocks of an explanation, but does not by itself 
provide an explanation or testable hypothesis.

However, the results of an action may also depend on the strategic decisions of other 
actors. Step four would be to examine whether a parametric or a strategic situation exists. 
In the example of the choice of means of transport, there are also strategic aspects (e.g. 
whether a traffic jam occurs when many actors decide to use the car at a certain time), but 
in many applications the simplified treatment of the situation as parametric will suffice.

We have also seen how important the information conditions are in strategic situa-
tions. What does an actor know about the partner or adversary? About the goals of the 
other actors, their resources and (in turn) the knowledge these actors have about their 
‘co-players’? In particular, asymmetric information is a central issue in all trust relation-
ships and exchange actions, as we saw in the section on RC in situations of strategic 
interactions.

For each individual option for an action, specific conditions may exist that promote or 
inhibit this action. The creative act of explanation and theory-building consists to a large 
extent in recognizing these specific characteristics and taking them into account when 
formulating hypotheses. In this context, qualitative research with references to goals, 
situational perception and subjective assessments of inhibiting and promoting factors, for 
example, can support hypothesis formation. When choosing a means of transport, the 
first thing to consider is the cost and time required for each alternative. But what role does 
comfort play in determining a means of transportation? In one of our studies in the city 
of Bern, it was particularly striking that the mere requirement to change public transport 
modes greatly reduced the use of public transport. In addition, waiting times were often 
subjectively overestimated. Perception and objective measurement can differ, with cor-
responding behavioral consequences. At the time of our study, Bern had a ‘radial’ line 
system directed toward the center, with a correspondingly high frequency of changes. The 
expansion of the line system by small city buses in the direction of the structure of a ‘spi-
der’s web’, as it exists today, has presumably greatly increased the attractiveness of public 
transport.

Especially sociologically interesting, however, are the immaterial valuations of alterna-
tives. Despite very cheap offers, certain groups avoid public transport because they 
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associate a specific image with it. While high level government officials and managers of 
large companies can be found in streetcars and on trains in Switzerland, public buses are 
considered a means of transportation for poor people in developing countries. As soon 
as somebody can afford it, they choose their own motorized means of transport. This 
cultural background will possibly also influence migrants. Prestige, social networks and 
respected role models within their own social networks can have a strong influence on 
ratings. In addition, there is another aspect: the design and technology of cars. Today’s 
middle-class cars are virtually a substitute for living rooms and possibly also offices, so 
that time costs are less important. Some drivers may even enjoy escaping domestic 
discord and enjoy the sounds of mobile quadrophony in morning traffic jams. However, 
a major factor is the search for a parking space. A major factor that leads to adopting 
public transportation is the restriction of parking possibilities, while at the same time 
having a good public transportation infrastructure.

This also shows a difference in the application of RC theory in sociology and in eco-
nomics. Although axiomatic RC theory is formally the same in all social sciences, its 
respective application – even to the same explanatory problems – can differ greatly. While 
at least classical economics focuses on easily measurable variables such as prices, quanti-
ties and time, sociologists are much more interested in other factors that make an alterna-
tive course of action more or less attractive. These include social networks (see the 
chapters by Buskens, Corten & Raub and by Steglich & Snijders on stochastic network 
modelling) and the influence of role models (network persons with a high centrality 
rating); prestige ratings; social norms; the cultural environment; and the social context. 
In this respect, one could speak of sociological versus economic RC theory. For some 
time now, however, a convergence toward the consideration of ‘sociological’ variables in 
economic models can be observed in behavioral economics (Camerer 2003).

We have not yet addressed an important point: restrictions versus goals or preferences. 
In step three of an explanation (for which the individual steps do not necessarily have to 
follow one another numerically), the question of whether altered restrictions or opportu-
nities (e.g. changes in income; new technologies; institutional rules) may have affected the 
incentives to choose a specific action should be examined more closely for all actions. A 
typical misconception is to explain changes, and social change in general, prematurely by 
a change of preferences. Here are a few examples. During a visit to the southern Chinese 
city of Xiamen, it was striking that there were older high-rise buildings with exactly seven 
floors in one district of the city. Was it a preference of the architects for the number seven, 
or did it reflect the desire of the residents for some reason? (In American hotels, for 
example, the 13th floor is often ‘missing’.) The solution to the riddle was an institutional 
arrangement: an elevator had to be installed from the seventh floor onward, which would 
have made the building excessively expensive. The construction company optimized 
accordingly in view of this restriction. A well-known textbook example is the ‘Israeli 
oranges’ (e.g. Weise et al. 1991). There are two varieties of oranges, A and B, where A is 
of high quality and B is of lower quality. Given the same income for Israeli and European 
consumers, one would expect that local connoisseurs would tend to choose the better-
quality orange. On the contrary, Europeans, at least following the example, buy higher 
shares of better-quality oranges than Israelis. How can this be explained? Do locals have 
a lower preference for tasty fruit? An explanation by varying restrictions is more convinc-
ing. In Israel, for example, we assume that an orange of good quality costs one shekel 
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(one euro is about four shekels) and an orange of poor quality costs half as much. The 
relative price ‘good’ to ‘bad’ is therefore 2 to 1, but the transport costs and the costs of 
intermediate trade are independent of the quality. Let us assume in the example that these 
costs would be 25 euro cents per unit. The high-quality orange then costs 50 cents in 
Europe, while the orange of poor quality costs 38 cents. The relative price has decreased 
in favor of the better-quality orange. The high-quality variety is relatively cheaper in 
Europe than in the country of origin and is therefore also in demand more frequently, at 
least according to the illustrative example. The preference or goal of consumers to eat the 
best oranges possibly is the same in both countries, but the restrictions are different. This 
explains the different behavior.

When constructing theories and deriving hypotheses, attention should also be paid to 
restrictions for another reason. Restrictions often refer to the ‘hard’, structural charac-
teristics that affect decision making. For goals of social change or policies, restrictions are 
more suitable as a point of attack than preferences, since restrictions are often easier to 
change.

Another aspect has often been neglected in sociological RC explanations: the value of 
the future. In contrast to economic human capital theory, simple RC explanations of 
educational decisions have not taken into account that the costs of education are borne 
in the present, but that returns are only generated in the future. However, future returns 
are usually also subjectively less valuable than current returns. As is well known, one 
speaks of discounting and also of subjective discounting. Those who strongly devalue the 
future (and thus have a high subjective discount rate) are more prone to addictive behav-
ior, will save less, will make energy-saving investments less often and will invest less in 
education, etc. In decisions that are directed toward the future and where a trade-off 
between current investments and future returns must be considered, RC hypotheses must 
make assumptions about the value of the future.

Axelrod’s (1984) RC theory of the evolution of cooperation is based on assumptions 
about the strategic situation of a repeated Prisoner’s Dilemma game. Here, the ‘shadow 
of the future’, as Axelrod puts it succinctly, is key. The value of the future (the discount 
parameter) also plays a key role in Axelrod’s theory of cooperation. The greater the value 
of the future, the more likely it is (under the conditions of the repeated Prisoner’s 
Dilemma) that social cooperation will develop. This hypothesis is not formulated ad hoc, 
but follows from the model of repeated games.

The advantage of formal modelling is particularly evident in analyses of strategic inter-
dependence, but it is also apparent in decisions made in parametric situations. It is not 
only important that assumptions and hypotheses can be formulated precisely in this way. 
The essential point is that RC models, or models based on an alternative micro-theory, 
open up the possibility of deriving hypotheses that can be tested on empirical data. One 
often finds surprising, counterintuitive hypotheses that – if empirically correct – enrich 
our knowledge of social relationships (Ziegler 1972).

One example is Boudon’s (1982) model of the ‘logic of relative frustration’. In a depart-
ment of a company, employees have to decide whether they want to invest (e.g. through 
training) to increase their chances of promotion or whether they would prefer to do 
nothing. Paradoxically, satisfaction may decrease when the promotion rate, i.e. the 
number of open career positions, increases. The reason, according to the Boudon model, 
is that as the number of open positions increases, more people invest than there are 
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positions available. There may be satisfied winners, but there are also dissatisfied losers 
whose investment proves worthless in retrospect. The RC model specifies conditions for 
the quotient of winners and losers to decrease despite an increasing promotion rate, and 
for overall satisfaction in the department to decrease. This is an unexpected and unin-
tended effect. The game theoretical model also explains the macro-relationship between 
the promotion rate and the rate of aggregated satisfaction. However, experimental tests 
show that there are some limitations concerning the rational investment hypothesis 
(Berger & Diekmann 2015).

Nevertheless, RC theory also has limits to its explanatory power in general. The differ-
ence between one-time and repeated decision situations is of great importance, and not 
only in game theory models. Whether a person repeatedly makes a decision in the same 
situation (an example is the commuter’s choice of modes of transport) or is confronted 
with new situations makes a difference, even in non-strategic decisions. In new situations, 
there is more uncertainty, and less information is available; many actors will therefore tend 
to behave adaptively or ‘myopically’, collecting information little by little and by no means 
making a ‘rational’ decision from the outset. Such adaptive processes can be described by 
alternative micro-theories of bounded rationality (Gigerenzer & Todd 1999).

RC theories have great potential in sociology and the social sciences in general. 
However, RC is not a universal algorithm that automatically generates explanations for 
each area. Rather, RC theory is a ‘toolbox’ that provides versatile tools for the construc-
tion of theories and models. One can also speak of heuristic potential, since RC theory 
inspires the development of ‘medium-range’ theories for a specific area. For example, 
there is no one RC theory to explain crime, demographic trends or other macro-events. 
Depending on the assumptions, RC theories will differ and compete with each other. 
Which of the different RC theories will gain the upper hand can only be decided by 
empirical testing.
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SELECTED FIELDS

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



121

7. Cultural capital and educational inequality:
an assessment of the state of the art*

Mads Meier Jæger

1. INTRODUCTION

Research into the sociology of education has paid considerable attention to how family 
background affects children’s educational outcomes and inequality. Among the many 
different aspects of family background addressed in this literature, families’ cultural 
resources – or their cultural ‘capital’ – have received a lot of attention. Empirical research 
has consistently found that indicators of cultural capital, for example the frequency of 
attending cultural activities, reading behaviors, and number of books in the home cor-
relate positively with indicators of children’s educational outcomes (Davies & Rizk 2017; 
Farkas 2018; Jæger & Breen 2016). To explain this empirical regularity, research often 
draws on Pierre Bourdieu’s theory of cultural reproduction because it provides a compre-
hensive account of how cultural capital enhances educational outcomes and inequality 
(Bourdieu 1977, 1986, 1993; Bourdieu & Passeron 1990).

Although Bourdieu’s theory of cultural reproduction, and his concept of cultural 
capital, have been enormously influential in the sociology of education, they have also 
been subject to intense criticism. From a theoretical perspective, Bourdieu’s key concepts 
have been criticized for being ill defined and vague (Lamont & Lareau 1988). From an 
empirical perspective, critics have argued that although indicators of cultural capital cor-
relate with educational outcomes, they do not – as hypothesized – explain socioeconomic 
gradients in children’s educational outcomes (Kingston 2001). Together, these criticisms 
have led some to question the usefulness of Bourdieu’s theory for empirical research 
(Sullivan 2002). Despite these criticisms, Bourdieu’s theory of cultural reproduction, and 
his concept of cultural capital, remain popular in the sociology of education and, I would 
argue, a ‘textbook explanation’ of educational inequality.

My ambition in this chapter is to reassess Bourdieu’s theory of cultural reproduction, 
and his concept of cultural capital, from the perspective of rigorous sociology. This ambi-
tion entails that I assess his theory, and the empirical literature that draws on it, based on 
its conceptual clarity, methodological rigor, and overall strength of empirical evidence. 
Although others have proposed ideas similar to Bourdieu (e.g., Bernstein 1961), I focus 
on Bourdieu because his theory has had the biggest impact in the sociology of education. 
My ambition in this chapter is not deconstructive: In addition to highlighting limitations 
in Bourdieu and the state of the art, I also address research that has attempted to clarify 
and redefine Bourdieu’s theoretical arguments and make his ideas empirically testable. I 
organize the chapter around three claims.

Cultural capital and educational inequality

* K. Gërxhani, N.D. de Graaf and W. Raub (eds) (2022), Handbook of Sociological Science: Contributions 
to Rigorous Sociology, Cheltenham, UK and Northampton, MA, USA: Edward Elgar Publishing. ISBN: 978 
1 78990 942 5; http://dx.doi.org/10.4337/9781789909432.
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My first claim, also made by others (Kingston 2001; Lamont & Lareau 1988; Van de 
Werfhorst 2010), is that there is a fundamental lack of clarity with regard to key concepts 
and mechanisms in Bourdieu’s writings. This situation has led to a mushrooming of 
alternative interpretations of what cultural capital is and how it operates, for example 
focusing on concerted cultivation (Lareau 2011), cultural resources (Xu & Hampden-
Thompson 2012), cultural mobility (DiMaggio 1982), and scholarly culture (Evans et al. 
2014). Rather than rectifying the original source, these literatures have used parts of 
Bourdieu’s theory and moved in different directions. This means that Bourdieu’s original 
concepts remain unclear, which is unfortunate since there is widespread belief in the soci-
ology of education that Bourdieu’s arguments are sound. To address this shortcoming, I 
discuss research that has sought to clarify Bourdieu’s ideas. For example, I discuss 
research that distinguishes the active investments parents make in transmitting their cul-
tural capital to children from the passive transmission of cultural capital that happens due 
to children’s unintended exposure to parents’ cultural capital (Van Hek & Kraaykamp 
2015). I also discuss research that draws on rational choice theory (see Diekmann’s 
chapter in this Handbook) and formal modelling to describe the process through which 
children accumulate cultural capital throughout childhood (Jæger & Breen 2016).

My second claim is that the lack of clarity with regard to key theoretical concepts and 
mechanisms has led to a lack of consensus on how we should measure them empirically. 
In particular, there is no consensus on how we should measure the key concept of cultural 
capital: does it pertain to an individual’s familiarity with ‘highbrow’ culture, reading 
tastes, language skills or bodily expressions? Moreover, how do we measure cultural 
capital, i.e., the forms of culture that operate as social assets rather than just expressions 
of individual tastes? The lack of attention to measurement means that, instead of develop-
ing measures with credible face and construct validity, empirical research has used indica-
tors of cultural capital that are not clearly linked to theory. To illustrate one possible 
approach to measuring cultural capital (as opposed to individual cultural tastes), I discuss 
new survey data in which I asked respondents to assess the prestige of different cultural 
activities (e.g., going to the opera or to a stand-up comedy show). The idea in this 
approach is to measure the potential value as capital of different cultural activities. As I 
report, cultural activities differ considerably with regard to subjective prestige, which 
suggests that they have different value as cultural capital (Warde & Gayo-Cal 2009).

My third claim, which follows from the first two, is that our cumulative knowledge of 
what cultural capital is and how it operates is more limited than is commonly assumed. 
This is unfortunate for a theory that many consider a textbook explanation of inequality. 
An additional problem is that although most research finds indicators of cultural capital 
to correlate positively with educational outcomes, it remains unclear if this correlation 
reflects a causal relationship. The reason why is that most research relies on cross- 
sectional data and methods, which makes it vulnerable to bias from omitted variable and 
reverse causality (see Breen’s chapter on causal inference and Gangl’s chapter on longi-
tudinal designs). For example, research shows that families that possess high amounts of 
cultural capital also possess other economic and social resources that enhance children’s 
educational outcomes. Our inability to control adequately for these resources, and our 
inability to allocate cultural capital via a controlled experiment (see the chapter by 
Gërxhani & Miller on experimental sociology), means that existing estimates of the causal 
effect of cultural capital on educational outcomes are likely to be inaccurate. Some studies 
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have used panel data or data with information on siblings or twins to control for omitted 
variables (e.g., Breinholt & Jæger 2020; Gaddis 2013; Jæger 2011; Jæger & Møllegaard 
2017). This research suggests cultural capital has a positive effect on educational 
 outcomes, but also that this effect is smaller than previously assumed.

Although my assessment of the current state of the art is not positive, I maintain that 
the concept of cultural capital, stripped of some of its ‘legacy content’, has something to 
offer to the sociology of education. I argue that we might use the concept of cultural capital 
to capture a set of non-cognitive skills (a) distributed unequally in the population, (b) 
transmitted from parents to children, (c) having a positive effect on educational outcomes, 
and (d) enhancing inequality. However, in line with core features of rigorous sociology as 
introduced in the chapter by Raub, De Graaf & Gërxhani, to make cultural capital a rel-
evant sociological explanation, we need to improve conceptual clarity, derive testable 
hypotheses, and use research designs that enable credible causal interpretations. I expand 
on these arguments in the sections that follow. I begin by presenting a minimal definition 
of cultural capital and the mechanisms through which Bourdieu argues that it affects edu-
cational outcomes and inequality. I label this model ‘Bourdieu classic’ (see Figure 7.1). I 
then discuss research, including some of my own, that has attempted to clarify and extend 
Bourdieu’s ideas within a framework I label ‘Bourdieu modern’. Next, I discuss the 
empirical state-of-the-art, focusing on what we know about intergenerational transmis-
sion of cultural capital, conversion of cultural capital in the educational system, and the 
role of cultural capital in shaping educational inequality. I end by discussing ways in which 
we might use the concept of cultural capital, or something like it, to capture a set of non-
cognitive skills that, if possessed, enhance educational outcomes and inequality.

2.  WHAT IS CULTURAL CAPITAL AND HOW DOES IT 
OPERATE?

Interpreters of Bourdieu have scrutinized his texts, written over decades, and most agree 
that he does not offer a clear and consistent definition of what cultural capital is and how 
it operates (Davies & Rizk 2017; Farkas 2018; Kingston 2001; Lamont & Lareau 1988; 
Lareau & Weininger 2004; Van de Werfhorst 2010). For this reason, it does not make 
sense to treat Bourdieu’s original texts as ‘canonical’ and to use quotations as authorita-
tive accounts of key concepts and mechanisms. Instead, I rely on interpretations of 
Bourdieu and, when appropriate, use illustrative (rather than authoritative) quotations 
from his original texts.

Despite the lack of clarity in Bourdieu’s original texts, most interpreters agree that 

Figure 7.1 Summary of ‘Bourdieu classic’

Child’s cultural
capital

Educational
outcomes

Parents’ cultural
capital

(a) (b)

Educational system

Socioeconomic
position

(c)

Socioeconomic position
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cultural capital refers to familiarity with high-status culture and the ability to convert this 
familiarity into other types of privilege. Cultural capital comes in three forms: embodied 
(e.g., taste and behavior), institutionalized (e.g., educational credentials) and objectified 
(e.g., works of art). Moreover, what counts as legitimate culture originates in the tastes 
and behaviors of those in advantaged socioeconomic positions, who are able to impose 
their tastes and behaviors as legitimate, prestigious, and desirable. Moreover, individuals 
who possess more cultural capital tend also to possess more economic capital (income, 
wealth, property, etc.) and social capital (gainful social connections).

How does cultural capital operate? Figure 7.1 summarizes the basic mechanisms in the 
model I label ‘Bourdieu classic’. For convenience, I assume that cultural capital is one-
dimensional and that its value as a form of capital remains constant over time.1 ‘Bourdieu 
classic’ postulates three mechanisms through which cultural capital acts to enhance ine-
quality. All of these mechanisms must operate in conjunction for cultural capital to work. 
First, parents must transmit their cultural capital to children. I label this mechanism a in 
the figure. Second, children must convert their embodied cultural capital into institution-
alized cultural capital, for example higher academic achievement, final attainment, or 
credentials from elite educational institutions (Arrow b). Third, children must convert 
their institutionalized cultural capital into a higher socioeconomic position (Arrow c), 
thereby completing the process of social reproduction.

2.1 Intergenerational Transmission of Cultural Capital

The first necessary condition in ‘Bourdieu classic’ is that parents transmit cultural capital 
to children. Bourdieu does not describe how this process takes place. Moreover, he does 
not make it clear if parents make deliberate cost-benefit calculations when attempting to 
transmit their cultural capital to children or if intergenerational transmission happens 
unconsciously. Research documents positive correlations between indicators of parents 
and children’s cultural capital, for example their participation in ‘highbrow’ cultural 
activities (Kraaykamp & Van Eijck 2010; Van Eijck 1997), reading and television habits 
(Notten et al. 2012), music preferences (Ter Bogt et al. 2011; Willekens & Lievens 2014), 
and other lifestyle characteristics (Nagel & Lemel 2019; Yaish & Katz-Gerro 2012). 
Although consistent with ‘Bourdieu classic’, these correlations do not tell us if intergen-
erational transmission of cultural capital is the result of parents’ active investments in 
transmitting their cultural capital or children’s passive exposure to cultural capital.2 One 
study that has addressed this limitation is Van Hek & Kraaykamp (2015), who distinguish 
between parents actively guiding their children’s cultural behaviors and passively setting 
‘good’ examples of cultural practices children can follow. They show that indicators of 

1 A literature exists which addresses ‘emerging’ forms of cultural capital and how the legitimacy of differ-
ent cultural activities, genres, and objects changes over time (Bellavance 2008; Friedman & Reeves 2020; Prieur 
& Savage 2013).

2 An even more fundamental question is whether intergenerational transmission of cultural capital is 
mainly due to genetic or environmental factors (see the chapter by Mills on sociogenomics). Research on 
cultural capital generally assumes that family environments explain intergenerational transmission of cultural 
capital. As part of an ongoing project, I have collected data on monozygotic and dizygotic twins’ cultural tastes 
and behaviors. Preliminary results suggest that shared genetic factors account for a large share of the total 
variance in cultural tastes and behaviors. These findings challenge the usual assumption that intergenerational 
transmission of cultural capital predominantly originates in family environments.
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parents’ active guidance correlate more strongly with children’s cultural behaviors than 
indicators of parents’ own behaviors (proxies for ‘good’ examples). One important 
takeaway from this research is that active investments appear to be more important than 
passive exposure.

I have addressed the same issue in a formal model that describes the processes through 
which parents transmit cultural capital to children (Jæger & Breen 2016). I think of this 
model as an attempt at developing a ‘Bourdieu modern’ approach that uses the principles 
of rigorous sociology to explicate and formalize ideas in ‘Bourdieu classic’. This model, 
which draws on related work in economics (Bisin & Verdier 2011; Cunha & Heckman 
2008), treats childhood as consisting of T periods (with t0 being birth) in which parents 
transmit some of their cultural capital to children. Similar to van Hek & Kraaykamp 
(2015), Jæger & Breen (2016) argue that intergenerational transmission of cultural capital 
in each period depends on parents’ efforts at actively transmitting cultural capital to 
children and on children’s passive exposure to cultural capital in the home. We test this 
idea using panel data from the US and find that parents’ active investments in children’s 
cultural capital (proxied by, for example, how often parents take the child to a museum), 
and their passive cultural capital (proxied by, for example, whether parents subscribe to 
a daily newspaper), both have independent, positive effects on children’s cultural capital. 
These results, along with those of van Hek & Kraaykamp (2015), suggest that we should 
distinguish between active investments and passive exposure. Moreover, our model 
hypothesizes that children’s stock of cultural capital in period t has a positive effect on 
their stock in period t+1, capturing that, like money in the bank, an early stock of cultural 
capital accrues interest over time. We motivate this argument from evidence that early 
endowments of skills (cognitive and non-cognitive) leads to a greater accumulation of 
these skills over time (Cunha & Heckman 2008). We test this idea and find that children’s 
cultural capital in period t has a positive effect on their cultural capital in period t+1.

How do parents decide how much of their cultural capital to invest in children? 
Bourdieu does not explain (if or) how parents’ beliefs about the costs and benefits of 
investing in cultural capital influence their behaviors. To address this theoretical gap, our 
model treats parents as ‘utility maximizers’ who, in light of their beliefs about the future 
returns to investing in children’s cultural capital, attempt to transmit as much as possible 
of their cultural capital to children (see Diekmann’s chapter).3 This approach is unusual 
in the sociology of education, but we argue that it provides a useful starting point for 
thinking about intergenerational transmission of cultural capital. Our model hypothe-
sizes that parents weigh the benefits of investing in cultural capital against the costs of 
these investments (direct costs such as time and money, and indirect costs such as not 
being able to make other investments in the same period). We provide a crude test of this 
idea and find that parents’ active investments in their children’s cultural capital in period 
t depends on the child’s academic performance (measured by a test score) in period t–1. 
In other words, if the child performed better than expected (relative to its average perfor-
mance) in period t–1, parents provide higher investments in period t. Conversely, if the 
child performed worse than expected in period t–1, parents provide lower investments in 
period t. These results are consistent with the idea that, rather than unconsciously 

3 In the model, we do not explain where parents’ beliefs come from. Differences in parents’ beliefs might 
arise from, for example family background, institutions (such as schools), and personal experience. 
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reproducing behaviors passed down from their own parents, parents use information on 
the outcomes of past investments to inform current investments. An important limitation 
in our model is that it does not address if other actors, in particular children and teachers, 
also act as utility maximizers. This would seem like a reasonable assumption in light of 
Bourdieu’s view of society is a ‘social battleground’. In future research, we would like to 
use the framework of utility maximization to address how children, in addition to 
parents, use cultural capital to enhance their relative position within a competitive 
schooling environment and how teachers decide on how to allocate resources based on 
students’ displays of cultural capital. Research on decision-making processes (Bruch & 
Feinberg 2017) and social interactions (Durlauf & Ioannides 2010) might provide a useful 
starting point for this research.

2.2 Converting Cultural Capital into Educational Outcomes

The second necessary condition in ‘Bourdieu classic’ is that, once acquired from parents, 
children must convert their cultural capital into favorable educational outcomes in the 
educational system (illustrated by Arrow b in the figure). According to Bourdieu, the 
educational system valorizes cultural capital, with teachers and other institutional gate-
keepers ascribing positive qualities such as academic brilliance onto those that possess it 
(Bourdieu 1977; Bourdieu & Passeron 1990). This is unfair because, rather than reflecting 
real skills, cultural capital simply reflects the arbitrary cultural tastes of those who hold 
power.

What counts as cultural capital? There is little evidence on this topic because most 
research accepts Bourdieu’s assumption that cultural objects, genres, and activities map 
onto a cultural hierarchy that distinguishes highbrow (i.e., legitimate and high-status) 
and lowbrow (i.e., illegitimate and low-status) forms of culture. To address the idea that 
forms of culture have different value, I collected new survey data in Denmark in which I 
asked respondents to rate the prestige of 12 cultural activities on a scale from 1–5 (with 
higher values indicating higher prestige). Although the number of cultural activities I 
include is low, the idea is to assess if cultural activities often considered highbrow (and 
thus more valuable as cultural capital) or lowbrow (and thus less valuable) differ system-
atically with regard to popular prestige. Table 7.1 summarizes mean prestige for the 12 
cultural activities included in my data.

The table shows that respondents rate activities often considered highbrow (e.g., opera, 
ballet, and classical concert) to have the highest overall prestige. Moreover, they rate 
activities often considered lowbrow (e.g., going to a flea market, amusement park, or to 
a movie at the cinema) to have the lowest prestige. Some activities, for example going to 
a museum, the theater, and a musical, are located between these extremes, suggesting a 
‘middlebrow’ position. The difference in mean ratings when comparing the highest 
(opera) and lowest (flea market) prestige rating is around three standard deviations, 
which suggests that there is considerable empirical variation in popular perceptions of the 
prestige of different cultural activities. Although illustrative, these findings suggest that 
cultural activities have different value in terms of their prestige and legitimacy.

I now return to the question of how children convert embodied cultural capital into 
institutionalized cultural capital. In ‘Bourdieu classic’, teachers and other gatekeepers 
play a crucial role because they are the institutional catalysts through which children 
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convert cultural capital into educational outcomes. Without them, cultural capital has no 
value. Three literatures, each with a different focus, have analyzed how children convert 
cultural capital into educational outcomes.

The first literature estimates associations between indicators of children’s cultural 
capital and indicators of their educational outcomes (typically grades and test scores). 
This literature typically finds positive associations between cultural capital and educa-
tional outcomes, which are then interpreted as arising from institutionalized bias in favor 
of cultural capital (for a review, see Jæger & Breen 2016). This literature is uninformative 
about how children convert cultural capital into educational outcomes because it does 
not address teachers.

The second literature tests directly Bourdieu’s argument that children’s display of 
embodied cultural capital biases teachers. This literature estimates associations between 
indicators of children’s cultural capital and indicators of teachers’ perceptions of chil-
dren’s academic skills. As most studies in this literature also include an observed measure 
of children’s academic skills, the idea is to compare children who have the same observed 
skills but different amounts of cultural capital. Results from this literature are inconclu-
sive, with some studies finding a positive association between children’s cultural capital 
and teacher perceptions (Dumais 2006; Farkas et al. 1990; Roscigno & Ainsworth-
Darnell 1999) and others finding no association (Bodovski & Farkas, 2008; Takei et al. 
1998; Wildhagen 2009). As almost all research uses cross-sectional data, bias from 
omitted variables might help to explain the lack of clear results. A few studies have 
addressed bias from omitted variables. In Breinholt & Jæger (2020), my co-author and I 
use three-wave panel data from the US and find that, net of individual fixed effects and 
observed indicators of children’s academic skills, children’s cultural capital has no effect 
on teachers’ perceptions of children’s skills in English and math. In Jæger & Møllegaard 
(2017), my co-author and I use data on monozygotic (MZ) twins from Denmark to 
compare the effect of cultural capital on respectively teacher-awarded and exam grades in 

Table 7.1 Mean prestige ratings

Cultural activity Mean

Opera 4.35
Ballet/dance show 4.06
Classical concert 4.02
Art museum 3.60
Play (theater) 3.19
Musical 3.02
Rock or pop concert 2.06
Stand-up comedy show 1.94
Amusement park 1.80
Movie at the cinema 1.78
Techno, dance, hip-hop or rap concert 1.65
Flea market or cattle show 1.48

Note: N = 2,760 (the dataset, which was collected in 2019, is comprised of Danish same-sex twins born in 
the cohorts 1985–2000 and their non-twin siblings). All means in the table are statistically significantly 
different at p < 0.05 except those marked in italics.
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the same topics (Danish, math, English and science). We argue that teacher-awarded 
grades are more prone to bias from cultural capital because children expose teachers to 
cultural capital throughout the school year, while anonymous assessors who never meet 
the child (along with teachers) award exam grades. Net of MZ twin fixed effects, we find 
no evidence that cultural capital has a stronger effect on teacher-awarded grades than on 
exam grades. Overall, the literature provides little support for the assumption in 
‘Bourdieu classic’ that teacher bias is the mechanism through which children convert 
cultural capital into educational outcomes.

The third literature analyzes institutional variation in the ways in which family back-
ground (of which cultural capital is a key component) affects educational outcomes. 
Although this literature does not address cultural capital directly, it is relevant because 
we may use it to form hypotheses of how cultural capital might operate in different edu-
cational systems (Andersen & Jæger 2015; Esser & Seuring 2020; Van de Werfhorst & 
Mijs 2010). In particular, in educational systems with early tracking (such as Germany) 
cultural capital might be more important in affecting teachers’ recommendations of 
which track children should be admitted to (e.g., academic vs. vocational) than in affect-
ing teachers’ perceptions of children’s skills (Geven et al. 2018). On the other hand, in 
comprehensive educational systems (such as the US) cultural capital might be more 
important in molding teachers’ perceptions of children throughout the school year to 
maximize teacher bias and inputs, which in turn enhance children’s educational perfor-
mance (grades, test scores etc.). These hypotheses are purely speculative, and we need 
carefully designed comparative research to determine if cultural capital operates differ-
ently across educational systems.

2.3 Cultural Capital and Inequality

The third necessary condition in ‘Bourdieu classic’ is that institutionalized cultural 
capital, in the form of educational degrees and credentials, leads to a higher socioeco-
nomic position (as measured by, for example, higher income, wealth, or social class posi-
tion). I illustrate this idea by Arrow c in Figure 7.1. The mechanics in ‘Bourdieu classic’ 
are simple: those with more cultural capital achieve more education, and those with more 
education reach a higher socioeconomic position. In this model, cultural capital does not 
have a direct impact on socioeconomic position; instead, its impact runs exclusively via 
education (as shown in the figure). What do we know about the empirical credibility of 
this model? A vast literature in labor economics finds that education has a direct, positive 
effect on labor market outcomes such as wages and income (Card 1999; Heckman et al. 
2018). Unfortunately, we cannot use this finding to infer that cultural capital (via educa-
tion) leads to a higher socioeconomic position. The reason why is that a positive effect of 
education on labor market outcomes might arise from many other determinants of edu-
cation than cultural capital (e.g., cognitive skills, experience, and social networks). To 
demonstrate that cultural capital matters, we would need to isolate variation in educa-
tional outcomes that is attributable to cultural capital and show that this variation affects 
socioeconomic position. One possible way of addressing this idea would be to use a 
natural experiment (say, a policy or regime change) that allocates cultural capital ran-
domly to individuals or families (Fishman & Lizardo 2013; Nagel et al. 2010). Combined 
with instrumental variable methods, we might then use the exogenous variation induced 

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



Cultural capital and educational inequality   129

by the natural experiment to (a) estimate the effect of cultural capital on educational 
outcomes, (b) estimate the effect of education and socioeconomic position (see Chapter 
15 on causal inference), and (c) calculate the indirect effect of cultural capital on socio-
economic position that operates via education. I am not aware of any research that has 
used this type of approach.

Overall, we do not know much about the role of cultural capital in shaping inequality. 
This is unfortunately because explaining inequality is a key motivation behind ‘Bourdieu 
classic’. From the perspective of rigorous sociology, we also want to link cultural capital 
at the micro level (i.e., parents’ investments and children’s conversion of cultural capital) 
to its impacts at the macro level (i.e., aggregate patterns of inequality; see the chapter by 
Raub, De Graaf & Gërxhani). Existing research has linked cultural capital and inequality 
in two ways.

The first approach builds on Bourdieu’s (1984) finding in Distinction that those in 
advantaged socioeconomic positions exhibit highbrow cultural (high-capital) lifestyles, 
while those in disadvantaged positions exhibit lowbrow (low-capital) lifestyles. This 
empirical association, along with the positive correlation in cultural capital between 
parents and children, lead to the intuitive (but empirically unfounded) conclusion that 
inequality in the distribution of cultural capital explains inequality in the distribution of 
socioeconomic position (i.e., high socioeconomic position [parents] → high cultural 
capital [parents] → high cultural capital [children] → high education/socioeconomic 
position [children]).

The second approach uses regression methods to estimate the extent to which empirical 
indicators of cultural capital mediate the observed socioeconomic gradient in educational 
outcomes (for a review, see Jæger & Breen 2016). Drawing on mediation analysis, the idea 
is to assess the extent to which cultural capital explains the socioeconomic gradient in 
educational outcomes. Results from this research suggest that cultural capital mediates 
only a minor share of the socioeconomic gradient in educational outcomes, as judged by 
the reduction in the association between socioeconomic position and children’s educa-
tional outcomes (or change in R2) from including indicators of cultural capital.

One possible takeaway from existing research is that cultural capital does not matter 
much for educational inequality. However, this conclusion might be premature in light 
of the dearth of research that directly addresses inequality. In Jæger & Karlson (2018), 
my co-author and I use a counterfactual approach and ask what would happen to edu-
cational inequality if we change the distribution of cultural capital in the population and 
the propensity for parents in different socioeconomic groups to provide different cultural 
capital inputs to their children. We use data from the US to estimate the baseline socio-
economic gradient in children’s educational outcomes, as measured by the difference in 
the average years of completed schooling for children whose parents belong to a high or 
a low socioeconomic group, respectively. We estimate the baseline gradient to be around 
1.3 years of schooling. We then analyze how this gradient would change if we hypo-
thetically changed the cultural capital inputs that parents in each socioeconomic group 
provide to their children. For example, we analyze what would happen if a higher share 
of parents in the low socioeconomic group adopted the (higher) cultural capital inputs 
we observe in the high socioeconomic group (and vice versa). We think of this counter-
factual approach as emulating interventions or policies that redistribute cultural capital 
inputs in the population. Our counterfactual analyses show that the baseline gradient in 
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children’s educational outcomes would decrease if we increase the share of parents in the 
low socioeconomic group that provides the higher inputs we observe in the high socio-
economic group (a scenario we label ‘Equalization from below’). Specifically, we esti-
mate that the socioeconomic gradient would decrease by 16 percent if we increase the 
share of parents in the low socioeconomic group that provide high cultural capital inputs 
by ten percentage points. Interestingly, we do not observe the same equalizing effect if, 
instead of increasing cultural capital inputs in the low socioeconomic group, we decrease 
inputs in the high socioeconomic group (we label this scenario ‘Equalization from 
above’). In this scenario, a reduction in the share of parents in the high socioeconomic 
group that provides high cultural capital inputs by ten percentage points would lead to 
a reduction in the baseline socioeconomic gradient of only 4 percent. We speculate that 
the asymmetry in the equalizing effect is due to parents in the high socioeconomic group 
possessing other resources (for example, economic or social capital) that enable them to 
compensate for lower cultural capital inputs. Although speculative in many regards, our 
counterfactual analysis suggests that the unequal distribution of cultural capital in the 
population, and the unequal propensity for parents to use it, might shape aggregate 
inequality.

3. WHERE DO WE GO FROM HERE?

I end the chapter by discussing how research in the sociology of education that draws on 
Bourdieu’s concept of cultural capital might proceed. ‘Bourdieu classic’ assumes that 
parents transmit cultural capital to children, children convert cultural capital into educa-
tional outcomes, and children convert educational outcomes into a favorable socioeco-
nomic position. As I have argued throughout this chapter, each mechanism lacks 
theoretical clarity and, in many cases, empirical support. How should we assess the 
overall state of the art? I address this question from the perspective of sociological science 
and public policy.

3.1 Scientific Perspectives

Although ‘Bourdieu classic’ is an underperforming explanation, we do know a few things 
from existing research. First, we know that children acquire cultural tastes and behaviors 
from their parents and that these tastes and behaviors have different value as cultural 
capital. Second, we know that teachers do not perceive children who possess more cul-
tural capital to be more academically gifted than those who possess less cultural capital. 
Third, we know that cultural capital (as measured by, for example, indicators of cultural 
activities, reading, and extracurricular activities) has a positive effect on a wide variety of 
educational outcomes (Gaddis 2013; Jæger 2011; Jæger & Breen 2016; Jæger & 
Møllegaard 2017). How can we use these findings to infer about the role of cultural capital 
in explaining educational outcomes and inequality?

Instead of thinking about cultural capital as a false signal of academic brilliance, as in 
‘Bourdieu classic’, it might be more useful to think about it as a real (as opposed to sym-
bolic) asset. From this perspective, cultural capital comprises a set of non-cognitive skills, 
with non-cognitive skills defined as ‘patterns of thought, feeling and behavior’ (Almlund 
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et al. 2011; Borghans et al. 2008, p. 974). In this perspective, children’s cultural capital 
manifests in, for example, creativity, academic confidence, and persistence. These skills 
are different from, but most likely positively correlated with, ‘traditional’ cognitive skills 
(e.g., processing capacity, working memory, and reasoning), and they also provide dis-
tinct advantages in the educational system. For example, research shows that, compared 
with children from disadvantaged families, children from advantaged families are more 
confident and better able to command attention and negotiate advantages in the class-
room, which leads to more teacher inputs and better learning opportunities (Calarco 
2014, 2018; Lareau 2011). In Jæger & Møllegaard (2017), my co-author and I find that 
while indicators of cultural capital are mostly unrelated to children’s academic achieve-
ment in Denmark, they do have a positive effect on the likelihood of pursuing secondary 
education (the college-bound track in Danish secondary education). If we think about 
cultural capital as one (among several) set(s) of non-cognitive skills – instead of thinking 
about them as something special (as in ‘Bourdieu classic’) – we might expand the reper-
toire of how we can use the concept of cultural capital. As I argue in the introduction, we 
might treat cultural capital as a set of non-cognitive skills unequally distributed in the 
population, transmitted from parents to children, having a positive effect on educational 
outcomes, and enhancing inequality. This approach does not hinge on the assumption of 
a ‘rigged’ educational system, and the measurement of cultural capital would be easier as 
there is a lot of research on non-cognitive skills to draw on. In many ways, existing 
research already treats cultural capital in this manner. For example, DiMaggio (1982) 
argued that cultural capital is an individual resource that, rather than benefiting mainly 
those in advantaged positions, might facilitate upward mobility for children from disad-
vantaged backgrounds. Similarly, Xu & Hampden-Thompson (2012) argue that cultural 
capital is a universal cultural resource that, if possessed, benefits everyone. Consequently, 
letting go of (some of) the legacy content of ‘Bourdieu classic’ to improve conceptual 
clarity, and applying methodological rigor in empirical research is, I believe, the way 
forward.

3.2 Policy Perspectives

Intellectual debates on Bourdieu have had a bigger impact on academic research than on 
public policy. A likely explanation is that the obtuseness of Bourdieu’s writings, and the 
lack of clear empirical evidence, has made it difficult to offer clear policy advice. This is 
unfortunate as cultural capital, conceptualized as, for example, creativity, academic con-
fidence, and persistence is clearly relevant for policy intended to reduce inequality.4

Based on what we know, what would sound policy advice look like? Can we redistribute, 
or perhaps foster, cultural capital to reduce inequality? In Jæger & Karlson (2018), we 
explore what would happen to inequality if we redistribute cultural capital inputs between 
parents belonging to a high or to a low socioeconomic group. Here, we emulate policies 
that change the intergenerational transmission of cultural capital. Another option would 

4 Backed by experimental evidence, economists have been successful in raising public awareness of the 
importance of non-cognitive skills in shaping individual educational and labor market outcomes (Almlund 
et al. 2011; Cunha & Heckman 2010). There is no reason why sociologists could not use the concept of  cultural 
capital to add to this awareness.
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be to design policies that foster cultural capital. We have some evidence on interventions 
that target children. For example, Nagel et al. (2010) use a policy reform in the Netherlands 
that introduced a mandatory arts course (attendance at cultural events such as theatre, 
concerts and museums) in secondary school to analyze if ‘injecting’ cultural experiences 
has a positive effect on students’ interest in culture. Results based on follow-ups two, four 
and six years later show that, compared with a pre-reform control group, the arts course 
did not increase students’ cultural participation and their long-term interest in the arts. 
Kisida et al. (2014) design a field experiment in which they randomly assign groups of 
students to an arts program offered by a local museum (with students in the control group 
getting the arts program at a later point in time). They analyze the effect of the arts 
program on students’ interest in the arts (measured three weeks after the program) and 
find that the arts program has a positive effect on students’ interest in the arts, especially 
among students from disadvantaged backgrounds. In follow-up analyses, they find that 
students who attended the arts program, and participants in new interventions, exhibited 
better critical thinking and social skills and better academic performance (Bowen et al. 
2013; Erickson et al. 2020; Greene et al. 2018). These results suggest that policy interven-
tions might foster the types of non-cognitive skills that I consider cultural capital. We need 
more experimental research like this, and research that outlines the mechanisms through 
which children acquire and use cultural capital in diverse settings, to make cultural capital 
a better sociological explanation of educational inequality.
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8. Integration in migration societies*

Frank Kalter†

1. INTRODUCTION

Migration is – along with fertility and mortality – one of the three fundamental demo-
graphic processes, and it constantly changes the composition of societies. Contrary to 
widespread and populist assumptions, it has always been a significant social phenome-
non. At the overall international level, migration has not really increased in relative 
terms in recent decades (De Haas et al. 2020, p. 4). However, it is true that migration 
directions have become concentrated. Some regions in the world, including Western 
Europe, North America, but also the Middle East, have recently experienced a rapidly 
growing share of migrant populations and a concomitant increase in ethnic diversity (De 
Haas et al. 2020, p. 6). In many countries, the descendants of former immigrants, the 
second and later generations, make up large proportions of the younger popula-
tion (Jonsson et al. 2018). In various places, the formerly so-called ‘majority’ has now 
become more of a ‘minority’ (Crul 2016). All of this leads to a plethora of interest-
ing  phenomena and questions that address the basic sociological problem of social 
integration.

It is therefore not surprising that the topic of ‘migration and integration’ has become 
one of the booming subfields of sociology in recent years. For example, if we look at the 
European Sociological Review, which is the leading sociological journal in Europe in 
terms of impact factor, we find that about 23 percent of all research articles published 
before the end of 2009 already contain the word ‘immigrant’; for those published in 2010 
or later, this is even true for 42 percent.1 The topic has also been prominent for a long 
time in top American sociological journals.

It is also true, however, that the boom has been accompanied by a great diversity of 
theoretical and methodological approaches, especially since the topic of integration 
touches on many different aspects and many neighboring disciplines. Given the societal 
importance and policy-relevance of the issues involved, the need for shared standards and 
a common core for an integrative perspective, two important ingredients of ‘rigorous 
sociology’ (see the introduction chapter by Raub, De Graaf & Gërxhani in this 
Handbook), are particularly urgent and obvious. Certainly, some developments in this 
area cannot be regarded unequivocally as useful contributions. Still, a closer look reveals 
that overall, there has been clear progress.

* K. Gërxhani, N.D. de Graaf and W. Raub (eds) (2022), Handbook of Sociological Science: Contributions 
to Rigorous Sociology, Cheltenham, UK and Northampton, MA, USA: Edward Elgar Publishing. ISBN: 978 
1 78990 942 5; http://dx.doi.org/10.4337/9781789909432.

† I would like to thank Lars Leszczensky, Dingeman Wiertz and the editors of this volume, in particular 
Klarita Gërxhani, for very helpful comments on earlier drafts of this chapter.

1 Percentages calculated using the search option at https://academic.oup.com/esr/issue, accessed June 30, 
2020.
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Part of the topic’s rise in leading journals is due to the fact that research questions in 
the field of migration and integration often fit seamlessly into the mainstream approaches 
of other research fields that have already developed relatively high standards. Obvious 
examples are labor market research or social stratification research. The quality of 
 migration-related integration research has thus benefited from many scholars based in 
other fields who occasionally become ‘integration researchers’. They recognize the fact 
that the populations under study have become increasingly diverse as a result of recent 
immigration and that direct or indirect migration experience or ethnicity are important 
social categories to consider.

However, it would be completely misleading to consider research on integration in 
societies experiencing migration only as a special case of research in other substantive 
areas. The other part of its visible success certainly results from the fact that it has clearly 
developed into a research field in its own right, contributing specific theoretical mecha-
nisms, specific methodological challenges and solutions, and, not least, specific perspec-
tives, questions, and new challenging puzzles.

In this chapter, I identify essential components of what can be considered an integrative 
common core or a basic toolbox of rigorous migration-related integration research. I 
outline how it complements research in other fields and provides new perspectives and 
emphases. I begin with a brief discussion of the concept of integration and some traditional 
theoretical frameworks. Then I take a look at the example of structural ethnic inequality 
research, which is one of the best-studied fields, to show how migration-related categories 
and aspects fit with standard approaches in the field. I then generalize this interplay of 
migration-specific and domain-specific standard mechanisms in a more systematic way by 
disentangling the main theoretical building blocks within an abstract scheme. This allows 
for a more precise specification of what rigorous integration research has to offer and how 
it can enrich domain-specific approaches within an integrative framework. This helps not 
only to systematize the field and the research logic, but also to point out some shortcom-
ings of current research practice. In the following section, I demonstrate the potential of 
a stronger emphasis on processes of evaluation and recognition, as well as on dynamic 
interactions that produce integration as an emergent macro feature. A more explicit con-
sideration of these aspects could further improve integration research in terms of ‘rigorous 
sociology’, since not only a general theory-integrative perspective, but also an explicit 
treatment of the micro-macro link belongs to its fundamental  components.

2. UNDERSTANDING INTEGRATION

2.1 Conceptualization

In the practice of empirical integration research, a more general concept of ‘integration’ 
is often not explicitly referred to. As a rule, the term is used tacitly and defined only 
implicitly, operationalized through the indicators and methods of analysis. This is 
remarkable, considering that ‘integration’ is a key sociological concept, closely related to 
the idea of ‘social order’. It is deeply rooted in classical sociological thought, for example, 
in the works of Herbert Spencer, Emile Durkheim, or Talcott Parsons. This is a reminder 
that the concept of integration is by no means limited to migrants and their descendants. 
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In fact, in classical sociological thought, it is predominantly used at the macro-level of 
entire societies. In a much-cited contribution, Lockwood (1964) proposed a basic distinc-
tion between ‘system integration’ and ‘social integration’. The former means ‘the orderly 
or conflictful relationships between the parts [. . .]’, the latter ‘the orderly or conflictful 
relationships between the actors’ (Lockwood 1964, p. 245). Both perspectives seem indis-
pensable for sociology. At the actor level, I prefer to speak of ‘individual integration’ to 
avoid confusion with ‘social integration’ as one of the sub-dimensions of individual inte-
gration (see below).

In addition to the micro-level of individual actors and the macro-level of systems such 
as whole societies, the term can also be applied to several meso-level entities, especially 
groups (see the chapter by Raub, De Graaf & Gërxhani on linking different levels of 
analysis). At the group level, at least three different sub-perspectives can be distinguished: 
(1) groups as smaller subsystems for which questions of system integration arise, e.g., 
whether a sports team is integrated; (2) groups as corporate actors (e.g., clubs), which may 
or may not be integrated into a larger overall system (e.g., associations), similar to indi-
vidual actors; (3) groups as social categories, i.e., aggregates of individual actors defined 
by characteristics (e.g., female older workers). Here, integration is understood as a statis-
tical aggregate of individual actor integration; I propose the term ‘categorical integration’. 
Indeed, in everyday quantitative-empirical-analytical research on integration, this type is 
the one most often studied, with immigrants and their descendants as the categories of 
focus. Although the theoretical emphasis is usually on individual integration, the prevail-
ing regression approaches basically capture integration in terms of statistical aggregates.

But what does the integration of actors or categories of actors into a society mean? At 
least since the seminal work of Gordon (1964), it has been clear that integration is not a 
monolithic concept but must be broken down into different dimensions that do not neces-
sarily correlate with each other (Alba & Nee 1997). In empirical-analytical research, it is 
now common to distinguish between at least the three broad dimensions of structural, 
social, and cultural integration (Jonsson et al. 2018; Van Tubergen 2020, pp. 377–379). 
Roughly speaking, structural integration refers to positions in core social domains, social 
integration to social relationships, and cultural integration to knowledge, skills, norms, 
values, attitudes, and beliefs. Sometimes a cognitive-cultural and an emotional-cultural 
subdimension are distinguished (Esser 2006; Kalter 2008). Each dimension of integration 
contains many other specific and interesting aspects, so integration research is about 
many different things: educational attainment, labor market positions (structural), 
friendship structures, social networks, partnership relationships (social), language skills 
and cultural knowledge (cognitive-cultural), religion, identity, democratic values (emo-
tional-cultural), to name a few. The list can easily be extended. Furthermore, there are 
some issues, such as health, that are obviously related to integration but may not fit seam-
lessly into any of the broader categories.

The question of what exactly is to be understood by integration of (categories of) actors 
in any of these diverse spheres of society and life remains open. Explicit attempts to clarify 
the more general understanding of integration are rare but become necessary when dif-
ferent aspects of integration are compared in a broader framework. For example, in their 
book Strangers No More, Alba and Foner (2015) consider evidence on integration pro-
cesses in different spheres of life in three countries and propose the following more general 
definition: 
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‘Integration’, as we understand it, refers to the processes that increase the opportunities of 
immigrants and their descendants to obtain the valued ‘stuff’ of a society, as well as social 
acceptance, through participation in major institutions such as the educational and political 
system and the labor and housing market. (Alba & Foner 2015, p. 5)

In other parts of the research literature, the term integration is found to be composed of 
the triad of ‘participation’, ‘recognition’, and ‘chances’ (Foroutan 2019).

In my opinion it is useful to interpret this explicitly in terms of a resource-theoretical 
framework (Kalter 2008): integration is about access (‘participation’) to key assets or 
resources (in the broadest sense – e.g. human capital, social and cultural capital, values, 
attitudes, skills, etc.) to which society or other actors ascribe value (‘recognition’), so that 
opportunities for a good and equal life (‘chances’) in these very areas arise. Individual 
integration thus runs through two basic processes: the acquisition of goods that are 
socially recognized or valued, and the social recognition or valuation of goods that actors 
possess. Opportunities are then a consequence of both.

This understanding ties directly to Coleman’s (1990) social theory which posits that 
actors are linked by interest in and control over goods, resulting in relative power struc-
tures and relative values of goods. The social valuation of goods depends on social pro-
duction functions (Lindenberg 1989; Kalter & Granato 2002), which, on the one hand, 
depend on (changing) technical conditions and, on the other hand, are subject to explicit 
social construction and negotiation processes. Thus, the concept is linked to a number of 
more general theoretical mechanisms, which I will further collate and discuss below.

2.2 Frameworks and Starting Points

The beginnings of systematic sociological research on migration-related integration 
issues lie in the Chicago School of the early twentieth century. The overall framework is 
usually referred to as ‘classical assimilation theory’ (CAT) and has its roots in the works 
of Robert E. Park, William I. Thomas, Ernest W. Burgess, and many of their collabora-
tors. Briefly, the basic idea is that a particular form of integration, ‘assimilation’, is, in 
principle, an inevitable outcome of intergroup processes in the wake of immigration, 
mainly just a matter of time or generations following certain typical phases. A vivid and 
perhaps the most famous example of this kind of thinking is the so-called ‘race relations 
cycle’ (Park 1950). It identifies four phases that are considered to be the typical course of 
intergroup relations: after immigration, there is an initial phase of intergroup ‘contact’ 
that leads more and more to ‘competition’ for scarce resources, then to ‘accommodation’, 
i.e., stable coexistence, and finally to ‘assimilation’. Other prominent sequence models 
include the ecological ‘invasion-succession cycle’ or the ‘three-generation assimilation 
cycle’ – all of which see assimilation as fundamentally a progressive and irreversible 
process (Price 1969).

It is noteworthy that even in these classic contributions, the term assimilation does not 
imply abandoning all ethnic characteristics and traits on the part of immigrants and their 
descendants, but rather the entry into a ‘mainstream’ that changes as a result of the immi-
gration processes themselves; assimilation is used as a counter term to ‘Americanization’ 
(Alba & Nee 2003, p. 19). An important milestone in the development of CAT is also the 
book Assimilation in American Life by Gordon (1964). He presents the concept of assim-
ilation as a multidimensional one, with a natural order between these dimensions. 
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Acculturation, which is the adoption of the cultural patterns of the host society, is seen 
first, and it is followed (or sometimes not followed) by structural assimilation, which 
Gordon sees as the entry into ‘social cliques, clubs, and institutions of the core society’ 
(Gordon 1964, pp. 70–71). Once structural assimilation has occurred, he argues, five 
other sub-dimensions of assimilation, ‘marital’, ‘identity’, ‘prejudice’, ‘discrimination’, 
‘civic’, will naturally follow.

Classical assimilation theory identified important conceptual components of integra-
tion research and was the dominant paradigm in the first half of the twentieth century. 
However, it has been increasingly and strongly criticized for various reasons (Alba & Nee 
1997; Feldmeyer 2018). Empirically, the cycle models proved neither universally valid, 
nor progressive, nor irreversible – and assimilation did not always prove inevitable (Esser 
2004). In particular, the ideas were ill-suited to understanding new empirical phenomena 
of immigration to the United States in later decades or from other contexts, such as 
Europe. This has to do in no small part with their theoretical quality and status: basically, 
classical assimilation theory can be seen as a mere generalization of descriptive patterns 
observed among European immigrants to the United States in the late nineteenth and 
early twentieth centuries. However, it did not systematically identify the mechanisms that 
might explain these patterns (for a general discussion on social mechanisms, see Manzo’s 
chapter on analytical sociology).

In light of this critique, two important theoretical perspectives developed. One is ‘seg-
mented assimilation theory’ (SAT), as advocated by Portes, Zhou, and Rumbaut (Portes 
& Zhou 1993; Portes & Rumbaut 2001). Among the key messages of this view is that 
‘mainstream assimilation’ along the lines of CAT is only one possible outcome among 
others. In addition, there is also a risk that cultural assimilation will place some children 
of immigrants in a worse position, a scenario referred to as ‘downward assimilation’. On 
the other hand, some groups may be better off if they retain their ethnic culture and net-
works, through so-called ‘selective acculturation’. The three basic pathways may vary for 
different groups, and the overall process would thus be rather one of ‘segmented’ assimi-
lation. It is emphasized that the particular outcome depends on several factors, some of 
which are related to the specific immigrant groups, others to the host society environ-
ment. These include the selectivity of the first generation of immigrants, especially in 
terms of human capital, the ‘modes of inclusion’ of the host society, e.g., legal policies 
and social acceptance of immigrants, or family composition. There is also a focus on 
intergenerational acculturation patterns, opportunity structure in structural areas, and 
social capital embedded in ethnic communities (Portes & Rumbaut 2001, pp. 44–69). 
Although not always presented in full detail, these key ideas offer important starting 
points for detecting more general social mechanisms. Particularly in the contributions of 
Alejandro Portes, his general interest in economic sociology (Portes 2010) or general 
social capital theory (Portes 1998) is clearly present.

The second theoretical strand is ‘new assimilation theory’ (NAT), as developed in 
particular by Alba and Nee (Alba & Nee 1997, 2003; Nee & Alba 2013). It can also be 
understood as an attempt to adapt thinking about integration processes to new social 
conditions, especially the growing ethnic diversity due to new immigration patterns in the 
US. It disagrees with SAT regarding some major substantive conclusions, but it agrees 
with its basic methodological orientation by trying to relate to more general theoretical 
frameworks and to elaborate causal mechanisms. It is emphasized that assimilation 
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cannot be seen as a universal, inevitable outcome in the sense of a Durkheimian ‘socio-
logical law’ (Alba & Nee 2003, p. 38). Rather, it is dependent on conditions; it is a pos-
sible, and as Alba and Nee would argue, still the most common and most likely empirical 
outcome; often it is best understood as the unintentional result of individual actions and 
strategies.

Alba and Nee explicitly see their new assimilation theory as embedded in the theoreti-
cal framework of New Institutionalism (Alba & Nee 2003, p. 37), to which they have also 
made more general contributions (e.g., Nee 1998). The basic ingredients are the idea of 
goal-directed action by individual and corporate actors relying on bounded rationality, 
important boundaries arising from cultural beliefs, and institutional constraints. Among 
informal institutions, social networks and the norms they contain are considered particu-
larly relevant. Another focus is on the concept of ‘capital’ and its various forms (Alba & 
Nee 2003, pp. 35–59; Nee & Alba 2013).

Thus, in these prominent approaches, there are already clear indications of a rich, more 
general sociological toolbox that can be used to identify genuinely integration-related 
explanatory mechanisms. The challenge is to integrate them coherently with the main 
specific mechanisms in the various research fields that touch on particular aspects of 
integration. In the next sections, I develop analytical schemes in which these different 
mechanisms can be located.

3.  THE EXAMPLE OF STRUCTURAL ETHNIC INEQUALITY 
RESEARCH

A vivid example of how migration-related integration research can fruitfully merge with 
the domain-specific state-of-the-art without losing its autonomy is research on ethnic 
inequalities in the education system and the labor market. Despite the multidimension-
ality of integration, these two structural areas of integration still account for a large 
share of visible empirical integration research. This emphasis on the structural dimen-
sion is partly due to its substantive importance, as education and work are core areas 
that provide key resources that are important for many other areas of life; thus, the 
traditional view is that the structural areas are the key dimension of integration (Gordon 
1964). In part, the weight given to education and the labor market is certainly also a 
matter of data availability: large data sets are needed to study ethnic minorities, and 
existing large-scale data sets, such as census data, cover just these structural aspects 
comparatively well.

The natural starting point for ethnic inequality research is general social inequality and 
stratification research (see also the chapter by Jæger on cultural capital and educational 
inequality). Here, much mainstream research has followed the heuristic scheme of the 
so-called OED triangle, that is, the theoretical and empirical relationships of class of 
origin, class of education, and class of destination (Breen 2004; Breen & Müller 2020). 
Ethnic inequality research has explicitly or implicitly extended this scheme by adding 
additional pathways from migration-related categories that lead to the MOED diagram 
shown in Figure 8.1 (Kalter et al. 2007; Heath et al. 2008).

This scheme is helpful in identifying the parts that are genuinely migration-related and 
the more general parts of the analytical endeavor. The questions of how much the class 
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of origin affects education (O→E), how much education affects the class of destination 
(E→D), and how much the class of origin affects the class of destination (O→D) 
clearly belong in the realm of general social stratification research. The specific path-
ways  linking migration experience to the other nodes are then the add-ons to the 
study  of  migration-related integration processes. In the example, they concern how 
strongly migration experience in the family is correlated with class of origin (M→O), 
how strongly migration experience directly influences the educational attainment 
(M→E), and how strongly migration experience directly influences the destination class 
(M→D).

If one wanted to very briefly summarize the most important findings of this line of 
research, the result would be that ethnic inequalities are in most cases actually hidden 
class inequalities, i.e., largely due to general social inequality mechanisms. In other 
words, the main route from M to D is through O and E. For most minority groups in 
most Western countries, ethnic inequalities in the labor market are strongly a matter of 
education (e.g., Heath & Cheung 2007), and ethnic differences in educational attainment 
are strongly a matter of class of origin (e.g., Heath & Brinbaum 2014). However, while 
socioeconomic background may be the most important factor behind current patterns of 
structural ethnic inequality, it cannot tell the whole story, i.e., the other pathways are 
important as well. Even controlling for socioeconomic background, some ethnic groups 
do better in education than others, and even controlling for education, one finds notable 
differences between ethnic groups in labor market success. These residual effects of ethnic 
group membership (M→E, M→D) are often referred to as ‘ethnic penalties’ or ‘ethnic 
premia’ (Heath & Brinbaum 2014).

The analytic scheme can be easily extended and made more complex through finer-
grained paths. For example, influenced by Boudon’s (1974) famous distinction, an entire 
branch of social inequality research has been concerned with disentangling ‘primary 
effects’ and ‘secondary effects’ of social origin (Jackson 2013). This idea is integrated by 
the dotted box and lines in Figure 8.1. Primary effects refer to the influence of social origin 
on achievement (O→P), while secondary effects are direct effects of social origin on edu-
cational achievement (O→E), often called ‘choice effects’. Accordingly, ethnic primary 
effects (M→P) and ethnic secondary effects (M→E, controlled for P and O) can further 
be added. An important empirical finding in available studies is that ethnic secondary 

Figure 8.1 The MOED diagram
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effects tend to appear positive for almost all migrant minority groups in all countries 
studied so far. This means that the members of these minority groups make more ambi-
tious choices given their educational performance than do the members of the majority 
group (Brinbaum & Cebolla-Boado 2007; Van de Werfhorst & Van Tubergen 2007; 
Kristen & Dollmann 2010; Jackson et al. 2012; Dollmann 2017).

4. ELEMENTS OF THE ANALYTICAL TOOLBOX

Because integration is a cross-cutting issue that touches on many subfields of sociology 
and other neighboring disciplines, the stringency of research is highly dependent on the 
theoretical and methodological state of affairs in other fields. As in the example of struc-
tural integration above, much of the existing integration research can be understood as 
basically adding a migration-related category – such as migration experience, genera-
tional status, or ethnicity – to customary analyses of social phenomena. The basic task is 
to establish and test bridge hypotheses about how these categories add to or influence the 
standard domain-specific mechanisms. In this section, I try to identify some important 
overarching theoretical building blocks of integration theory that – despite all the field-
specific peculiarities – are common starting points in this endeavor. For this purpose, I 
generalize the scheme for the example of structural integration above (Figure 8.1) to 
apply it to any aspect of integration.

In the simplest version (Figure 8.2), there is an interest in a particular outcome that is 
used as an indicator of integration. There are now important domain-specific causes that 
have an impact on this outcome – via standard mechanisms that need to be specified by 
domain-specific theories. If the outcome is destination class, an important standard cause 
is educational attainment; if the outcome is educational attainment, an important stand-
ard cause is educational performance; if the outcome is educational performance, a major 
standard cause is origin class. So the MOED diagram above (Figure 8.1) and its extension 
to include performance and primary and secondary effects can be seen as iterations of this 
idea. However, the idea can also be applied to many other aspects of integration: if the 
outcome were health, a primary standard cause could be age; if the outcome were 

Migration
(experience

in family)

Standard
domain-specific

causes
Selectivity

Outcome

(moderating)

(additive)

Standard
domain-specific
mechanisms

Ethnic penalties and premia
– unobserved selectivity
– self-selection
– transferability of resources
– discrimination

Figure 8.2 A generalized basic triad
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friendship, a primary standard cause could be the opportunity to meet, to name only two 
of many possible examples. 

In addition to the standard domain-specific mechanisms, there are then two  fundamental 
questions that need to be answered by integration research: (1) is the migration-related 
category correlated with the standard causes or factors, and if so: why? This is the ques-
tion of selectivity. (2) Does the migration-related category have an influence on these 
outcomes that is independent of these standard causes, and if so: why? This is the question 
of ethnic penalties or premia. They can either be thought of and appear as additive effects 
that complement the main domain-specific standard causes and mechanisms in produc-
ing the outcome, or they can take the form of interaction effects determining if or how 
strongly the standard domain-specific mechanisms take effect.

It should be emphasized that in a concrete case of application, it is certainly not satis-
factory to merely juxtapose these different strands of mechanisms. In order to truly inte-
grate the standard domain-specific mechanisms with the migration-specific mechanisms, 
something like a common theoretical framework is needed. As briefly indicated above, 
new institutionalism or, largely overlapping, a generalized resource-investment and social 
production function perspective provide such general frameworks. They have proved 
successful in many subfields of sociology, as can be seen in several chapters of this hand-
book. And they can integrate some of the key entry points to identify the more detailed 
mechanisms behind selectivity and ethnic penalties or premia, which I will discuss in the 
 following section.

4.1 Selectivity

A key to understanding integration processes is the selectivity of immigration, i.e., the fact 
that the resource endowment of immigrants often differs from the typical resource endow-
ment of the mainstream population in a receiving country. The most obvious factor con-
tributing to the explanation is certainly a general difference between the average resource 
endowment in the origin country as compared with the receiving country. But selectivity 
goes beyond this. It has long been known that migrants are generally not just a random 
sample of the origin country’s population (Lee 1966), i.e., there is also selectivity in out-
migration. The explanation of this lies in the realm of migration theory. The neo-classical 
micro-economic theory of migration (Sjaastad 1962), for example, allows one to derive 
straightforward hypotheses about the age-selectivity of emigration. Important contribu-
tions to the selectivity of human capital have been made by Borjas (1987, 1994). He has 
shown that, in addition to specific demand and supply differences, the difference in the 
inequality structure between destination and origin countries is also important for selectiv-
ity with respect to human capital. If inequality is higher in the destination country, this 
may attract more highly skilled migration; if the inequality structure is lower in the destina-
tion country, this is likely to attract relatively more low-skilled migration.

Selectivity also relates to other resources. For example, the social-capital hypothesis of 
migration (Massey & Espinosa 1997) leads to derivations about the endowment with 
intra-ethnic relative to inter-ethnic social capital of different cohorts of immigrants in the 
destination country, which then might be crucial for their structural integration (Kalter 
& Kogan 2014). Selectivity is also important with respect to more psychological, often 
unobserved characteristics – this will be taken up in the next section.
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Mechanisms of intergenerational transmission can transfer selectivity in various 
aspects from direct immigrants to their children and grandchildren to some extent 
(Nauck 2001; Casey & Dustman 2008; Luthra & Soehl 2015; Soehl 2016). The above 
example of structural integration (Figure 8.1) essentially deals with the intergenerational 
transmission of class and shows that the transmission process itself can be conceptualized 
according to the generalized scheme in Figure 8.2.

4.2 Ethnic Penalties and Premia

According to the general scheme in Figure 8.2, ethnic penalties and premia refer to 
mechanisms that explain outcomes that are not captured by the standard domain-specific 
mechanisms and the selectivity with respect to the standard cause (input resources) under-
lying them, but are specific for migrants and their descendants. In the following, I distin-
guish four more abstract starting points to identify such mechanisms: unobserved 
selectivity, self-selection, transferability of resources, and discrimination.2

4.2.1 Unobserved selectivity
When talking about standard domain-specific mechanisms, one typically means those 
that are known and common in the respective sub-domains. However, it could well 
be that there are other general causal factors that are also important for the outcome 
but are usually not observed. They may be unobserved either because they have not 
yet  been considered that important or because they are difficult to measure. One 
source  of ethnic penalties or premia that emerge in empirical analyses is that immi-
grants and their descendants are selected on such unobserved factors. A classic argument 
along these lines can be found in the work of Chiswick (1978), in which he argues that 
immigrants tend to be positively selected in terms of ability and motivation, which is 
related to the fact that they have chosen to migrate. This would explain the ethnic premia 
on income that emerge a few years after immigration. The positive selection of immi-
grants on psychological factors has become an important argument in integration 
research in general and is referred to as ‘immigrant optimism’ (Kao & Tienda 1995) or 
similar terms such as ‘immigrant drive’, etc. Another well-known example of the poten-
tial relevance of the selectivity mechanism in unobservable variables is the so-called 
‘health paradox’ or the ‘healthy migrant effect’ (Razum et al. 2000; Ichou & Wallace 
2019).

Immigrant optimism is also an important possible mechanism behind the positive 
selection effects of children of immigrants in education, mentioned in the context of 
Figure 8.1 above (Dollmann 2017). Recently, there have been some interesting more 
systematic attempts to capture and describe immigrants’ country-of-origin selectivity in 
more detail and to study its effect on integration outcomes such as children’s educational 
success or language acquisition (Feliciano 2005, 2018; Ichou 2014; Spörlein & Kristen 
2019; Van de Werfhorst & Heath 2019).

2 Note that more general variants of these mechanisms can also be among the major domain-specific expla-
nations. For example, self-selection or discrimination can also be based on class.
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4.2.2 Self-selection (specific goals or orientations)
According to the framework of generalized resources and social production functions, 
the acquisition of resources (e.g., education) can basically be understood as an investment 
process, where other resources (e.g., time or money) are needed to produce an output. 
Investments are decisions under uncertainty, where the costs are immediate but the ben-
efits are in the future. Specific beliefs and orientations can thus be a reason why some 
people are more likely to invest than others. This is the basic mechanism behind the choice 
effects in education mentioned above. It has been argued that immigrants may have spe-
cific orientations, such as an intention to migrate back, that make them less likely to 
invest in long-term benefits (Bonacich 1972; Dustmann 1993, 2000). They might also 
make different decisions to invest in their children because they lack relevant information 
(Kristen 2005).

4.2.3 Transferability and specificity of resources
As emphasized by the concept of social production functions, the value of resources 
depends on the social context. Thus, the act of migration can lead to a change in the value 
of resources that a migrant possesses. This argument is particularly important for 
migrants’ human capital, where many aspects are specific to the country of origin, espe-
cially language, but also other skills and knowledge. This devaluation of human capital 
in the course of migration is a major cause of ethnic disadvantage in the labor market 
integration of immigrants, especially at the beginning (Chiswick 1978; Friedberg 2000). 
However, the question of transferability does not only refer to human capital, but in 
principle to all types of capital.

4.2.4 Discrimination
An obvious reason for ethnic penalties or premia could be discrimination. It is helpful to 
distinguish between a broader and a narrower sense of the term (National Research 
Council 2004). In the broader sense, discrimination is any differential outcome that 
results from the fact that a descriptive characteristic, in our case migrant-status or ethnic-
ity, is correlated with something that is an unjustifiable cause of the outcome. While a 
justifiable factor in labor market outcomes is productivity, an unjustifiable factor could 
be access to relevant social networks, and when immigrant groups do not have the appro-
priate social ties, this can be seen as discrimination in a broader sense. Technically, this 
leads to an ethnic penalty in the empirical analyses as long as one does not control for the 
unjustified factor.

In a narrower sense, discrimination is a direct causal effect of belonging or being 
ascribed to a particular group. This is well captured, for example, in Heckman’s (1998, 
p.  102) definition: ‘Discrimination is a causal effect defined by a hypothetical ceteris 
paribus conceptual experiment – varying race but keeping all else constant’. In his seminal 
work on the ‘economics of discrimination’, Becker (1957) introduced the concept of ‘taste 
discrimination’ as one of the explanations for these direct effects: a personal preference, 
an inner comfort or discomfort, might directly cause people to treat some groups differ-
ently from others. Theories of ‘statistical discrimination’ (Arrow 1972; Phelps 1972; 
Aigner & Cain 1977; England 1992) see a different mechanism at work: if groups differ 
on average in their productivity, in the variance of their productivity, or in the reliability 
of tests that measure productivity, rational actors might use group membership as a 
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signal for their individual productivity. ‘Error discrimination’ then refers to the case 
where these statistical differences do not actually exist but are mistakenly thought to do 
so (England 1992, p. 60). Another interesting model is that of ‘monopsonistic discrimina-
tion’ (Madden 1973), which shows that discrimination is likely to occur when there is no 
competition on the demand side of the labor market. In general, transaction costs and 
barriers to market exchange may account for segments with different returns, leading to 
differences in outcomes when groups are trapped in these segments.

It makes sense to distinguish individual discrimination, i.e., discrimination through the 
behavior of actors, from institutional discrimination (Pager & Shepherd 2008; Reskin 
2012), which is the effect of institutional rules. Institutional discrimination can also occur 
in the direct narrow sense (e.g., apartheid rules), but is often a form of discrimination in 
the broader sense, when institutions unintentionally favor or disadvantage some types of 
actors (Small & Pager 2020).

5. NEW ACCENTUATIONS AND PERSPECTIVES

5.1 The Value of Value

Explicitly relating the concept of integration to a more general resource theory perspec-
tive helps to identify some problems with the current research practice and provides some 
important clues to interesting new research questions. Broadly speaking, one weakness 
of current mainstream research is that it still focuses too much on processes that affect 
resource endowments, but not yet enough on the processes of how value is attached to 
particular resources. This critique is consistent with the broader research agenda of 
paying more attention to the processes of recognition when studying social inequalities 
(Lamont 2018), while emphasizing that it is not just about the recognition of minority 
members per se, but also about the social recognition of the resources they do or do not 
possess.

In empirical research, tacit assumptions about the value of resources are sometimes 
empirically questionable or tend to be subject to contextual and temporal change. A 
particularly telling example is the fact that the proportion of majority (non-immigrant) 
friends is frequently used as an indicator of social integration. If one takes the theoretical 
concept outlined above seriously, social integration would mean endowment with social 
relations that are of value, in other words, access to social capital. However, the value of 
social ties does not necessarily have anything to do with the immigrant background of 
the ties; this is just a bridge assumption that tends to be true under certain conditions but 
not under others (e.g., Kalter & Kogan 2014). Thus, using the ethnicity of the ties is a 
poor indicator for the theoretical concept. The recommendation would certainly be to 
measure social capital more directly (e.g., Van der Gaag & Snijders 2004) when talking 
about integration. Similar considerations apply to the cultural dimension. For example, 
is secularization a helpful indicator, a necessary thing to look at when talking about 
integration? The framework would suggest that ‘cultural integration’ would have to 
touch on fundamental values, i.e., values that are necessary to explain the integration of 
society, such as the acceptance of basic democratic principles. Thus, if religiosity is asso-
ciated with integration, the implicit assumption is that it is correlated with such basic 
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values. But, again, this is an empirical question and the recommendation would rather be 
to identify these basic values theoretically and measure them as directly as possible in 
empirical surveys. While this means that it is interesting and legitimate to study seculari-
zation processes among immigrants and their descendants, there is simply no reason to 
call this  ‘integration’ research.

The concept of social production functions teaches that even truisms of integration 
research can have an expiration date. In the cognitive dimension, almost everyone today 
would agree with the phrase ‘language is the key to integration’. But will that still be true 
if one day it is possible for everyone to communicate with everyone else instantly and in 
detail via a language app on their smartphones? Values can also shift in structural areas. 
The Covid-19 crisis, for example, has shown that the recognition of what is a system- 
relevant profession is time- and context-specific, subject to changing technical production 
conditions and social construction processes.

Another perspective that shows how important values are when talking about integra-
tion is the so-called ‘integration paradox’, which reflects the empirical finding that some-
times structural successes of immigrants and their children do not lead to a positive 
perception in a society and that thus ‘integration’ does not necessarily go hand in hand 
with increased recognition (Tolsma et al. 2012; Canan & Foroutan 2016). One assump-
tion here is that upward mobility of migrants or their descendants leads to conflicts of 
competition, not only over economic goods, but also over cultural and identificational 
belonging. On the other hand, structural progress and success lead to rising expectations, 
making immigrants and their descendants more aware of recognition deficits and more 
sensitive to devaluations and lack of equality (De Vroome et al. 2014; Verkuyten 2016).

5.2 Beyond the Individual Level

One of the central objections to the mainstream of empirical integration research is that 
in the vast majority of all analyses integration is treated as a property of individuals, 
whereas it should rather be a property of social systems (Schinkel 2018, p. 2ff; Favell 
2019, p. 3). Such systems theory claims to reserve the term ‘integration’ only for the 
macro-level are certainly too extreme and would not do full justice to the concept either. 
Nevertheless, there is some truth in the criticism that empirical integration research 
focuses too much and almost exclusively on the individual or categorical group perspec-
tive of integration processes, neglecting far too often the important system level of 
integration. There has long been a growing unease in the camp of methodological indi-
vidualism itself with the common folklore of much empirical social research. A macro-
micro-macro scheme such as ‘Coleman’s boat’ (for micro-macro links, see the chapter 
by Raub, De Graaf & Gërxhani) emphasizes the idea that while the micro-level is meth-
odologically necessary, in the end sociology is about macro-level phenomena. A recur-
ring plea is not to focus on ever finer details of theories of action, but more on the 
problem of aggregation. The so-called micro-macro transition or ‘transformation’ 
problem is a central challenge in sociological theorizing; micro behaviors do not readily 
translate as simple statistical aggregates into macro-level phenomena but are ‘emergent’ 
and underlie complex dynamics of social interactions. This has been widely emphasized 
by rigorous sociologists (Raub 1984; Hedström & Swedberg 1998; Hedström 2005; 
Raub et al. 2011; Kalter & Kroneberg 2014).
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These considerations cannot be adequately addressed empirically by standard survey 
designs and standard statistical analyses. In light of theoretical discussions, however, two 
methodological tools in particular have been proposed and elaborated to address the chal-
lenges of the micro-macro transition more explicitly and satisfactorily. Both appear to 
have the potential to contribute to central questions of empirical integration research as 
well. The first of these tools is agent-based modeling (ABM) (see the chapter by Flache, 
Mäs & Kejizer on computational approaches in rigorous sociology and the chapter by 
Steglich & Snijders on stochastic network modeling). Remarkably, the foremost role 
model, Schelling’s famous checkerboard model of segregation (Schelling 1971), is a piece 
of integration research showing that ethnic segregation at the macro-level cannot be 
readily inferred from micro preferences. While the value of findings such as these had been 
somewhat neglected for some time, Bruch & Mare (2006) followed up on them 35 years 
later. Axelrod (1997) integrated agent-based modeling with evolutionary game theory and 
applied it to phenomena such as ethnocentrism (Hammond & Axelrod 2006). Agent-based 
modeling has also been used to address migration and migration decisions (Kniveton et 
al. 2011; Hassani-Mahmooei & Parris 2012; Klabunde & Willekens 2016). Nevertheless, 
the full potential of ABM for migration and integration research has yet to be realized.

The other promising toolbox for integration research is social network analysis (Kalter 
2016; Leszczensky & Stark 2020). This field has recently seen an enormous growth in 
sophisticated models. Among the most important are the Exponential Random Graph 
Models (ERGM) or, synonymously, p* models (Robins et al. 2007). They are already 
widely used in integration research, especially in the study of ethnic or racial homophily 
within friendship choices (Moody 2001; Mouw & Entwisle 2006; Wimmer & Lewis 2010; 
Kruse et al. 2016). These models are particularly useful as they control for opportunity 
structures, for characteristics such as social class that might be correlated with ethnicity 
or race, and for general mechanisms of network dynamics such as reciprocity or triadic 
closure.

In addition to ERGM, stochastic actor-oriented models (SAOM) of network dynamics 
(Snijders et al. 2010) have become increasingly popular (see also the chapter by Steglich 
& Snijders). One of their advantageous properties is that, applied to longitudinal network 
data, they allow the mechanisms of selection and influence to be disentangled, thus pro-
viding a relatively rigorous test of causality directions. This is often an important ques-
tion, e.g., structural assimilation and social assimilation are highly correlated in many 
contexts. However, it is of central interest to know whether good positions lead to main-
stream social ties (selection), or whether mainstream social ties lead to good positions 
(influence). Interestingly, SAOMs are basically agent-based simulation models that 
assume that actors make decisions about how to change their social ties and behavior. 
SAOM techniques are now increasingly being applied to questions in integration 
research. One example is the work of Leszczensky et al. (2016), who investigate the co-
evolution of friendship networks and host country identification with the help of The 
Arnhem School Study (TASS). The study finds no support for influence mechanisms. But 
it does show that native Dutch significantly prefer children of immigrants who identify 
more strongly with the Netherlands, which accounts for the correlation between emo-
tional and social assimilation in the latter group. The study is thus a good example of the 
importance of carefully considering relational aspects in order to understand integration-
related findings.
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Social network analysis (see the chapter by Buskens, Corten & Raub) can also help to 
address the multi-level nature of integration. Network analysis provides measures that 
describe the properties of the network as a whole, such as density, cliquishness, cohesive-
ness and extent of clustering (Jackson 2008). These can be read as operationalizations of 
social integration on a network level. Kalter & Kruse (2014) have used this to contribute 
to the general debate on the possible effects of ethnic diversity on social cohesion, which 
was stimulated by a now famous article by Putnam (2007). Using data from the CILS4EU 
study (Kalter et al. 2017), they show that there is no correlation between ethnic diversity 
and network density in the representative sample of almost 500 classroom networks in 
Germany, England, the Netherlands and Sweden. This reveals a new and, in some 
respects, more adequate empirical perspective on a key question in integration research. 
The SOAM technique allows us to take this one step further. It allows us to specify 
hypotheses (about the selection of social ties and other behavior) at the micro-level and 
to test them by fitting the model to the general network characteristics, thus reflecting the 
macro-micro-macro character very explicitly (Snijders & Steglich 2015). Snijders & 
Kalter (2020) show that this could again be particularly useful for integration research; 
they apply the idea to longitudinal network data from the German part of the CILS4EU 
study by analyzing the relationship between religious diversity and social cohesion.

6. CONCLUSIONS

Research on migration and integration has experienced an upsurge in sociology, reflect-
ing the growing importance of the topic for the present and future of most societies. To 
be sure, it is also a field in which the multiplicity of approaches and the fragmentation of 
research strands are particularly striking, which also leads to a certain flourishing of 
research that is not quite as rigorous. But given the societal and political relevance, there 
is a high demand for stringent and well-founded argumentation and hard empirical facts. 
Accordingly, the past decade has seen enormous progress of rigorous theorizing and 
sophisticated empirical methods in journal publications and also in research funding.

This is partly due to the fact that growing ethnic diversity in modern societies has 
caused many neighboring fields with relatively high standards, such as labor market or 
social stratification research, also to become more and more involved in migration-
related questions. The theoretical and methodological input and its elaboration has 
helped to make much progress on key questions of integration research. However, 
in  addition to these more general domain-specific mechanisms, one can identify 
genuine migration-and-integration-related mechanisms in the toolbox that constitute an 
integration theory in its own right. These mechanisms can well be integrated into 
domain- specific approaches on the basis of new institutionalism and a generalized 
resource-investment framework.

In the past and present, developments in rigorous sociology in the field of migration and 
integration have always been accompanied by lively criticism and reservations against this 
so-called empirical-analytical mainstream. I have shown that, starting from a broader 
conceptualization of integration, parts of this criticism are justified and should be seriously 
reflected upon in order to lead to new accentuations and ways forward. However, the 
limitations do not call for less, but rather for more theoretical and methodological 
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sophistication. While the less rigorous research often has no more to offer than the critique 
itself, many promising developments are available that could be helpful in addressing these 
very issues. Recent developments in rigorous sociology have provided new general means 
to better capture interaction processes and non-trivial aggregations theoretically and 
empirically. These include, for example, agent-based modeling, longitudinal and multi-
level analyses or longitudinal network analysis, which are increasingly finding their way 
into research practice. These are only a few of the promising ways in which important and 
justified claims, e.g., that integration is relevant as an emergent phenomenon at the macro-
level or that integration processes are two-sided or multi-sided, can be addressed with 
fruitful, powerful and precise theoretical and methodological tools.
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9. Social networks: effects and formation*

Vincent Buskens, Rense Corten, and Werner Raub†

1. INTRODUCTION

Wholesale diamond markets, in the decades following WWII, are a vignette of how 
 networks affect economic life (Wechsberg 1966, pp. 81–86, is a vivid sketch; these markets 
are topics in influential contributions on social capital and economic sociology: Coleman 
1988; Granovetter 1985). Merchants form small communities with extensive ethnic, reli-
gious, and kinship ties and high frequency of interactions. Coleman (1988, p. S99) 
describes this as follows: ‘The wholesale diamond market in New York City, for example, 
is Jewish, with a high degree of intermarriage, living in the same community in Brooklyn, 
and going to the same synagogues. It is essentially a closed community.’ Extensive ties in 
terms of kin and communication exist not only within but also between merchant com-
munities (Wechsberg 1966). Economic exchange between merchants has features that are 
at first sight surprising: when negotiating a sale, valuable stones are routinely handed over 
for private examination without formal insurance against theft and fraud, such as substi-
tuting inferior stones for much more valuable ones. Organizing transactions in this way 
enhances efficient functioning of the market by avoiding complex and costly bonding and 
insuring devices. On the other hand, considerable trust problems are introduced due 
to  incentives and opportunities for malfeasance. The argument then is that reputa-
tional concerns mitigate malfeasance: a cheating merchant risks not only losing the victim 
as a partner for future business, but also future business opportunities with other mer-
chants and family, religious, and community ties. Research on social networks studies a 
wide variety of such effects as well as the formation and dynamics of certain network 
structures.

Much research on social networks reflects core features of rigorous sociology. This 
includes explanation of individual (micro-) behavior in social contexts. It also, and par-
ticularly, includes the explanation of social (macro-) phenomena. On the one hand, micro-
level questions in the diamond merchants vignette include: Why and under 
what conditions does a merchant hand over stones for examination without formal insur-
ance? Why and under what conditions does the other merchant abstain from malfea-
sance? How do  merchants’ behaviors depend on network characteristics? On the 
other  hand, the  association between characteristics of the network of diamond mer-
chants and the more or less efficient functioning of the market is a macro-level explana-
tory question.

Social networks

* K. Gërxhani, N.D. de Graaf and W. Raub (eds) (2022), Handbook of Sociological Science: Contributions 
to Rigorous Sociology, Cheltenham, UK and Northampton, MA, USA: Edward Elgar Publishing. ISBN: 978 
1 78990 942 5; http://dx.doi.org/10.4337/9781789909432.

† The order of authorship is alphabetical. Andreas Flache and Klarita Gërxhani prepared helpful reviews 
of a draft version. At the online meetings on the Handbook, Andreas Diekmann, Gianluca Manzo, Tom 
Snijders, and Christian Steglich offered additional comments and suggestions.
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We discuss two types of models for social networks. First, there are models accounting 
for the effects of social networks. Here, assumptions on networks and their characteristics 
are part of the explanans. Such models contribute to the analysis of the diamond markets 
vignette. Second, there are models with network characteristics as macro-level explananda 
(cf. Borgatti & Foster 2003). Our discussion is mainly by way of example. We ‘recon-
struct’ two paradigmatic cases explicitly as micro-macro models. To ensure complemen-
tarity with other Handbook chapters and as a contribution to somewhat neglected issues 
in the sociological literature on networks, we focus on theory formation for research on 
social networks employing game-theoretic tools. This includes sketching the derivation 
of testable hypotheses from formal theoretical models. For space restrictions, we do not 
discuss related empirical studies in detail.

Chapters in this Handbook such as those on analytical sociology (Manzo’s chapter), on 
agent-based computational sociology (the chapter by Flache, Mäs & Keijzer; the chapter 
by Steglich & Snijders), and on rational choice sociology (Diekmann’s chapter) reflect 
that the effects of social networks as well as their formation are key topics in various 
rigorous sociology research programs. The chapters on experimental sociology (by 
Gërxhani & Miller) and on stochastic network modeling (by Steglich & Snijders) address 
empirical designs and statistical modeling, including how empirical methods and statisti-
cal modeling are linked to theory formation. The showcase chapters by Burt (see also 
Vedres’ chapter on Burt), by Salganik, Dodds & Watts, and by Van de Rijt offer examples 
of research employing a range of alternative theoretical assumptions, empirical methods, 
and statistical approaches.

Our chapter does not aim at a systematic overview of research on social networks. 
Textbooks and collections offering overviews are plentiful. In sociology, for example, 
Wasserman & Faust (1994) was an early and influential textbook on concepts and 
methods. Borgatti et al. (2018) is a more recent textbook with a focus on methodology, 
including research design, data collection, and data analysis. Kadushin (2012) is comple-
mentary by focusing more on concepts and empirical findings. Light & Moody (2020) is 
a handbook on a wide variety of topics in the social networks literature. Scott (2002) is a 
collection of seminal studies. Textbooks on network research in other disciplines than 
sociology include Easley & Kleinberg (2010), Jackson (2008), and Newman (2018). 
Networks are a topic, too, of popular science literature (for example, Christakis & Fowler 
2011; Jackson 2019; Watts 2003).

We first sketch a framework for theory formation on effects and formation of social 
networks. Subsequently, related to the diamond merchants vignette, our first ‘case study’ 
is a model of exogenous network effects on trust in social and economic exchange. Our 
second example is a model of status hierarchies, with endogenous network formation as 
the key macro-outcome of the model. A brief discussion concludes the chapter.

2. SOCIAL NETWORKS IN MICRO-MACRO MODELS

Coleman’s (for example, 1990) diagram for representing micro-macro explanations is a 
convenient heuristic device for highlighting how social networks can be researched in 
rigorous sociology (Figure 9.1). The introduction chapter for this Handbook includes a 
discussion of micro-macro explanations (see also the chapter by Steglich & Snijders). 
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Here, we build on that discussion, employing terminology from that chapter (see also 
Agneessens 2020 for a discussion on different levels in networks research). At the same 
time, we relate the diamond merchants vignette to nodes and arrows in the figure.

2.1 Network Effects

Social networks and their characteristics can be represented in Coleman’s diagram as 
macro-conditions (Node A) and as macro-outcomes (Node D). When considering the 
effects of networks, assumptions on network characteristics refer to macro-conditions. In 
the diamond merchants vignette, the macro-conditions thus include assumptions on a 
network with extensive ties and frequent interactions between the actors, thus allowing 
for ease of information exchange. Another set of macro-conditions refers to characteris-
tics of the market for stones. This includes the value of high- and low-quality stones and 
the necessity of careful inspection of stones to reliably assess their quality. Bridge assump-
tions then specify how such macro-conditions affect the micro-level of exchange between 
individual merchants. Micro-conditions include individual incentives for merchants and 
their information on a potential trading partner. Assumptions on behavioral regularities 
are that reputational concerns will affect whether or not a potential buyer of stones 
abstains from substituting inferior stones for valuable ones when inspecting them. In 
addition, the potential seller is assumed to anticipate whether or not the potential buyer 
will be trustworthy. Micro-outcomes follow, namely, whether or not buyer and seller 
engage in a ‘smooth’ transaction, avoiding malfeasance. Macro-outcomes, then, refer to 
how efficiently the market functions. In this way, macro-level regularities also follow on 
how the characteristics of the merchants’ network are associated with efficient function-
ing of the market.

Our diamond merchants vignette indicates that networks have effects on trust in eco-
nomic and social exchange (Coleman 1990) and more generally on behavior in social 
dilemmas and on the outcomes of such behavior (Raub & Weesie 1990). Other research 
on network effects includes, for example, individual behavior on the labor market and 
labor market outcomes (Granovetter 1973, 1974), individual adoption of innovations 
and macro-level diffusion processes more generally (Centola 2018; Coleman et al. 1966), 
and social inequality (Coleman 1988; Lin 2001).

An overall implication of research on network effects is that actors benefit from certain 
network structures and also from their individual positions in such structures. For 
example, dense networks may be beneficial for solving trust and cooperation problems. 

Figure 9.1 Coleman’s diagram

A: Macro-conditions

B: Micro-conditions C: Micro-outcomes

D: Macro-outcomes
4: Macro-regularities

1: Bridge assumptions 3: Transformation rules

2: Behavioral regularities
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In competitive settings, access to and control of information provide individual advan-
tages (Burt 1992 and his showcase chapter; Granovetter 1973; see also Vedres’ chapter).

2.2 Network Formation

At times, actors can adapt their individual positions in a network, at least to some degree. 
They can do so by establishing, maintaining, or severing relations with others. For example, 
actors can often choose with whom to exchange goods or information and with whom to 
collaborate. The notion that networks have important consequences for them suggests that 
actors have incentives for ‘networking’. Namely, goal-directed behavior, represented as a 
micro-level behavioral regularity in Coleman’s diagram (Arrow 2) and sometimes referred 
to as ‘agency’, ‘intelligible action’, and the like in sociology, would then imply that actors 
try to form relationships to improve their individual network benefits: they invest in estab-
lishing and maintaining beneficial relations, while ending relations that are not beneficial. 
These are then relevant micro-outcomes (Node C). This is in line with the social capital 
notion that goal-directed actors benefiting from resources embedded in networks would 
choose their network ties purposively (Flap & Völker 2013). Then, the network structure 
is the emergent and endogenous macro-outcome (Node D) of the combined choices of all 
actors involved (Corten 2014). In this way, endogenous network formation fits in Coleman’s 
diagram. Network structure, rather than being ‘one-shot’, may of course develop over time 
in a dynamic process (see the chapters by Flache, Mäs & Keijzer and by Steglich & 
Snijders). From a more empirical perspective, ignoring that networks may be due to 
forming and severing ties with similar others (‘selection’) may lead to biased estimation of 
the importance of, for example, influence processes (Steglich et al. 2010).

Of course, when network structures are the results of actors’ decisions, it does not 
necessarily follow that network structures will also be socially beneficial (Buskens & Van 
de Rijt 2008). After all, since the network structure is the result of the combined choices 
of all actors, relational choices of one actor have consequences for other actors. For 
instance, by breaking just one relation, an actor can interrupt many indirect connections 
between other pairs of actors, thereby changing the flow of information in the network. 
Thus, endogenous network structures are possibly unintended and unfavorable conse-
quences of individual action.

For quite some time, the literature on social networks focused primarily on the effects 
of social networks. Systematic research on the formation and dynamics of social net-
works is more recent and presumably still more scarce. This is understandable since the 
emergence and dynamics of networks is inherently due to interdependent behavior of 
actors, thus complicating theoretical and empirical analysis (Snijders 2011, 2013, and the 
chapter by Steglich & Snijders). However, since the 1990s, a sizeable literature has studied 
network formation, often using new data sources (Ackland 2013; Lazer et al. 2009; see 
the chapter by Flache, Mäs & Keijzer). This literature has roots in sociology (for example, 
Doreian & Stokman 1997; Stokman & Doreian 2001; Weesie & Flap 1990; see also 
Borgatti & Foster 2003) but has become very multidisciplinary, with contributions from 
disciplines such as economics, physics, biology, and mathematics. Scott (2011) shows 
how such work from other disciplines relates to – often overlooked – prior work in soci-
ology. The example of endogenous network formation discussed below is on status hier-
archies emerging from a network of status allocations.
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2.3 Theory on Social Networks in Rigorous Sociology

Coleman’s diagram directs attention to addressing how micro-outcomes depend on 
macro-conditions, bridge-assumptions, micro-conditions, and assumptions on behavio-
ral regularities. Furthermore, the diagram directs attention to addressing how assump-
tions on micro-outcomes together with assumptions on transformation rules allow for 
deriving macro-outcomes. This induces a focus on the mechanisms through which net-
works have effects on micro- and macro-outcomes and a focus on the mechanisms pro-
ducing network dynamics. In this way, the ‘theory gap’ (Granovetter 1979) that 
characterized much purely descriptive network research can be avoided.

It deserves mentioning that quite some research on social networks in rigorous sociol-
ogy could be seen as an alternative to the perfect market model of neoclassical economics 
(Raub 2021 provides further discussion). For example, in his programmatic pamphlet, 
Granovetter (1985) argued that one should replace the assumptions of ‘atomized’ actors 
on perfect markets by assumptions that include the ‘embeddedness’ of actors. Here, 
‘embeddedness’ refers to ongoing relations between actors as well as networks of actors 
and their relations. The interesting and often overlooked feature is that the core difference 
with the perfect market model lies in assumptions on macro-conditions rather than in 
micro-level assumptions on behavioral regularities. Even stronger, Granovetter opposes 
‘psychological revisionism’, namely, the ‘attempt to reform economic theory by aban-
doning an absolute assumption of rational decision making’ (1985, p. 505). According to 
Granovetter (1985, p. 506), 

while the assumption of rational action must always be problematic, it is a good working 
hypothesis that should not be easily abandoned. What looks to the analyst like nonrational 
behavior may be quite sensible when situational constraints, especially those of embeddedness, 
are fully appreciated.1

This is similar to how Coleman (1994, p. 167) suggested employing rational choice theory 
in sociology: 

The hallmark of rational choice theory in sociology is the combination of an assumption of 
rationality on the part of individuals, but replacement of the assumption of a perfect market 
with social structure, sometimes regarded as endogenous and other times regarded as exoge-
nous, which carries individual actions into systemic outcomes.

It is interesting to see that a research program as proposed by Granovetter and Coleman 
has meanwhile also developed in economics, with ‘games on networks’ studying network 
effects and ‘strategic network formation’ studying the endogenous dynamics of networks, 
although the roots in sociology of such a program are often, at best, scarcely noted (for 
an example, see Jackson et al. 2020).

1 Granovetter (2017) is a more recent version of his research program for ‘economic sociology’ and is more 
evasive on employing rationality assumptions; Goyal (2019) is a nuanced review by an economist.
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3. EXOGENOUS NETWORK EFFECTS: TRUST IN EXCHANGE

Our first example is on network effects, with networks and their characteristics as macro-
conditions that are assumed to be exogenous. In terms of the diamond merchants 
vignette, the model quantifies how large the short-term incentive to abuse trust can be as 
a function of the network structure in which actors are embedded. Exchange involving 
trust problems exemplifies social dilemmas and the problem of social order (for example, 
Buskens & Raub 2013, pp. 113–116). Hence, the model likewise highlights how networks 
affect cooperation in social dilemmas and how they can contribute to ‘solving’ the 
problem of social order.

3.1 Model Assumptions: the Heterogeneous Trust Game

The model is a slightly simplified version of the one in Buskens (2002, Chapter 3). We 
employ the Heterogeneous Trust Game (HTG, Figure 9.2), an adapted version of the 
standard Trust Game (Dasgupta 1988). The HTG represents exchange involving trust 
problems. Assumptions on the game, by defining the interaction situation, include key 
macro-conditions of the model. In terms of the diamond merchants vignette, these are 
market features related to characteristics of stones and the necessity of inspecting them. 
The game is played by two actors, a trustor and a trustee. In our vignette, the trustor 
would be a seller and the trustee a buyer. A special feature of the HTG is that it starts 
with determining an incentive θ for the trustee. As is common in game-theoretic mode-
ling, θ is randomly drawn by ‘Nature’ from a distribution F. ‘Heterogeneous’ refers to 
this feature. Trustor and trustee are informed on θ.

Subsequently, trustor and trustee move sequentially. First, the trustor decides between 
placing or not placing trust. In our vignette, ‘placing trust’ would be to hand over stones 

Nature: q ~ F

No trust
Trustee

Place trust

Trustor

Abuse
trust

R1
R2

P1
P2

S1
R2 + q

Honor
trust

q

Figure 9.2  Extensive form of the Heterogeneous Trust Game, where Ri > Pi, (i = 1, 2), 
P1 > S1, θ > 0 (double lines indicate best reply behavior)
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to the potential buyer for private inspection without formal insurance against malfea-
sance. ‘Not placing trust’ would be to abstain from a transaction. If the trustor does not 
place trust, the interaction ends and trustor and trustee receive payoffs P1 and P2, respec-
tively. If the trustor places trust, the trustee chooses between honoring or abusing trust 
and the HTG ends. In our vignette, ‘abusing trust’ would mean substituting low-quality 
stones for high-quality ones, while not buying any stones. ‘Honoring trust’ would mean 
buying the stones for a mutually beneficial price (clearly, other courses of action are con-
ceivable but we abstract away from such complications). If the trustee honors trust, trustor 
and trustee receive R1 and R2, respectively, with Ri > Pi (i = 1, 2). If the trustee abuses trust, 
the trustee receives R2 + θ, while the trustor receives S1. Actors are informed on all details 
of the HTG (in game theory terminology: they know the extensive form of the game).

Because θ > 0, a rational trustee will abuse trust, when trust is placed. In addition, since 
S1 < P1, the trustor prefers not to place trust over placing trust that is abused. Hence, 
since the trustor can anticipate on the trustee’s behavior, rational behavior implies that 
no trust is placed, while trust would be abused in the HTG. Technically, not placing trust, 
while trust would be abused, is the unique subgame-perfect equilibrium of the game.2 This 
leaves both actors with a lower payoff than when trustor and trustee cooperate in the 
sense that trust is placed and honored so that both actors receive Ri > Pi. This shows that 
the HTG is a social dilemma (Buskens & Raub 2013).

Drawing the incentive θ to abuse trust from a probability distribution F distinguishes the 
HTG from the standard Trust Game. In the standard Trust Game, abusing trust is associ-
ated with payoff T2 = R2 + θ > R2 for the trustee, with θ as a constant. By specifying a 
probability distribution F, it is possible to represent the mean expected incentive to abuse 
trust as well as the variation of this incentive and the feature that ‘golden opportunities’ 
might occur so that abusing trust is particularly tempting. This is a ‘mini example’ of 
making a model more complex in a stepwise fashion, while keeping it tractable, and thus 
of cumulative growth of knowledge. Below, we show how this feature enriches implications 
of the model compared with a similar model without heterogeneity in incentives to abuse 
trust.

3.2 Model Assumptions: the Iterated Heterogeneous Trust Game

We now embed the HTG in an Iterated Heterogeneous Trust Game (IHTG) that allows 
for analyzing network effects on trust and cooperation. The intuition from our diamond 
merchants vignette made precise in the model can be summarized as ‘trust and coopera-
tion due to network effects’. As we have seen, the trustee has short-term incentives to 
abuse trust in the HTG. However, given repeated interactions of the trustee with multiple 
trustors and information exchange between trustors about past behavior of the trustee, 
the trustee must balance short-term incentives to abuse trust against long-term incentives 
to honor trust. After all, abusing trust now may imply that trustors in future exchanges 
will not place trust in the first place.

The IHTG is a sequence of HTGs, played at discrete time points t between a trustee 
and n trustors. For each time point t, one trustor i is randomly chosen from the set of 

2 See a textbook such as Rasmusen (2007) for details on game-theoretic terminology and assumptions used 
in this chapter.
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trustors, each with equal probability. For the next time point t + 1, again a trustor j is 
chosen (this might be the same trustor as for t). Before the trustor for t + 1 plays with the 
trustee, the trustor for t and the trustor for t + 1 may be able to exchange information 
about past behavior of the trustee. More specifically, the trustors are linked in an infor-
mation network A that is assumed to be exogenous. Formally, the network A is a 
weighted matrix with elements αij (thus, i and j again index trustors). The elements αij have 
values between 0 and 1, indicating the probability that i exchanges all information i has 
on the trustee’s past behavior with the next trustor j. We define αij = 1. If trustors do 
exchange information, j truthfully receives all past information i knows. If the trustors 
do not exchange information, all information on past behavior of the trustee is lost for 
all future HTGs to be played. This implies that if i after some time plays again with the 
trustee, and information has been lost in between, i also does not know what happened 
in i’s own previous interactions with the trustee. Note that information exchange is not 
due to endogenous choices in the IHTG. Rather, the probability of information exchange 
is exogenously determined. Finally, with respect to payoffs, we assume that trustor and 
trustee involved in the HTG at t obtain the payoffs associated with the outcome in that 
interaction. Trustors not involved in the HTG at t receive payoff 0 at t. Payoffs for the 
IHTG are discounted exponentially with discount factor w, 0 < w < 1. Actors are assumed 
to be informed on all details not only of the HTG but also of the IHTG. They are also 
assumed to know that everybody has that information (in game theory terminology: the 
extensive form of the IHTG is common knowledge).

From a game-theoretic perspective, the assumptions specified characterize the exten-
sive form of the HTG and, somewhat roughly, of the IHTG. From the perspective of 
Coleman’s diagram, these assumptions characterize macro-conditions of the social 
context of interactions. Related to the diamond merchants vignette, we have already seen 
that HTG models basic features of the market for stones. IHTG specifies features of the 
network of merchants. In addition, the extensive form also includes bridge assumptions 
linking macro- to micro-conditions. Namely, assumptions on the IHTG include how an 
actor’s individual payoffs depend on the random events during the game (incentives θ for 
abusing trust, selection of trustor playing at a given time point, information exchange 
between time points) as well as on the actor’s own behavior and the behavior of the other 
actors. In addition, assumptions on the IHTG include how the information an actor has 
at a specific time point on the previous behavior of other actors depends on what has 
happened previously in the IHTG.

3.3 Model Implications: Micro- and Macro-outcomes

We now turn to model implications. In terms of Coleman’s diagram, we focus on how 
macro-conditions affect micro- and macro-level outcomes. Placing or not placing trust as 
well as honoring or abusing trust are micro-level outcomes. The macro-outcome is the 
proportion of interactions such that mutual cooperation – trust placed and honored – is 
attained. The extensive form of the IHTG shows how this proportion depends on micro-
level outcomes. Through the lens of Coleman’s diagram, assumptions on the extensive 
form, therefore, also imply transformation rules.

Game-theoretic analysis permits us to derive model implications by considering equi-
libria of the IHTG. We thus assume that all actors are strategically rational in the sense 
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that each actor maximizes own payoffs in the IHTG, given the behavior of all other 
actors. We have already seen that the HTG has an equilibrium such that trust is not 
placed, while placed trust would be abused. As is pretty much standard in the analysis of 
iterated games, we consider trigger strategy equilibria (Friedman 1971) of IHTG to see 
how iterating the HTG and, specifically, how the network of trustors affect equilibrium 
behavior. For the IHTG, trigger strategies are defined using a vector of trust thresholds 
ϑ = (ϑ1, . . ., ϑn), where ϑi indicates the maximum incentive θ of the trustee for which 
trustor i is still willing to place trust. Trigger strategies imply that trustor i always places 
trust if θ ≤ ϑi and he or she does not have any information about an abuse of trust by the 
trustee in the past. In all other cases, trustor i will not place trust. The trustee will honor 
trust if θ ≤ ϑi in interactions with trustor i, provided that trustor i does not have any 
information about an abuse of trust in the past. Buskens (2002, Chapter 3) shows that the 
ϑi of trustor and trustee in interactions with trustor i need to be the same in equilibrium. 
Then, conditions can be derived for the maximal values of ϑ such that these trigger strat-
egies are indeed in equilibrium. In terms of Coleman’s diagram, the key assumption on 
behavioral regularities is then that actors employ trigger strategies with maximal values 
of ϑ. This assumption on playing a trigger strategy equilibrium mirrors the diamond 
merchants’ reputational concerns that mitigate malfeasance. The trigger strategy equilib-
rium implies Pareto improvements compared with the no trust-equilibrium of the HTG, 
since it implies that trust will be placed and honored for sufficiently small incentives θ.3

In terms of the diamond merchants vignette, our solution for IHTG implies that a 
merchant trusts a potential buyer and hands over stones for informal inspection and the 
buyer abstains from malfeasance if the value of the stones is below a certain threshold 
value. The threshold depends on the parameters of the game, including characteristics of 
the network of trustors. However, trust will not be placed when the stones are so valuable 
that informal inspection would create a ‘golden opportunity’ for the potential buyer. This 
feature again corresponds with Wechsberg’s (1966) sketch.

One can now derive (Buskens 2002, Chapter 3) testable hypotheses on how macro-
conditions affect micro-level behavior in social and economic exchange as well as macro-
effects. Such hypotheses follow from properties of trigger strategy equilibria. It can be 
shown, first, that the maximal trust thresholds ϑ increase if the costs of withheld trust 
(R2 – P2) for the trustee are larger and decrease if the distribution of incentives to abuse 
trust F produces larger θs. Second, with respect to the embeddedness of actors and their 
transactions in the sense of repeated interactions, the maximal trust thresholds ϑ 
increase if the discount parameter w is closer to 1 so that long-term effects of present 
behavior become more important. Third, with respect to network effects, if an element 
of A increases, say αij, the thresholds of all those trustors will increase for whom there is 
a positive probability that the information they send to another trustor will reach trustor 
i. Because the average of all values in A is the density of the network of trustors, it follows 
that the proportion of cooperative interactions increases in the density of the network.

3 As is typical for iterated games (Rasmusen 2007, Chapter 5.2), the IHTG has many equilibria. An often 
used assumption for the analysis of iterated games, though sometimes left implicit, is ‘equilibrium selection 
based on payoff dominance’: actors coordinate on a trigger strategy equilibrium that is a Pareto optimal equi-
librium within the set of equilibria (Buskens & Raub 2013, p. 125). Employing such an assumption, trigger 
strategy equilibria with maximal values of ϑ can be considered as the solution of the IHTG.
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The analysis likewise reveals how the derivation of testable hypotheses employing the 
IHTG differs from how hypotheses are generated when the iterated standard Trust Game 
is used (Buskens & Raub 2013, pp. 122–130). Since the payoff for the trustee after abused 
trust is always the same T2 > R2 in the standard Trust Game, one can only specify a con-
dition for the iterated standard Trust Game such that an equilibrium in trigger strategies 
exists that induces that trust will be placed and honored throughout all periods of the 
iterated game. Hypotheses on how macro-conditions affect trust in exchange are then 
generated by assuming that placing and honoring trust is more likely when the condition 
for the existence of such a trigger strategy equilibrium becomes less restrictive. By con-
trast, in the model employing the IHTG, hypotheses follow directly from the comparative 
statics of the extent to which trust can be placed by the trustor. This shows, too, why it is 
useful from an empirical as well as a theoretical perspective to assume that incentives for 
abusing trust are heterogeneous. In this way, replacing the standard Trust Game by the 
HTG and employing IHTG, while building on earlier game-theoretic models, contributes 
to systematic and cumulative growth of knowledge.

3.4 A Systematic Summary of the Model

We now summarize the model of network effects on trust in social and economic exchange 
(Box 9.1). For simplicity, we focus on key assumptions and implications of the game-
theoretic model, neglecting various details. We structure our summary in terms of 
Coleman’s diagram. We do so by indicating how assumptions (the explanans) and impli-
cations (the explananda) of the model relate to the nodes and arrows of the diagram. An 
important point of our summary is, though, that it highlights that the simple diagram in 
Figure 9.1 is a useful heuristic device but is not itself a theoretical model. Rather, the 
nodes and arrows of the diagram indicate different kinds of assumptions and implications 
that have to be specified explicitly, also showing that implications indeed follow from the 
 assumptions.

BOX 9.1 EXOGENOUS NETWORK EFFECTS ON TRUST IN EXCHANGE

Macro-level

Node A: Macro-conditions

● Actors (n trustors and a trustee) are involved in the IHTG, including
●● Trust Games with heterogeneous temptation payoffs according to the distribution F 

(HTG, Figure 9.2);
●● trustors are linked in an exogenously given information network A, with links αij indicating 

probabilities of information exchange between trustors i and j on past behavior of the 
trustee;

●● rules on information exchange between trustors and on recall of information;
●● discount parameter w;
●● information conditions on what each individual actor knows about the interaction and 

knows about what other actors know etc. (technically, it is assumed that the extensive 
form of the IHTG is ‘common knowledge’).
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Node D: Macro-outcomes

● Proportion of interactions such that mutual cooperation is attained (trust is placed and 
honored).

Arrow 4: Macro-regularities

● Relations between network properties and the proportion of interactions such that mutual 
cooperation is attained, for example, a positive association between network density and the 
proportion of interactions such that mutual cooperation is attained.

Arrow 1: Bridge assumptions

● These assumptions follow from the extensive form of the IHTG that show how an actor’s indi-
vidual payoffs and information on what happened in previous HTGs depend on macro- 
conditions as well as the actor’s own behavior and the behavior of the other actors.

Micro-level

Node B: Micro-conditions

● Payoffs for specific actors
● Actors’ information on what happened in previous HTGs

Node C: Micro-outcomes

● Individual choices on placing or not placing trust and, respectively, on honoring or abusing 
trust.

Arrow 2: Behavioral regularities

● Game-theoretic equilibrium behavior based on trigger strategies with maximal trust thresh-
olds ϑ.

Arrow 3: Transformation rules

● These assumptions follow from the extensive form of the IHTG that shows how the proportion 
of interactions such that mutual cooperation is attained depends on individual choices on 
placing or not placing trust and, respectively, on honoring or abusing trust.

3.5 Further Model Implications and Discussion

Using approximation methods, Buskens (2002, Chapters 3.5 and 3.6) derives additional 
implications, particularly with respect to network effects. First, a linearization method is 
employed to distill more detailed predictions about network effects on the extent to which 
trust is expected to be placed and honored in a given network. The linearization shows 
that the outdegree of a trustor (the probability that a trustor sends information to the 
next trustor) is the main network determinant predicting how much a specific trustor can 
trust the trustee.

Second, to generalize and extend predictions further, Buskens uses a simulation gener-
ating a large number of networks with sufficient variation in a series of relevant network 
properties. The equilibrium thresholds for all trustors in all these networks were 
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calculated and collected in a dataset. Subsequently, trust thresholds were predicted using 
a linear regression model with network properties as the predictors for the trust thresh-
olds. Over a large set of networks, this analysis shows how likely it is that a network 
property or an actor’s individual network position changes the trust threshold in a certain 
direction. In addition, interaction effects of network properties and other parameters in 
the game can be derived if these other parameters are also varied in the simulation. The 
simulation reconfirms that trust thresholds increase in a trustor’s outdegree. Moreover, 
trust thresholds increase in the likelihood that the trustors to which a focal trustor sends 
information, pass the information on to other trustors. At the network level, trust 
increases with the overall network density, which is implied by the effect of outdegree. In 
addition, the effect of the centralization of the network is positive if central trustors are 
again strongly connected to each other, but negative if central trustors are mainly related 
to peripheral ones. An example of a hypothesis on an interaction effect is that the effects 
of the network properties become stronger with an increasing discount parameter.

Some limitations related to specific theoretical assumptions of the model merit discus-
sion. It is assumed that all actors know all elements of the structure of the IHTG. This 
seems unrealistic. For example, why would actors exactly know each other’s payoffs? 
Also, the assumption on actors’ complete information about the extensive form affects 
implications that can be derived. One implication is that trust is never abused in the 
trigger strategy equilibrium of the IHTG. Consequently, the model implies that there is 
no effect of the payoff difference P1 – S1 on placing and honoring trust. Empirically, it is 
known that trust decreases if P1 – S1 increases, at least in one-shot standard Trust Games 
(Snijders & Keren 2001) and in finitely repeated Trust Games with incomplete informa-
tion (Camerer & Weigelt 1988). Concerning the diamond merchants, Wechsberg and 
Granovetter mention that malfeasance is a rare exception but not completely absent. In 
addition, because trust is never abused in equilibrium, information about abused trust is 
never shared in the network. The effect of outdegree is, thus, purely an effect of the threat 
of sending information and of deterring the trustee from abusing trust, given this threat, 
while receiving information is not crucial. This explains why the model predicts no effect 
of indegree on trust. Buskens (2003) provides a model with incomplete information of 
trustors on the incentives of the trustee to abuse trust. This model implies hypotheses on 
the effects of P1 – S1 and of indegree on trust. It also implies that abuse of trust, while 
being an exception, can happen when the equilibrium is played.

Deriving analytical results on network effects from game-theoretic models is often a 
difficult, if at all feasible, task. As we have already seen, simulation, rather than deriving 
analytical results, can then be an attractive complementary method for theory formation. 
Also, game-theoretic models are based on strong rationality and information assump-
tions. Implications of alternative assumptions on behavioral regularities can be explored 
using agent-based models of network effects, also relying on simulation methods (Flache, 
Mäs & Keijzer). Rather than employing assumptions on strategic rationality, some such 
alternative models employ an ‘evolutionary’ perspective. In such models, agents with 
predefined strategies are interacting on networks, assuming that ‘successful’ strategies 
thrive over time, while less successful strategies are employed less often. Some of these 
models have been developed in physics. Perc et al. (2017) and Sánchez (2018) review this 
work, including hypotheses that can be generated, overviews of empirical tests, and over-
views of empirical regularities needing further research. Still other simulation models 
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include assumptions on boundedly rational actors by assuming backward-looking learn-
ing or myopic best reply behavior (Steglich & Snijders provide an example).

This chapter is on theoretical models for networks effects and network formation. A 
careful discussion of empirical tests of implications of the model on network effects on 
trust in exchange is therefore beyond the scope of this chapter. For a systematic review 
of empirical work on such network effects, with results from survey studies and experi-
ments, including vignette experiments, see Buskens & Raub (2013).

4.  ENDOGENEOUS NETWORK FORMATION: STATUS 
HIERARCHIES

Our second example is Gould’s (2002) model of status hierarchies. This is a model of 
endogenous network formation, with network characteristics as macro-level explananda. 
Status hierarchies are pervasive in both formal and informal human organizations. 
Traditionally, sociology has offered two different explanations for the existence of hier-
archy. According to the first account, individuals end up at different status positions as a 
result of their individual qualities through a process of social exchange (Blau 1964). The 
competing view considers status hierarchies as determined externally, and attributes dif-
ferences in individual outcomes to the positions that these individuals occupy in status 
hierarchies rather than to differences in intrinsic qualities of the individuals. As an alter-
native to these ‘individualist’ and ‘structuralist’ approaches, Gould’s model explains 
social hierarchies as emergent, that is, as a result of how individual actors choose to 
attribute status to other actors, but without assuming that hierarchies are necessarily a 
straightforward reflection of individual qualities.

4.1 Status Hierarchies as Networks

Emergent status hierarchies can develop in social networks in the sense that a hierarchical 
structure is implied by the set of actor-to-actor status attributions – the ‘connections’ in 
the network. Gould provides a model of endogenous network formation with connections 
indeed implying status attributions. By conceptualizing status hierarchies as social net-
works, his model applies the conceptual lens of social network analysis to a fundamental 
theme of sociology, namely, social inequality and power differentials. In turn, this concep-
tualization allows us to reformulate questions about status inequalities in network terms. 
For example, questions about the degree of inequality in status hierarchies straightfor-
wardly translate into questions about degree distributions or centralization in a network.

Two broad intuitions serve as starting points for the model. One is the ‘self-fulfilling 
character of subjective judgements’ (Gould 2002, pp. 1147–1148), or, more broadly, the 
Matthew effect (Merton 1968; see Van de Rijt’s showcase chapter for a recent account). 
In the context of status hierarchies, this implies that, given uncertainty about individual 
qualities, judgments about individual qualities and, consequently, status attributed to 
individuals are reinforced by the relative status positions already occupied by these indi-
viduals. In terms of social networks, this idea is consistent with the notion of preferential 
attachment (Barabási & Albert 1999): actors who already have relatively many connec-
tions will disproportionally attract even more connections.
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The second intuition is that attributions of status are the results of actors’ goal-directed 
behavior. In particular, Gould points out that most actors would prefer to connect to 
actors who represent a certain value to them, and prefer receiving approval or connec-
tions over giving them. Again, in social networks terms, this idea is consistent with the 
– by now mainstream – notion of social capital, referring to the notion that connections 
in social networks provide actors with resources and that actors therefore decide in a 
goal-directed fashion about these connections (Flap & Völker 2013).

These two intuitions, at face value, provide reasonable motivation for a theory about 
the emergence of status hierarchies. They do not, though, provide by themselves clear 
predictions about emergent hierarchies. Still, the intuitions are consistent with a system 
that tends towards stability in the sense that everybody’s attributions are optimal, given 
others’ choices, and produce stable collective attributes. Then, chosen attributions seem-
ingly constitute an equilibrium in the game-theoretic sense. Gould takes up this theoreti-
cal challenge. He reformulates the intuitions in a rigorous fashion as an equilibrium 
model of network structure. This allows for more specific predictions and insights that 
are not obvious from the informal intuitions alone. We summarize the model and its 
implications. Subsequently, we discuss its merits in a broader perspective, also taking into 
account critique and extensions of the model.

4.2 Outline of the Model and Key Results

The emergence of status hierarchies is conceptualized as a one-shot network game 
among a population of n actors. We now outline the assumptions characterizing the 
game. In game-theoretic terminology, we specify the normal form. As in our first case 
study, this yields macro-conditions related to the interaction situation. First, each actor 
can create directed weighted ties to any other member of the population, with ties rep-
resenting status attributions. In principle, tie values are unrestricted, both positively and 
negatively. Second, each actor is assumed to possess a certain intrinsic quality Qi. Third, 
the utility of an actor i from a tie aij with a given alter j is a function of two components. 
One component is the intrinsic quality of the alter, the other is the difference in tie 
strength (the degree of reciprocity). More specifically, the utility of connecting to alters 
with a certain intrinsic quality is assumed to increase linearly in the strength of the tie 
and the alter’s intrinsic quality. On the other hand, actors experience a greater decrease 
in utility from differences in tie strength, the stronger their tie to alter. Fourth, perceived 
quality qij, that is, the quality of j as perceived by i, is assumed to be endogenously 
 determined through social influence in the network. Specifically, 

 � � ∑( )= − +
≠

1q Q aij j kj
k i , j

 (9.1)

in which ω represents the weight of social influence. Hence, the perceived quality is a 
function of the intrinsic quality of the alter Qj of alter j and the indegree (the total of 
incoming connections, not counting i’s own connection to j) of alter j, with ω determining 
the relative weight of these components.

The total utility of actor i as a function of all connections and perceived quality (as 
defined above) is subsequently defined as
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 ∑ ∑ ( )= − −u a q s a a ai ij ij
j

ij ij ji
j

 (9.2)

in which s is a model parameter (with s ≥ 0) representing the strength of symmetry con-
siderations, represented by the right-hand side of the equation.4

As is common in game theory, actors are assumed to maximize their own utility condi-
tional on the choices of other actors. This is the assumption of equilibrium behavior. The 
specification of the utility function in terms of Equations 9.1 and 9.2 allows us to character-
ize equilibria of the network game as dependent on the relative strength of social influence 
ω and symmetry considerations s. In general, an equilibrium of the game is a network of 
status allocations that maximizes utility ui for each actor, conditional on the status alloca-
tions by all others. While the precise characterization of equilibrium attachment choices is 
somewhat cumbersome to interpret, a few more general implications of the equilibria as 
depending on ω and s are noteworthy. First, with the exception of a corner equilibrium in 
which all attachments ‘cascade’ towards a single actor,5 the model does not predict status 
inequalities (in network terms: differences in indegree between actors) in the absence of 
differences in intrinsic qualities Q. Second, for sufficiently low values of s, Gould finds that 
status inequalities are related to differences in intrinsic qualities Q and the inequalities 
increase with ω. This implies that social influence indeed tends to exaggerate pre-existing 
quality differences. However, this is only true if social influence outweighs symmetry con-
siderations: if actors have a sufficiently strong preference for reciprocity, status differences 
actually understate intrinsic quality differences.6 Third, the network game of status hier-
archies implies a social dilemma: even though, from a collective perspective, it would be 
optimal to maximize the density of the network, reciprocity considerations (with s suffi-
ciently large) motivate actors to avoid connections to alters with low Q. The analysis of 
the model thereby echoes the tension between stability and efficiency that is often found 
in the game-theoretic literature on networks (Jackson 2008).

4.3 A Systematic Summary of the Model

Gould’s model can be summarized as in Box 9.2. Our summary is once again structured 
in terms of Coleman’s diagram. The overview highlights how the model aims to show 
how macro-level features of social networks depend on macro-level social conditions. 
Here, macro-level features of social networks include density, centralization, and the 
correlation between in- and outdegree. Macro-level social conditions include the distri-
bution of quality differences and group size. The relation between the distribution of 
intrinsic quality and centralization, a macro-to-macro relation, is the main focus of the 
model. The mechanisms underlying these relations are specified in terms of goal-directed 
choices by individual actors. The macro-to-micro and micro-to-macro mechanisms 
driving the emergent nature of network are specified in the social influence mechanism.

4 There is no upper bound on s in the original formulation of the model. This makes both its substan-
tive interpretation and its use in computational approximations of the model somewhat difficult (Manzo & 
Baldassarri 2015).

5 Corner equilibria are equivalent to star networks. Gould considers them as ‘unrealistic’ and therefore 
mainly focuses on interior equilibria, for sufficiently small values of ω and s. 

6 This is a key finding in Gould’s analysis. Later elaborations and re-analyses of the model cast doubt on 
its generality (Manzo & Baldassarri 2015). Below, we return to this issue.
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BOX 9.2 STATUS HIERARCHIES AS ENDOGENOUS NETWORKS

Macro-level

Node A: Macro-conditions

● A network game, including
●● a set of n actors;
●● feasible strategies of each actor i: directed weighted ties (representing status attribu-

tions) to any other actor;
●● a distribution of (objective, exogenously determined) quality differences Q;
●● weight ω of social influence and strength s of symmetry considerations;
●● information conditions on what each individual actor knows about the interaction and 

knows about what other actors know etc. (technically, it is assumed that the normal form 
of the network game is ‘common knowledge’).

Node D: Macro-outcomes

● Features of the emerging hierarchy, such as density and the distributions of status (indegree) 
and ‘gregariousness’ (outdegree).

Arrow 4: Macro-regularities

● The extent to which emergent status hierarchies (a macro-level outcome) reflect the distribu-
tion of underlying quality differences (a macro-level condition). For example, the model shows 
that social influence may amplify quality differences as reflected in the hierarchy. In addition, 
the model provides insights in how this amplification in itself depends on other macro-level 
model parameters.

Arrow 1: Bridge assumptions

● These assumptions follow from the normal form of the network game that shows how an 
actor’s individual utility depends on macro-conditions as well as the actor’s own behavior and 
the behavior of the other actors.

Micro-level

Node B: Micro-conditions

● Payoffs for specific actors
● Individual actors’ information on other actors

Node C: Micro-outcomes

● Attachment decisions (that is, status attributions) by individual actors directed at alters.

Arrow 2: Behavioral regularities

● Equilibrium behavior

Arrow 3: Transformation rules

● These assumptions follow from the normal form of the network game that shows how features 
of the emerging hierarchy, such as density, centralization, and the distributions of status (inde-
gree) and ‘gregariousness’ (outdegree) depend on individual attachment decisions.
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4.4 The Model in a Broader Perspective

Gould’s model provides insights on macro-level regularities. However, these are not 
easily tested empirically because, for example, intrinsic quality is typically difficult to 
measure. Gould therefore derives a number of additional, more specific hypotheses about 
emerging network structure. This includes the implication that asymmetry in social rela-
tionships will be proportional to the difference in choice status between pairs of actors. 
A detailed discussion of Gould’s tests of hypotheses is beyond the scope of this chapter. 
It is noteworthy, though, that the hypotheses refer exclusively to features of the network 
structure. They thus do not require the measurement of intrinsic quality differences. 
Thereby, somewhat counterintuitively, this approach seems to ignore one of the core 
features underlying status hierarchies. However, this greatly facilitates the testability of 
the hypotheses. It allows Gould to subsequently test these and other hypotheses on a 
number of relatively straightforward data sets on small social networks. The data sets 
include interactions in task groups, between toddlers, and in a fraternity. Overall, the tests 
provide considerable support for the predictions of the model. For instance, the model 
predicts the emergence of social roles (or structural equivalence) in terms of social status, 
and indeed, with the exception of the toddlers, actors in the empirical networks who are 
more similar in status also tend to have similar connections to others.

From a more meta-theoretical perspective, Gould’s analysis provides a good illustra-
tion of the merits of a ‘rigorous’ approach to studying the emergence of social networks. 
First, the model provides non-trivial insights that are not obvious from the verbal repre-
sentation of the motivating intuitions. These insights are made possible by the formaliza-
tion of assumptions. This allows for the application of a rich toolbox of mathematical 
techniques that would not have been available otherwise.

Second, these insights also lead to precise and testable hypotheses. In his case, the 
hypotheses tend to be supported by the data examined. However, the important point is 
that the hypotheses are derived from the assumptions in a verifiable way. Therefore, 
empirical evidence contradicting the hypotheses is also directly informative about the 
underlying assumptions. Furthermore, it is noteworthy about the hypotheses that they 
provide predictions on relatively easily observable structural features of networks. 
Hence, testing does not require empirical information on relatively hard-to-observe indi-
vidual traits such as intrinsic quality, even though these traits do play a crucial role in the 
model. This illustrates the more general point of the difference between assumptions on 
the one hand, specifying underlying causal mechanisms, and hypotheses on the other 
hand, as testable statements about patterns in empirical data.

Third, while the model builds on common sociological intuitions regarding the role of 
social influence on quality judgements, preferential attachment, and reciprocity, the 
analysis goes beyond verbal representations of such intuitions. The formal representation 
forces the modeler to make assumptions on the underlying mechanisms explicit, and 
thereby also more vulnerable to critique and falsification. Indeed, while Gould’s model 
was an innovative and important step in understanding the emergence of status hierar-
chies, it has also sparked discussion and criticism. Critics pointed out flaws in the analy-
sis of the model, questioning the generality of Gould’s results, or the realism of some of 
the assumptions underlying the model (Lynn et al. 2009; Manzo & Baldassarri 2015). 
Engaging in this debate is beyond the scope of this chapter. Our point is that the debate 
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itself demonstrates the merits of a modeling approach: implicit assumptions that are 
easily ‘brushed over’ in a verbal representation, must be made explicit and precise in order 
to be implemented in a model. Subsequently, implications of these assumptions can (and 
must) be derived in a systematic and transparent fashion. Precisely these features also 
make a model more vulnerable to targeted critique.

Finally, and related to the previous point, as opposed to the verbal intuitions that 
motivated the model, Gould’s model provides a useful ‘platform’ for further theory con-
struction. For example, the formalization of intuitions in the model now allows for a 
precise comparison, both in terms of assumptions and implications, with alternative 
models of hierarchy in networks (for example, Barabási & Albert 1999). In addition, 
taking the model as a starting point, it has been extended further by introducing alterna-
tive, more complex, and possibly more realistic assumptions (Lindenberg 1992). This 
includes assumptions on a more dynamic process of network formation as opposed to 
Gould’s ‘one-shot’ equilibrium approach (Gould 2002, p. 1156; Lynn et al. 2009), alterna-
tive outcome measures, and alternative decision heuristics (Manzo & Baldassarri 2015). 
Such extensions, as well as the critique and debate that motivated these extensions, dem-
onstrate that the rigorous approach to theory building that underlies both Gould’s model 
and its extensions allows for cumulative growth of knowledge.

5. CONCLUSION AND DISCUSSION

This chapter focused on theoretical work on social networks in rigorous sociology that 
addresses two kinds of questions, namely, the effects of networks on individual behavior 
as well as on the macro-outcomes of behavior and how networks are themselves affected 
by behavior. Whether one wants to consider the effects of networks or their formation, the 
interdependence of actors requires systematic model building to understand the micro- 
and macro-implications of assumptions on the social context on the one hand and on 
individual properties and regularities of individual behavior on the other. In particular, 
network models need to incorporate macro-to-micro (bridge assumptions) and micro-to-
macro links (transformation rules). This is necessary because one tries to understand how 
macro-conditions such as network structures affect behavior and how individual behavior 
in turn shapes macro-outcomes, including the emergence and dynamics of networks. We 
have employed two examples to illustrate in some detail, although selectively, how 
network models can be specified and analyzed along these lines. One of these examples has 
been on exogenous network effects on trust and cooperation in social and economic 
exchange, the other one on endogenous network formation related to status hierarchies.

Models of social networks like those discussed in this chapter have obvious strengths. 
Assumptions are clearly specified, with an eye on systematic distinction between assump-
tions on macro- and micro-conditions, assumptions that relate macro- and micro-levels 
of analysis, and assumptions on behavioral regularities. The explicit focus on macro-to-
micro as well as micro-to-macro links is an appealing feature of the models. In these ways, 
progress has been made in closing Granovetter’s (1979) ‘theory gap’.

Both our examples of network models employed assumptions from game theory – 
 basically on equilibrium behavior in non-cooperative games – as assumptions on behav-
ioral regularities. In general, assuming goal-directed behavior seems quite natural in 
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research on social networks, certainly in line with rigorous sociology research à la 
Granovetter and Coleman (see above). Game theory provides prominent specifications 
of such assumptions for situations with interdependence between actors. Such interde-
pendence is typical for social settings with network effects as well as for social settings 
with network formation. These models often lead to implications, including testable 
hypotheses, via analytical methods. Our examples likewise revealed another advantage 
of game-theoretic models in the field of social network analysis: as we have seen, these 
models require explicit specifications of interaction situations in terms of the normal or 
extensive form of a game. In turn, the normal or extensive form typically yields well-
specified bridge assumptions and transformation rules linking micro- and macro-levels 
of analysis, thus providing key elements of micro-macro-models (Coleman 1987, 1993).

Of course, assumptions on goal-directed behavior can be specified in ways that 
provide alternatives to game-theoretic equilibrium assumptions. For example, a variety 
of models of bounded rationality as well as models assuming myopic behavior and 
backward-looking learning have been suggested and are meanwhile often also used in 
models of social networks. Agent-based modeling is often used to derive testable 
hypotheses when working with such assumptions on goal-directed behavior (Macy & 
Flache 2009; see the chapter by Flache, Mäs & Keijzer), although, in principle, agent-
based modeling is a ‘tool’ for theory construction that is neutral with respect to the 
assumptions on behavioral regularities used. In addition, the demarcation between 
analytical game-theoretic models and simulation models employing myopic behavior 
and backward-looking learning is often ambiguous, for example, because learning may 
lead to game-theoretic equilibria via evolutionary dynamics (see Buskens et al. 2015 for 
further discussion of analytical and simulation models for network effects and network 
formation).

Much of the literature on network formation and dynamics is on causes that lie solely 
in the network structure itself. It is often likely, though, that the choice of network rela-
tions also depends on the ‘content’ of those relations and on actual behavior in relevant 
interactions. After all, one of the reasons to study social networks in the first place is that 
networks affect behavior. For example, when facing cooperation problems, actors may 
want to avoid defectors. In other settings, actors may simply want to avoid those who 
behave differently and prefer relations with those who behave similarly (McPherson et al. 
2001). Thus, on the one hand, networks influence the way people behave in their interac-
tions. On the other hand, individual behavior in interactions also affects the network such 
that actors ‘themselves constitute each other’s changing environment’ (Snijders 2001, 
p. 363; see also Snijders 2013 and the chapters by Flache, Mäs & Keijzer as well as by 
Steglich & Snijders). Hence the co-evolution of networks and behavior has become the 
object of study in a new research program still in statu nascendi (see Eguíluz et al. 2005 
and Pujol et al. 2005 for early examples in sociology; Buskens et al. 2015 for a brief over-
view and Corten 2014 for a more detailed survey).7

Goldthorpe (2007, Chapter 6) has advocated an alliance of rational actor models and 
quantitative survey research in rigorous sociology. We conclude this chapter with three 
remarks on Goldthorpe’s program. First, in line with his own research domain, Goldthorpe 

7  See Raub et al. (2013) and Frey et al. (2019) for examples of theoretical and empirical work on co- evolution 
of networks and trust in exchange, integrating network formation in models of network effects on trust.
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considered such an alliance specifically for research on education, social mobility, and 
inequality. The program, however, can be and actually has been applied in other domains 
as well, including research on social networks. Second, with respect to theory, a variety of 
rational actor models can be used. These include those discussed in Goldthorpe (2007, Part 
Two) as well as alternative assumptions on behavioral regularities that fit into micro-
macro models such as those discussed in this chapter. Quite some theoretical work on the 
effects and the formation of social networks then fit into the program, too. Finally, on the 
empirical dimension, work along the lines of Goldthorpe’s program need not exclusively 
employ survey research. Rather, in addition to and possibly complementing survey 
designs, other designs can also be used. These can be experiments, both lab and field, as 
well as quasi experimental designs (Buskens & Raub 2013; Jackson & Cox 2013; see the 
chapter by Gërxhani & Miller). Certainly in research on social networks, new digital data 
sources have become important (Ackland 2013; Salganik 2018; for general discussion and 
see the chapter by Flache, Mäs & Keijzer). In addition, digital data can be linked with 
survey data for the same study (Hofstra et al. 2017 is an example). The showcase chapters 
by Salganik, Dodds & Watts and by Van de Rijt highlight, by way of example, how ‘digital 
experiments’ can be implemented. In these ways, much of empirical research on networks 
is well in line with Goldthorpe’s program, broadly conceived.
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10. Gender inequality, households, and work*

Eva Jaspers, Tanja van der Lippe, and Marie Evertsson†

1. INTRODUCTION

The division of labor between household partners is a core topic in family sociology. 
Although rising divorce rates, closing gender gaps in education, family policies for 
fathers, and increases in female labor force participation have levelled the playing field 
for men and women, we observe consistent and stubborn patterns of unequal divisions 
of labor within heterosexual couples across the globe. In fact, this is an example of a 
well-established empirical regularity that rigorous sociology aims to explain (see 
Jackson’s chapter on sociology as a population science in this Handbook on such regu-
larities as well as the chapter by Raub, De Graaf & Gërxhani on rigorous sociology for 
a more general discussion). When it comes to achieving gender equality between male 
and female household partners, progress has been painstakingly slow. Women’s finan-
cial independence is hindered when they specialize in household duties. They still spend 
considerably more time on unpaid labor, and men spend more time in the labor market 
throughout the world (Fuwa 2004; McMunn et al. 2020). Minimal differences at the 
onset of a relationship may, over time, lead to strong divisions between partners 
(Grunow et al. 2012; Rothstein 2012; Vink 2020). Unpaid labor comprises both domes-
tic duties and childcare. For domestic duties such as cleaning and washing, patterns have 
been much more stubborn than for childcare (Treas & Drobnič 2010). Fathers increased 
their time in childcare significantly over the last few decades, but mothers hardly 
decreased theirs (Craig et al. 2014). Women on average have less leisure time than men, 
and their total combined work hours often exceed those of men. Due to their further 
responsibilities and associated time pressure, women also tend to experience a lower 
quality of leisure than men (Henderson & Gibson 2013; Yerkes et al. 2020, but see 
Bittman & Wajcman 2000 for a different perspective).

In this chapter, we provide an overview of the explanations that have been offered to 
understand the unequal division of labor; that is, the differences not in total time, but in 
time spent in paid and unpaid labor. We start with an overview of the three main theo-
retical mechanisms, and empirical findings on the micro-level in the section on micro-level 
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explanations, before we turn to the contextual level in the section on contextual explana-
tions. We pay particular attention to different key mechanisms that could be driving the 
division of labor, and how contextual level influences relate to these mechanisms. In 
doing so, we adopt the general perspective on micro-macro links in rigorous sociology.

Despite a huge amount of research on these topics, however, we seem only marginally 
closer to understanding the division of labor. In the section on new directions we there-
fore discuss recent theoretical and empirical progress that has been made by studying 
atypical heterosexual couples and same-sex couples. Analyzing these couples may 
provide a new perspective and better insight in mechanisms underlying the division of 
labor overall. Finally, we consider pressing open questions in relation to understanding 
the division of labor as well as avenues for future rigorous research.

2. EXISTING EXPLANATIONS

2.1 Micro-level Explanations

Individuals and couples have to make choices about the way in which they divide their 
time. We assume that these choices are affected by individuals’ own preferences, oppor-
tunities and restrictions, as well as by their partner’s (see, for example, Diekmann’s 
chapter on rational choice sociology). These preferences, opportunities and restrictions, 
in the most commonly used theories, take the form of socio-economic resources and 
(internalized) norms of behaviors prescribed for men and women. At the micro-level, 
three major theories have been proposed to explain the division of labor within house-
holds. Two of these consider the socio-economic status of both partners. The first, new 
home economics, in a sense, takes an altruistic starting point. The second, bargaining or 
relative resource models, acknowledges power differences within the couple. Third, we 
turn to explanations that depart from a gender roles perspective.

2.1.1 New home economics
Socio-economic factors have been the most frequent object of study in explaining the 
division of labor. Gender inequality in housework has been linked to gender-neutral and 
rational considerations, described in the literature on housework as the ‘time availability’ 
explanation (Shelton 1992). The partner with more unrestricted time will do more of the 
unpaid work in the house, including the care for children. In practice, this translates to 
the person who works fewer hours for pay. This is also in line with Becker’s ‘theory of the 
allocation of time’ (1965), which states that whichever partner is less efficient at market 
work will spend more time on domestic activities. Another argument often used, is that 
it is more efficient for the partner with lower socio-economic resources to specialize in 
unpaid work (Becker 1991), as the one with higher resources will extract higher wages 
from paid labor.

Although in principle, Becker’s ‘new home economics’ (NHE) model is considered 
gender-neutral, he recognized that women – partly due to socialization, partly due to 
gender discrimination in the labor market – would typically have fewer marketable 
resources than men. In his perspective, specialization is the most efficient way to organize 
household duties, resulting in the highest possible production and partners would 
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rationally decide on which division would benefit the entire household most. New home 
economics builds on a mathematical model that presupposes an altruistic main provider 
who justly distributes financial resources to others in the family. According to this model, 
initial and possibly minor differences in marketable resources may translate into benefits 
of complete specialization over time. Due to economies of scale, a two-person household, 
all else being equal, entails less housework than two single-person households. If the 
household labor was equally split between the partners, both men and women would 
perform less once they start living together. However, the effects of economies of scale 
and specialization work in opposite directions. The common assumption is that the incen-
tives for specialization are stronger than economies of scale-effects. This implies that a 
partnered woman will spend more time on housework than a woman who is single, and 
that for partnered and single men the expectation is the opposite. The greater share of the 
burden of housework is taken by women, at the expense of paid employment, whereas 
partnered men will perform more paid work and will have fewer domestic responsibilities 
(Gupta 1999; Pepin et al. 2018).

In the 1970s and 1980s, in general, it was indeed the wife whose market work efficiency 
suffered from her having less job experience (Van der Lippe & Van Doorne-Huiskes 1995), 
but female employment grew rapidly since then in many countries (Harkness 2003; Goldin 
& Mitchell 2017). Over time, women’s educational investments have increased considera-
bly, and it is no longer reasonable to believe, as Becker suggests, that women invest less in 
education due to their planned childrearing behavior. Women’s rising labor force participa-
tion also diminished their unrestricted time, available for domestic activities, which led to 
less time spent on household chores. Furthermore, for higher educated couples, it can be 
more rational to outsource domestic duties and market both partners’ earnings potential 
(cf. Gupta et al. 2015), and when public childcare is affordable and/or subsidized, the ben-
efits of specialization decrease also for lower educated couples (Evertsson et al. 2009). 
Research suggests that the assumption of an altruistic main earner dividing resources 
equally within the family can be problematic (England & Budig 1998). There is some 
experimental evidence that women, but not men, display altruistic behavior in resources 
allocation with their own partner, but not with men unknown to them (Beblo et al. 2015). 
In addition, Kenney (2008) found that children were less likely to experience food insecurity 
when parents’ pooled income was controlled by the mother rather than the father.

2.1.2 Power and bargaining
A second class of socio-economic models to explain the division of labor between part-
ners takes on a power perspective. This line of reasoning departs from the assumption 
that housework (but not childcare) is tedious and disliked by men and women alike, who 
would both rather take on paid labor outside the house or have more leisure (Blood 
& Wolfe 1960). Consequently, partners engage in ‘bargaining’ to divide household labor. 
The partner with fewer economic resources, such as income or market potential, has less 
power and is therefore less likely to win negotiations about who does (most of the) house-
hold chores (Brines 1993; Lundberg & Pollak 1994). Partners with more resources can 
make the argument that  their paid labor brings in higher gains, and time devoted to 
domestic labor by this partner, instead of the partner with fewer marketable resources, 
would be a waste of time and money. In negotiations over who does the housework, a 
‘relative resource’ disadvantage works against whichever partner has fewer resources (e.g. 
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Evertsson & Nermo 2004; Kan 2008). The ultimate threat if negotiations fail is that the 
person with the higher resources may leave the relationship, and it ends in divorce 
(Lundberg & Pollak 1994). Worth noting is that the relative resource perspective takes 
on a short-term perspective and no weight is paid to future labor market prospects and 
income or pensions for instance. As with the socio-economic model of new home eco-
nomics, the relative resource/power perspective also assumes that decisions about the 
division of labor are in principle gender neutral, rational, and driven by constraints. 
Whereas the new home economics builds on the assumption of maximizing the best col-
lective outcome, the relative resource/bargaining approach acknowledges power differ-
ences, an aversion of household duties, and a general liking of paid labor. In practice 
though, as women typically hold fewer resources, the power perspective also predicts that 
women will take on the less preferred domestic duties, which is also in line with the per-
spective that women have more altruistic attitudes.

From a socio-economic point of view, children further reduce the number of hours 
women work for pay (Musick et al. 2020; Nylin et al. 2021). Having children means that 
more time has to be spent on household labor, which now includes childcare responsi-
bilities. Since women, including higher educated women, usually earn less than their 
spouses do, they are usually the ones who will take care of the children, and will spend 
less time on paid employment (Grunow et al. 2012; Van der Lippe 2000). Women also 
increase their time spent on household labor when they have children (Baxter et al. 2008). 
The presence of children is thus associated with fewer hours of paid employment by 
women, and more hours of paid employment by men.

2.1.3 Gender roles
A rather different line of explanations for the gendered division of labor starts from soci-
etal gender roles that prescribe appropriate, yet different, behaviors for men and women. 
Theories of gender propose that household labor is intertwined with beliefs about certain 
behaviors being typically male or female (L.E. Berk 1985; DeVault 1991). Gender theory 
focuses on how social structures carry gender value and give gender advantages (Connell 
1987). The construction of gender in society as ‘masculinity’ and ‘femininity’ are outings 
of stereotypes concerning male dominance and female subordinance. In the gendered 
view that results, paid work, which is categorized as masculine, is regarded as more valu-
able than unpaid labor or domestic tasks, which are considered feminine (Downing & 
Goldberg 2011). Repetitive household chores, such as vacuuming or doing the laundry 
are considered typically female tasks, whereas incidental home maintenance chores are 
viewed as male tasks. These theories of gender argue that gendered norms and the ‘doing 
of gender’ (West & Zimmerman 1987), by performing typically feminine and masculine 
tasks, drive individuals’ and couples’ behavior. Individuals are evaluated based on gender 
and those not doing gender according to expectations can be criticized or met with sanc-
tions from others (Huber & Spitze 1981; Shelton & John 1996). To illustrate such pres-
sures, Thébaud et al. (2019) employ an experimental design to test to what extent men 
and women differ in attitudes towards domestic labor and gender norms linked to it. 
Using photos of a relatively clean or messy room, with clear clues to the occupant being 
either a man or a woman, they find that men and women respondents do not differ in their 
perceptions of messiness or how urgent it is to clean up. However, the gender of the room 
occupant has strong and significant effects. When looking at pictures of rooms, female 

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



180  Handbook of sociological science

occupants are held to higher standards of cleanliness, and are deemed more responsible 
for housework. On the other hand, messy rooms activate negative stereotypes about men. 
In essence, this means that performing paid work for men, and unpaid work for women, 
comes with an additional ‘pay’ or social reward of meeting normative expectations.

Although egalitarian attitudes about the division of labor are increasing in the western 
world, most strongly so among women, this does not translate directly into greater equal-
ity. Women are found to do most of the housework and care in the household, often 
resulting in reduced work hours and periods of leave from work, despite their uptake of 
contemporary egalitarian gender ideologies (Evertsson 2014; Shelton & John 1996). 
Women in many places are still being socialized to take on a caring role and household 
tasks, whereas men are socialized to take on the ‘breadwinner’ role (Blumstein & 
Schwartz 1983; Williams 2009). Pressures to conform to whatever normative gender 
expectations prevail, are persuasive. Individuals internalize gendered expectations from 
their parents, media, policies and peers. As an example, research shows that children are 
more likely to do the same chores around the house that their parent of the same gender 
does (Evertsson 2006; Platt & Polavieja 2016). Gender role theory is thus, contrary to 
socio-economic theories, arguing that not only do socio-economic resources differ 
between men and women per se, but that women and men are socialized and normatively 
pressured to do different kinds of work, either paid or unpaid/care work. Within couples, 
both partners may confirm their gender by doing or not doing housework, referred to in 
the literature as the ‘doing gender’ or ‘doing difference’ perspective. Notably, this has 
changed and is changing in especially Western countries, although of course, socializa-
tion and the doing of gender still plays a role.

Some experiments have shown that women’s internalized gender norms lead them to 
contribute more to the overall household good than men (Greig & Bohnet 2009). 
However, contrary to theories that ascribe specialization to internalized norms, Cochard 
et al. (2016) observe, in an experimental design, no differences between coupled men and 
women in their contributions to the household collective when they are in either an 
advantaged or disadvantaged resource position. They conclude that labor specialization 
between spouses, is driven by differences in net benefits from labor market activity. If 
individuals or couples have more egalitarian attitudes, they might be able to realize equal-
ity in the division of paid labor, at least partly (Evertsson 2014).

From a gender role perspective as well, children are expected to reinforce the gendered 
division of labor, as they offer parents new opportunities to show gendered behavior as 
either provider or caretaker. In particular, mothers are penalized in more traditional con-
texts when their behavior is inconsistent with motherhood ideal types (Kaufman & Bair 
2021; Okimoto & Heilman 2012), such as working full time or working out of choice. A 
study by Benard & Correll (2010) shows that women (not men) are more prone to perceive 
a highly successful mother as less warm and less likable than similar workers who are not 
mothers. In other words, motherhood norms and ideals about the ‘good’ mother are 
strong and may lead mothers to show gatekeeping behavior by being reluctant to relin-
quish responsibility over family matters and setting rigid standards for childcare tasks. 
Fathers on the other hand, can be reluctant to take over feminine childcare tasks and may 
be inhibited to increase their care-taker role by mothers (Allen & Hawkins 1999).

Summarizing, of the three main theories, NHE assumes that couples act to maximize 
collective efficiency, whereas bargaining models assume a universal preference for paid 
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labor rather than housework. Gender roles theory assumes that women and men confirm 
and ‘do’ gender by doing different chores. The two socio-economic models argue that 
division of labor thus must result from differences in available socio-economic resources, 
whereas the gender model assumes that performing tasks that are congruent with one’s 
gender come with additional pay-offs. The three sets of theories nonetheless predict the 
same empirical regularity that is indeed observed: men perform more paid labor, whereas 
women spend more time relatively on domestic and care duties.

2.2 Contextual Explanations

In line with a focus on micro-macro links that is characteristic for many strands of rigorous 
sociology, we now consider how macro-conditions relate to mechanisms underlying 
household division of labor. Although the general patterns we observe are, as argued 
above, almost universal, variation exists in the extent to which the division of labor is 
unequal across national or institutional contexts. Starting from the micro-level assump-
tions of the economic and gendered models, we can expect that macro-level economic 
circumstances, policies, culture and general gender equality in a country influence how 
couples divide their tasks (see the discussion on macro-micro links in the chapter by Raub, 
De Graaf & Gërxhani). For instance, bargaining power for women in heterosexual rela-
tionships may be larger in countries or labor market sectors in which the gender pay gap 
is smaller, leading to a more equal division of unpaid labor as well. Our impression of the 
literature is that internationally comparative work in this area tends to focus on how to 
explain female labor market participation, while contextual predictors for male participa-
tion in domestic labor are studied much less (Mandel & Lazarus, 2021). This is partly due 
to the fact that an increase in female labor force participation is viewed as an indicator of 
gender equality, but also because there is less variation in domestic labor between men and 
because the institutional context is often assumed, at least implicitly, to be less important 
for tasks happening in the household. We start with conditions that might shape oppor-
tunities for women’s paid work (not men’s), and next discuss conditions that might shape 
preferences.

2.2.1  Economic circumstances: different opportunities for female labor market 
participation

In general, in countries with highly developed economies, men and women are both incen-
tivized to spend time on the labor market, since this pays out more in terms of status, 
careers and income. In other words, these countries have incentives for women – and men 
alike – to perform more paid labor. On the other hand, greater prosperity and higher 
wages also make it more likely that a sole breadwinner can support a family, at least in 
countries prioritizing the breadwinner model, e.g. via joint taxation (see below). In less 
developed economies, low wage levels mean that average living standards have been prem-
ised on families with both spouses as full-time earners. However, equality has rarely spilled 
over into the home and women’s responsibility for childcare and domestic tasks remains 
unchallenged in low-income countries as well. Countries also differ in the amount to which 
they offer part-time employment, which can increase labor force participation of women 
as it is more compatible with household duties. In an early analysis, Pampel & Tanaka 
(1986) conclude that development initially forces women out of the labor market, but at 
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advanced levels it increases female employment. More recently, Bussemakers et al. (2017) 
show that other economic factors also play a role: in countries where service sector jobs 
are relatively scarce, higher educated women push lower educated women out of the labor 
market, thus decreasing overall female labor force participation rates. On the other hand, 
in countries where public sector and service sector jobs make up a larger share of all jobs, 
lower educated women’s gainful employment is facilitated, resulting in overall higher 
women’s labor force participation (Evertsson et al. 2009). To some extent, the division of 
paid labor has followed the expectations that derive from the higher labor market poten-
tial of women. When we take a longer time period into consideration, women have 
increased the time spent in paid labor, although men have hardly decreased theirs. From 
the 1960s onward, women have also reduced their hours spent on domestic labor, largely 
due to technological innovation, while men have slightly increased theirs. Overall, the total 
amount of time spent on domestic duties has declined (Carlson & Lynch 2017; Geist & 
Cohen 2011). However, women continue to do more housework than men, especially the 
tedious tasks labeled feminine (Perry-Jenkins & Gerstel 2020).

2.2.2  Welfare regimes and their policies: different restrictions to female labor 
market participation

Theories on the influence of the institutional context on couples’ division of labor depend 
heavily on a typology of welfare regimes. Different types of welfare states supposedly 
have different features that more or less exclude one another. The original typology is that 
of Esping-Andersen (1990, 1998), according to which countries can be classified into 
degree of decommodification and the way in which solidarity takes shape. 
Decommodification signifies the extent to which social insurances are in place that 
enables workers to survive during periods when they are unable to sell their labor (as a 
commodity) in the market. Other typologies base their classification of different institu-
tional contexts on the degree of gender equality in paid and unpaid labor (Lewis 1992; 
Misra et al. 2007; Orloff 1993) or on the basis of culture (Hakim 2003). Referring to the 
concept of defamilialization, Lister (1994) highlighted the importance of analyzing the 
extent to which individuals, and in particular women, can uphold a socially acceptable 
standard of living independently of family relationships, either through paid work or 
social security provision (Lister 1994, p. 37). Many women would actually like to be com-
modified, she argued, and thereby have access to paid employment that frees them from 
the unpaid work and from the economic dependency on a spouse (see also Orloff 1993).

In the original categorization, three types of welfare regimes were identified (Esping-
Andersen 1990). Scandinavian countries belong to the social-democratic cluster that is 
characterized by widespread government services, policies aimed at stimulating men’s 
and women’s employment, such as individual taxation, and support against adversity that 
financially sustains individuals during periods when they – temporarily – may be unable 
to provide for themselves through paid work. The large size of the service sector enables 
households to outsource domestic duties such as childcare, so women face fewer restric-
tions in allocating their time to the labor market. In other words, defamilialization is high. 
The conservative cluster originally contains a group of Western European countries, such 
as Belgium, the Netherlands and Germany. In this type of welfare state, the breadwinner 
ideology is central, and families are supposed to deal with misfortune themselves. Tax 
incentives are aimed at stimulating a male breadwinner and female homemaker model 
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(e.g. joint taxation), the costs for women to participate in paid labor are usually high, and 
the outsourcing of childcare is more expensive compared with the social-democratic 
regime, where childcare costs often are subsidized. It is worth noting that the conservative 
cluster does not fully account for the different countries that used to belong to this regime 
cluster and the traditional breadwinner ideology is not common in Western European 
countries anymore. The third type of welfare state is liberal, such as the Anglo-Saxon 
world: the duties of men and women are the same, but the government is passive when it 
comes to facilitating women’s paid labor as well as their care (parental leaves are short 
and low paid, childcare often expensive). Other clusters have been distinguished as well 
(Blossfeld & Drobnič 2001): a Mediterranean cluster that is strongly family-oriented and 
where there is little government intervention, and the Eastern European and Central 
European clusters (Laužadytė et al. 2018). The Central European cluster is close to the 
Mediterranean cluster, and the Eastern European cluster is very different from all other 
models with lower labor market flexibility and less gender equality.

Research has shown that the division of labor between men and women in social-
democratic regimes is more equal than in the other regimes (Evertsson et al. 2009). In 
conservative and even more so in Mediterranean countries, men spend less time on house-
hold duties compared with the other regimes, and women less time on the labor market. 
In previously communist countries, both men and women used to spend more time on 
paid work than in the other regimes (Van der Lippe et al. 2011). However, although cross-
national comparisons of the division of labor have shown that variation exists, and may 
be related to institutional forces shaping either preferences or opportunities and restric-
tions, the complex nature of these welfare regimes makes it hard to tease out fully how 
different conditions impact different key mechanisms.

Empirically, the main driving force behind the cross-national differences in the division 
of labor appears to be the social expenditures on childcare in a country (Jaumotte 2003). 
This social policy facilitates female labor market participation the most. Childcare pro-
grams that increase women’s time in paid work might also decrease housework time, 
because more income is available to outsource certain domestic tasks. We are referring 
specifically to public childcare facilities (Müller & Wrohlich 2020). The high quality 
public childcare in Sweden for example has been found to encourage labor market activ-
ity of women with pre-schoolers (Gustafsson & Stafford 1992). Private childcare arrange-
ments, on the other hand, reflect individual strategies in reaction to minimal government 
support, and are mainly available to higher income couples. In countries where public 
expenditures on childcare are large, women will generally perform more paid labor, and 
the division of labor will consequently be more equal, as mothers’ time spent on childcare 
will diminish (Korpi et al. 2013). Hence, with fewer hours needed for childcare, women 
face fewer restrictions to spend time on the labor market, which in turn would increase 
their relative resources and power vis-à-vis their spouse. Child benefits directed to fami-
lies do not positively contribute to female labor force participation. Instead, it facilitates 
for mothers to spend more time on care rather than paid work. This can be expected, as 
child benefits do not alter the individual resources available to women, but rather increase 
the total household income (Kooreman 2000). Hence, women’s bargaining power is not 
strengthened in these contexts and couples. Taxation might also be a key mechanism 
influencing couples’ relative resource/power division. For instance, in tax systems that 
take households as the primary unit of taxation, the altruistic model of new home 
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economics is reinforced by the state. In other words, joint taxation is beneficial for single 
or one-and-a-half earner families when the breadwinner is taxed less if the partner has no 
or a small income. Conversely, in countries with individual taxation, the bargaining per-
spective gains more strength and the within-couple division of power is more equal due 
to the need for both partners to work and earn an income.

2.2.3  Culture: normative restrictions to equal divisions of labor
A more equal division of paid work and housework between men and women is more 
encouraged in some countries than in others. Apart from economic circumstances and 
government policies, countries differ in their general level of gender equality, or gender 
culture. Hofstede (2001) categorizes countries in terms of the valuing of roles that should 
be assigned to men and women. The ‘masculinity-femininity’ dimension can be described 
as the degree to which gender roles are clearly present in society: masculinity denotes men 
are required to be assertive, tough, and geared towards material success, while women 
should rather be modest, friendly, and oriented towards quality of life. At the other 
extreme, male and female roles overlap fully when society is more feminine. Fuwa (2004) 
is among the first to show that couples in less gender egalitarian countries divide tasks 
more traditionally. Uunk et al. (2005) find that egalitarian gender role values at the aggre-
gate level play a mixed role. They influence labor market participation of women posi-
tively, but do not condition the influence of childcare on mothers’ working hours. Breen 
& Cooke (2005) show that major changes in overall male acceptance of household labor 
are needed to change divisions of labor significantly. Religion also plays a role in the 
division of work (Voicu et al. 2009), both at individual and country level. The type of 
religious culture has a significant influence on the division, with people living in Catholic 
& Orthodox countries being more inclined to support an inegalitarian pattern.

Clearly, economic circumstances, family policies and egalitarian cultures are interde-
pendent, and therefore causality is difficult to determine (see Breen’s chapter on causal 
inference). Whether childcare facilities are available is partly dependent on the family 
friendly culture in a country (Van der Lippe & Van Dijk 2002). Moreover, gender culture 
might become more egalitarian over time due to the existence of childcare facilities. 
Connell (2005) adds that although new patterns of gender relations in society affect men 
as profoundly as women, this has been less discussed and seldom studied. Moreover, 
macro- and micro-conditions interact. For instance, economic development impacts 
individual resources. The emancipating effect of a highly developed economy on female 
labor force participation would apply strongly to women without children and to a lesser 
degree to women with children. To make real progress in unravelling the circular model, 
we need to move to more careful theorizing on how specific policies target specific mech-
anisms and how to test this properly (see the chapter by Raub, De Graaf & Gërxhani for 
a more general discussion).

3.  NEW DIRECTIONS: ATYPICAL DIFFERENT-SEX COUPLES 
AND SAME-SEX COUPLES

Despite an impressive body of research on the division of labor, the field remains crippled 
by the existence of three distinct micro-level theories, which all predict a gendered 
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division of labor in heterosexual couples. Studies seem to have stalled, with ‘believers’ on 
each side. Turning to contextual circumstances is not the (only) answer, as it proves hard 
to distinguish between interrelated contextual characteristics that affect decisions on the 
household level. Furthermore, the research is heavily skewed towards traditional, 
 middle-class and white couples who, for instance, can afford not to both work full-time. 
A next step in both theories and findings is to move beyond these typical heterosexual 
couples and turn to atypical different-sex couples and same-sex couples (for a methodo-
logical discussion, see Breen’s chapter as well as Gangl’s chapter on longitudinal designs). 
In this section we discuss what has been learned from studying atypical different-sex 
couples, as well as from studying same-sex couples. However, it is worth noting that many 
of these atypical couples also come from relatively wealthy and white populations.

3.1  Gender Atypical Incomes and Occupations, and Unemployment Effects

An innovation that allows for more stringent tests on theories, comes from studies on 
heterosexual couples that do not conform to gender stereotypes or gendered regularities 
in one area, usually the labor market. These studies empirically look at couples with 
unemployed husbands, or wives that are the household’s primary earners. Economic 
models predict that men will perform more household labor in these couples, whereas 
gender models predict that a threat to gender identity in one realm will lead to gender 
deviance neutralizing behaviors in the other sphere (Brines 1994; Greenstein 2000). 
According to the ‘gender production’ theory, household and paid labor are a means to 
‘produce’, ‘display’, and ‘confirm’ gender identities (S.F. Berk 1985; Coltrane 2000; 
Evertsson & Nermo 2004; Poortman & Van der Lippe 2009). When socio- economic 
gender identities are threatened, people might resort to gender deviance neutralization 
at home. A pivotal work in this respect is Brines’ (1994) article, which found that the 
more a husband relies on his wife for economic support, the less housework he does. His 
reluctance to do household labor was interpreted as an expression of doing  masculinity.

Based on a large volume of studies into gender deviance neutralization, the evidence 
does not always confirm the neutralization hypothesis. Schneider (2012) studied men and 
women in gender-atypical occupations – arguing that men who do ‘women’s work’ and 
women who do ‘men’s work’ in the labor market may seek to neutralize their gender 
deviance by doing gender at home. Although his analysis suggests that this was indeed 
the case, his work was later criticized for a misspecification of the statistical models 
(McClintock 2018). Other work also failed to find clear evidence. Hook (2017) uses vari-
ation by the day of week – comparing weekdays with weekends – to reconsider three main 
explanations for variation in women’s housework time. She predicts that although evi-
dence of gender deviance neutralization should be evident across the days of the week, 
evidence of time constraints and absolute earnings should be most apparent on weekdays. 
However, empirical evidence suggests that none of the three measures of resources and 
constraints – relative earnings, absolute earnings, and employment hours – predict 
women’s housework on weekends or weekdays. Hence, evidence for gender deviance 
neutralization or doing gender at home is thus scarce.

Syrda (2020) takes a new approach by investigating the relationship between wife’s 
relative income and husband’s psychological distress and finds it to be significantly 
U-shaped. Predicted male psychological distress reaches a minimum at a point where 
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wives make 40 percent of total household income and proceeds to increase, to reach the 
highest level when men are entirely economically dependent on their wives. These results 
reflect both the stress associated with being the sole breadwinner, and, more significantly, 
with gender norm deviance due to husbands being out-earned by their wives. Interestingly, 
the relationship between wife’s relative income and husband’s psychological distress was 
not found among couples where wives out-earned husbands already at the beginning of 
their marriage, pointing to the importance of marital selection. Finally, patterns reported 
by wives were not as pronouncedly U-shaped as those reported by husbands.

While one could argue that working in gender atypical occupations or being in a couple 
with a woman breadwinner may reflect differences in initial preferences or gender ideolo-
gies, the same does not hold for unemployment. It is unlikely that only men and women 
with either very traditional or very egalitarian preferences would lose their jobs. Studying 
couples with an unemployed spouse might thus give a clearer evaluation of mechanisms 
of gender deviance neutralization. Empirical research on the consequences of unemploy-
ment has typically focused on paid work or quality of life while neglecting unpaid work 
outcomes. However, studying the relationship between unemployment and housework 
might shed light on general mechanisms shaping housework as well. The partner who is 
unemployed will, almost by definition, have more unconstrained time to spend on house-
hold chores, so the gender-neutral rational consideration would be that whoever is unem-
ployed takes on most household tasks. In contrast to gender-neutral expectations, 
however, gender models would argue that unemployed women will take on more addi-
tional housework than will unemployed men. Unemployed men who cannot meet male 
gender norms may compensate masculinity by avoiding chores that are considered femi-
nine. Indeed, women in partnerships where they earn more than their male partner are 
sometimes shown to do more housework than otherwise (Evertsson & Nermo 2004; 
Lyonette 2015).

As indicated above, arguments on gender also predict women will increase housework 
more than men in response to unemployment. However, empirical evidence is mixed 
(England 2011; Sullivan 2011; Van der Lippe et al. 2011, 2018). There are indications that 
additional housework will not be divided gender neutrally based on time availability (see 
also Evertsson & Nermo 2007; Gush et al. 2015). First, because men experience more psy-
chological distress by unemployment (Luhmann et al. 2014; Van der Meer 2014), which 
might interfere with them taking up domestic chores. Second, men may not have the house-
hold skills because of a lack of socialization in this domain, which means women still must 
perform more household duties, especially when a high level of economizing is called for 
(Treas 2008). Studies on the US are consistent with these gendered arguments. Unemployed 
women do more additional housework than do unemployed men (Gough & Killewald 
2011; Ström 2002). In a Great Recession trend analysis, Berik & Kongar (2013) report that 
women, in response to having more paid work hours, spend less of their time in housework. 
But men took on no more household labor when their work hours were reduced. In addi-
tion, French mothers who were out of work were more likely than fathers who lost their 
jobs to increase time spent on childcare (Pailhe & Solaz 2008). Finally, Fauser (2019) finds 
that both men and women increase their time spent on housework as a reaction to unem-
ployment in German couples. However, women increase their time spent on typical female 
tasks, whereas men perform more masculine-type household chores. Thus, the empirical 
evidence shows that men and women differ in their reactions to unemployment.
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3.2  LGBT+ Couples

Studies on women breadwinners have been scrutinized for basing conclusions on very 
few couples wherein women out-earn men. Another case that has been receiving increas-
ing scholarly attention is that of same-sex couples. Individuals in same-sex relationships 
offer a unique case to test the relative explanatory power of socio-economic and gender 
models, not least when same-sex can be compared to different-sex couples. Empirical 
outcomes indicate that being in a same-sex relationship is a more important predictor 
of an equal division of labor than having similar incomes (Shechory & Ziv 2007; 
Solomon et al. 2005) and specialization is rare (Aldén et al. 2015). An often quoted 
rationale is that same-sex couples more strongly adhere to equity norms and are there-
fore more committed to dividing tasks equally (Ciano-Boyce & Shelley-Sireci 2003; 
Downing & Goldberg 2011; Kurdek 2007; Patterson 1995). However, this explanation 
falls short in two respects. First, it does not explain where the increased equity values 
would come from. Second, it cannot explain why there might be differences between male 
and female couples in labor market and household work. For instance, Jaspers & 
Verbakel (2013), show that Dutch male couples opt most of all couples for dual full-time 
work, whereas female couples choose dual part-time arrangements the most. Hence, one 
could say that they copy classical gender roles. Some findings indicate that relative 
resources shape housework in same-sex couples as well. For instance, Goldberg et al. 
(2012) found that especially feminine tasks are more often performed by the lowest 
income partner in same-sex female couples. Hence, although partners in same-sex 
couples face similar constraints and gendered socialization, gender may not be irrelevant 
to their division of labor.

When same-sex couples have children, this should also result in similarities in how 
parenthood is enacted. Both women in a same-sex couple will identify with the mother-
hood role and behave in ways that confirm and establish this identity. In different-sex 
couples, the parents take on partly different roles by enacting the primary carer and 
motherhood identity, or the secondary carer/provider, fatherhood identity. Hence, they 
do gender by doing motherhood/fatherhood and by doing difference. In a survey among 
same-sex couples, gay and lesbian respondents expected new (lesbian) mothers to spend 
fewer hours on the labor market than new (gay) fathers. Even though the difference in 
expectations for male and female parents was less pronounced than for heterosexual 
couples, there still appeared to be gendered expectations when comparing male and 
female couples (Roeters et al. 2017).

Trying to disentangle the mechanisms contributing to (un)equal divisions of paid work 
and care, Evertsson & Boye (2018) study the division of parental leave in female same-sex 
and different-sex couples. They compare and test the relevance of specialization theory, 
according to which the partners should specialize in either paid work or unpaid work and 
care, the doing of gender (West & Zimmerman 1987) which would result in more unequal 
divisions of parental leave in different-sex couples than in same-sex couples, and identity 
formation according to which they expect birth-giving mothers (in both same-sex and 
different-sex couples) to take the first and the longest leave. The latter reasoning builds 
on the assumption that the motherhood identity will be more salient and more strongly 
linked to the primary-carer ideal for the mother who gave birth to the child in a same-sex 
couple (cf. Stryker & Burke 2000). This will influence the birth mother’s identity as well 
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as her partner’s and contribute to the birth mother taking the first and the longest leave 
with the child. Such behavior is also supported by motherhood norms and the expected 
importance of (birth) mother–child bonding and breastfeeding. The findings are in line 
with these assumptions; Evertsson & Boye (2018) find that the mothers who gave birth 
take the first and the longest leave in both same-sex and different-sex couples. The non-
birth giving mother in a same-sex couple uses more leave than the father in a different-sex 
couple. Hence, identity theory and the ‘doing gender’–‘doing difference’ perspective 
receives support. The theory on specialization (or the new home economics approach) 
does not gain support and there is no evidence that female same-sex couples find the 
benefits of letting one partner specialize in paid work to be greater than that of having 
both combining paid work with childcare.

Taking the test of specialization theory one step further, Boye & Evertsson (2020) study 
which female same-sex couples become parents and who is the birth mother in longitudi-
nal analyses of registered partnered/married couples’ transition to parenthood. Their 
results show that it is more common that higher educated and higher income couples 
become parents than other married couples. Among those that do become parents, there 
is no difference in the likelihood that a partner will carry the couples’ first child when it 
comes to earned income. When couples have two children, it was more common to switch 
birth mother for the second child (compared with the first) for higher educated couples 
who were in their upper thirties. Boye & Evertsson argue that this is evidence of the weak-
nesses of the short-term family utility perspective suggested by Becker (1985) and instead 
point to advantages of a long-term family utility and fairness perspective, beneficial not 
least to those who would lose the most from long career breaks.

Combined, studying non-standard couples leads to the conclusion that gender roles 
continue to play a role in understanding the consistent gendered pattern in household 
labor. Still, other mechanisms matter as well, and among them are norms linked to birth 
motherhood and identity formation. When it comes to paid labor, a woman’s participa-
tion is influenced by rational considerations, such as her absolute labor market potential 
or the relative resources within the couple. However, male participation in domestic 
duties is still poorly explained by socio-economic models alone.

4.  THE FUTURE OF RIGOROUS FAMILY SOCIOLOGY

As we have argued above, despite a huge volume of studies, much work on rigorously 
distinguishing key mechanisms that affect the division of labor remains to be done. 
Below, we sketch what we believe are important areas in which progress could be made. 
We start by addressing the population that has been studied, and how this shapes our 
theorizing. Second, we argue for new perspectives that might help us to sort out the key 
mechanisms more convincingly.

4.1  Research Populations

First, many studies rely on cross-sectional data, and knowledge about gender convergence 
in housework time is often confined to changes studied across repeated cross-sections of 
data. We need longitudinal data and a dynamic view if we want to better understand how 
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and why the division of labor changes within couples. A good example can be found in the 
work of Leopold et al. (2018), in which they show that the gender gap in domestic labor 
converged across the life course, narrowing by more than 50 percent from age 35 until age 
70. Women’s housework time peaked in younger adulthood and declined thereafter, 
whereas men’s housework time remained stable and low for decades, increasing only in 
older age. The longitudinal studies comparing the degree of specialization, division of 
parental leave and income developments in different-sex and same-sex couples matched 
on (or controlling for) important background characteristics are also good contributions 
here (Aldén et al. 2015; Andresen & Nix 2019; Evertsson & Boye 2018).

Second, it is worth noting that research is heavily skewed towards middle class Western 
couples, which impacts the mechanisms we find to be important. For instance, bargaining 
processes are likely to play out differently when domestic duties can be outsourced due 
to financial resources. It is therefore important that we move beyond research on western 
countries and middle-class couples, examples of which can be found in the work of 
Urbina (2020), and Simister (2013). Usdansky & Parker (2011) found that relative 
resources of female partners in a couple only predicted labor market behavior for lower 
educated women with children. For other women, own absolute earnings matter more 
for housework, as they can be used to buy their way out of it (Gupta 2007; Sullivan 2011). 
Research has shown that domestic outsourcing increases women’s labor market supply, 
and more so for women in the upper half of the earnings distribution than for others 
(Halldén & Stenberg 2018). However, it is still debated whether outsourcing domestic 
work to lower class women (often of color), affects the division of unpaid labor in the 
middle-class households that can afford to do so. Instead, it could merely be a way for 
men to reduce the pressures they face in increasing their domestic production, leaving the 
traditional division of labor intact (Bianchi et al. 2012).

4.2  New Perspectives

Finally, apart from more inclusive populations and longitudinal studies, there is also a need 
for more experimental designs and more rigorous testing of mechanisms (see the chapters 
by Breen and by Gangl as well as the chapter by Gërxhani & Miller on experimental sociol-
ogy). Recent approaches that study the behavior of real-life couples in the division of labor 
in laboratory settings, and compare them to stranger couples of two persons who have 
never met before, increase our understanding of how coupling might increase altruistic 
motives for the division of labor. Inferences regarding causality can be sustained more 
convincingly than when survey data are used. Experimental designs also allow us to test 
very specific mechanisms. For example, using a vignette experiment, Van Breeschoten et al. 
(2018) find that men consider the income of their partner and career consequences most 
important in decisions on working hours, while women focus mainly on partner income 
and collegial support. Experimental designs that have same-sex couples as participants are 
thus far completely missing. Even though experiments are fruitful to disentangle different 
mechanisms, the decision situation in experiments is often highly abstract, which makes it 
difficult to generalize the findings to other contexts and populations.

In addition, important progress can be made in further expanding two perspectives. 
First, we need to specify much more rigorously how institutional forces shape preferences 
and opportunities for all societal groups, i.e. not only for middle class couples. Second, 
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instead of theorizing how one’s own gender affects preferences and restrictions, the lit-
erature on same-sex and different-sex couples could be much better integrated if we start 
considering how one’s partner’s gender affects both own preferences as well as restrictions 
(cf. Evertsson & Boye 2018).

The current Covid-19 pandemic offers unparalleled opportunities to study the mecha-
nisms behind gendered divisions of labor in a close to experimental setting. As institutional 
arrangements often changed overnight (for example, closing of schools), couples had to 
revisit their division of labor immediately. As there is plenty of variation in exact measures 
implemented at various locations at various times, we expect a fruitful new line of studies 
in the near future. Essential in these studies, if they want to hold up to the rigorous stand-
ards of sociological science, are clearly derived hypotheses on the implications these con-
crete measures have. Hank & Steinbach (2021) find heterogeneous responses to the 
Covid-19 pandemic. Particularly in previously more egalitarian households, women are 
more likely to be primarily responsible for the care of the children and housework during 
the Covid-19 pandemic. If male partners in different-sex couples increased their relative 
contribution to housework and childcare, they rarely moved beyond the threshold of an 
equal split. However, this study is purely descriptive, and does not attempt to identify the 
mechanisms at work. Valuable in its own right, future studies should expand this finding 
by comparing outcomes across multiple national and institutional contexts.

Further, the literature on different-sex and same-sex couples could be further inte-
grated if researchers continue to argue from a partner’s perspective. As recent studies 
discussed above indicated: our behavior may not only be informed by our own prefer-
ences and opportunities, but also by the expectations of our partners. For instance, 
women might face expectations to have higher domestic standards from their partners, 
irrespective of the partner’s gender. Van der Vleuten et al. (2020) argue that female same-
sex couples have more equal divisions of domestic labor as both women are expected to 
take on household duties, whereas in same-sex male couples, partners do not expect this 
from each other. In male couples, partners might have other expectations, allowing them 
to divide domestic tasks based solely on wages, skills or interests. Indeed, men in this 
study show much larger variation in their division of domestic work than do women. By 
carefully reasoning what a partner expects, we might shed further light on the mecha-
nisms at play in both same-sex and different-sex households.
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11. Validation strategies in historical sociology
(and beyond)*

Ivan Ermakoff  †

1.  INTRODUCTION

Validation is a linchpin of scientific rigor. Claims relying on arguments by assertion, 
embedding themselves in self-validating discursive setups, or dodging critical assessments 
undercut the prospect of sound and cumulative knowledge. A significant stake is there-
fore attached to clear-cut validation yardsticks.

For inquiries that embed their object in history—namely, they identify these objects by 
reference to chronological coordinates—and that aim for generalizable claims, the issue 
deserves close attention. Inquiries of that kind are exposed to divergent epistemic injunc-
tions. While the historical dimension of their object compels them to attend to the specif-
ics of their case, their social-scientific ambition, on the other hand, requires that they 
probe claims abstracted from empirical specificities. Furthermore, a quick perusal of how 
they proceed to validate their claims reveals a quite disparate, if not fragmented, land-
scape. Unless we sort out the ins and outs of these ways of proceeding, it is unclear how 
we might achieve a sense of shared standards as this Handbook advocates (see the chapter 
by Raub, De Graaf & Gërxhani on rigorous sociology).

Accordingly, this chapter seeks to systematize our knowledge of validation prac-
tices in historical sociology. It does so by identifying the operating principles of seven 
distinct validation designs or strategies, and by outlining the challenges each faces. (1) 
The descriptive fit design denotes the use of empirical evidence to document a matter-of-
fact claim preceding causal interpretation. (2) A strategy in terms of observable implica-
tions probes empirical predictions derived from an explanatory argument. 
(3) Counterfactuals validate causal claims by assessing the effects of a counter-to-the-fact 
condition. (4) The natural experiment design takes advantage of exogenous sources of 
variation bequeathed by history in order to ground causal hypotheses. (5) Inductive 
comparisons certify causal inferences based on the comparison of attributes across cases 
in light of formal criteria of consistency and parsimony. (6) Process tracing validates 
claims about mechanisms by documenting the process whereby change is effectuated. 
(7)  Simulation adds to the plausibility of such claims through the computational 
 modeling of interactions.

Validation strategies in historical sociology (and beyond)

* K. Gërxhani, N.D. de Graaf and W. Raub (eds) (2022), Handbook of Sociological Science: Contributions 
to Rigorous Sociology, Cheltenham, UK and Northampton, MA, USA: Edward Elgar Publishing. ISBN: 978 
1 78990 942 5; http://dx.doi.org/10.4337/9781789909432.

† I would like to thank Werner Raub and Federico Varese for their constructive comments.
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2.  DESCRIPTIVE FITS

In the first third of the twentieth century, ‘Blacks, Mexicans and European immigrants 
inhabited three separate worlds of reliefs’, three worlds characterized by particular 
sets of race, labor and political relations (Fox 2012, p. 11). Controlling for differences 
across cities in urbanization, need, and fiscal capacity, it appears for instance that 
‘cities with more blacks and Mexicans . . . spent less on relief and were more privately 
oriented, while cities with more foreign-born whites spent more on relief and were more 
publicly oriented’ (pp. 62–64). Fox establishes this descriptive diagnosis through a 
detailed and systematic analysis of data collected by the US Census Bureau at the 
municipality level. The soundness of the diagnosis sets the ground for subsequent 
explanatory explorations.

Assessing the fit between evidence and descriptions can be more or less formalized. At 
one end of the spectrum stand studies recording factual observations without relying on 
formal indicators (e.g., Adams 1996; Camic 1983, Chapter 1; Go 2011; Loveman 2014; 
Roy 1997; Zaret 1996). At the opposite end stand descriptive syntheses that draw on 
techniques of data reduction and formalization for the purpose of identifying phenome-
nal patterns. Suffice it to mention (among many others): probability tests (McLean & 
Padgett 1997, pp. 226–231), multivariate decompositions of temporal trends (Brooks & 
Manza 2013, p. 733), vital event and life course indicators (Lai et al., 2019, pp. 31–47), 
measures of spatial clustering (Grigoryeva & Ruef 2015, pp. 821–833; Whitt 2010, p. 157), 
measures of fit with known distributions (e.g. Biggs 2005, pp. 1697, 1702), block models 
of tie patterns (Slez 2020, pp. 98–99), latent class analysis (Bonikowski & DiMaggio 2016, 
pp. 957–962), or longitudinal analyses (O’Hearn 1994, pp. 598–610).

2.1  Reliability

For this validation strategy, the first challenge is whether the sources on which it relies 
are reliable. When sources are ‘primary’—that is, witnesses, record keepers or partici-
pants produce them—gauging reliability rests on the ability to identify, and check, selec-
tion and measurement biases (Gould 1999, pp. 363–366). These can be due to actors 
selecting themselves into producing a certain type of sources (Hug 2003, p. 258), actors’ 
cognitive inclinations or positional interests (e.g., in the case of news reporters: Earl et al. 
2004), or actors’ strategic interest in disguising some pieces of information (Hung 2011, 
p. 51; Su 2011, pp. 47–53). We are in a better position to address these biases once we 
identify the conditions of production, or enactment, of primary sources (Barkey & Van 
Rossem 1997, pp. 1359–1360; Ermakoff 2008, Appendix A).

Studies that lean on secondary references for their part (e.g. Abu-Lughod 1989; Hui 
2005; Wallerstein 2011) expose themselves to the risk of giving precedence to references 
that are readily accessible (convenience bias), or that fit their claims (confirmation bias) 
(Goldthorpe 2007, pp. 33–36). These issues are particularly salient when the historiogra-
phy provides contrasted accounts. Acknowledging these contrasts and making selection 
rules transparent (Møller & Skaaning 2021, pp. 110–115) are steps in the right direction. 
However, they can hardly be enough. The critical engagement with secondary sources is 
unlikely to be sound if analysts do not develop their own historical expertise (Ermakoff 
2019, p. 8).
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The issue of reliability extends to descriptive inferences based on data formalization. 
Techniques of data reduction require operationalization choices regarding how to delimit 
the empirical set to which the method will be applied (Abbott & Hrycak 1990, p. 159), 
which descriptive categories and items of information to select (Franzosi 2010, p. 52; 
Griffin 1993, p. 1105; Vicari 2010, pp. 510–513), how to operationalize them, and which 
values should be ascribed to the method parameters at the data reduction stage. Analysts’ 
interventions at these different steps may crucially affect the findings that the technique 
yields. At issue is the possibility that these interventions might produce ‘artifactual 
results’ (Abbott & Tsay 2000, p. 16).

2.2  Empirical Demarcations

The ability to demarcate negative from positive cases conditions the empirical validation 
of an argument. If the demarcation is fluid or non-existent, cases can be tailored to fit in. 
Hence, claims relying on a descriptive fit design cannot be duly validated unless the con-
cepts they invoke are clearly demarcated from an empirical standpoint. We should be able 
to draw the line between cases that belong in the concept’s court, so to speak, and cases 
that do not. The Dark Side of Democracy by Mann (2005) for instance conceptualizes 
‘modern’ democracy as welded to an ideology of sovereignty celebrating an ethnic under-
standing of the ‘people’ (‘ethnos’) (pp. 2–3). In parallel to this ideology of sovereignty, 
the book’s introduction alludes to an understanding of democracy as a type of regime 
(p. 4). This second meaning is implicitly institutional. Given this plurality of possible 
semantic imputations, ‘democracy’ has no precise empirical boundaries. Revealingly, 
none of the case studies included in The Dark Side of Democracy (settlers’ democracies, 
Nazi Germany, the Soviet Union, Cambodia under the Red Khmers, and the former 
Yugoslavia under Communist rule) fits a minimal and institutional understanding of 
democratic regimes.

3.  OBSERVABLE IMPLICATIONS

Validation through observable implications is a two-step affair. The first step deduces 
empirical inferences from an explanatory argument. The second step confronts these 
inferences with the evidence. In this design, inferences have the status of empirical predic-
tions (Stinchcombe 1968, p. 17). Within this methodological compass, two types of 
empirical inferences can be distinguished.

One type refers to phenomenal observations. Depending on the unit of analysis, these 
may have the format of aggregate indicators (Emigh 1997, pp. 429–430), morphological 
patterns (Braun 2019, pp. 74–75), or descriptive accounts of behaviors, beliefs and repre-
sentations (Kalyvas 2006, Chapter 9). The Disciplinary Revolution (2003) by Gorski 
about the impact of Protestantism on state power in the early modern period offers an 
example of validation relying on expected societal implications. Gorski argues that 
Protestantism in general and Calvinism in particular contributed to the disciplining of 
state agents and citizens, thereby significantly enhancing the administrative and regula-
tive capacity of state organizations. The predictive inference derived from this argument 
is that in Protestant countries the levels of administrative efficiency and social order 

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



Validation strategies in historical sociology (and beyond)   199

should be higher in the rest of Europe (p. 36). The Disciplinary Revolution examines these 
empirical expectations in light of a comparative analysis of taxation and crime rates. The 
Dutch state’s ability to extract fiscal resources from its subjects was indeed much higher 
than that of its counterparts (pp. 49–50). Equally significant, murder rates were lower in 
the Netherlands and in England in the seventeenth century than elsewhere in Europe 
despite a less developed repressive apparatus (pp. 52–53). Contemporary testimonies cor-
roborate these societal indicators (ibid).

The second type of predictive inferences is correlational (e.g., Braun 2019, Chapter 5; 
Mizruchi et al. 2006, pp. 322–327; Weeks 2014, Chapter 2). Consider Haveman’s (2015) 
analysis of the material and cultural foundations of magazine expansion in the US 
between 1741 and 1860 (Chapter 3). Haveman argues that by providing a distribution 
infrastructure the development of the postal system in the first half of the nineteenth 
century ‘reduced spatial barriers to interaction between magazines and their readers’ 
(p. 67) and, as a result, made the presence of a readership and potential contributors in 
a given state less of a relevant factor for the decision to found a magazine. This argu-
ment, if valid, predicts a decline in the correlation between the founding rates of maga-
zines by state and the number of in-state magazines (p. 67). Controlling for state 
population, infrastructure development and literacy, a fixed-effect model capturing 
both unmeasured  time-varying and state-specific effects confirm this predictive claim 
(pp. 68–69, pp. 281–287).

Validation through observable implications extends to multiple claims vying with one 
another for explanatory pre-eminence (e.g., Soule & Olzak 2004, pp. 479–483; Wimmer 
& Feinstein 2010, pp. 767–771). Kaufman’s (1999) investigation of the effects of civic 
associational activity on local government and democratic participation is a case in 
point. Kaufman draws the correlational implications of (1) the Tocquevillian approach 
to associations as an alternative to government; (2) the pluralist conception portraying 
associations as self-seeking interest groups; and (3) the social capital perspective concep-
tualizing them as a stimulus to democratic involvement (p. 1137). For instance, if asso-
ciations spur democratic life, as the social capital perspective argues, an increase in 
associational activities should be positively correlated with voter turnout. Controlling 
for the effects of urbanization, industrialization, regional differences and immigration 
(pp. 1297, 1317–1325), data pertaining to 53 of the largest cities of the United States in 
1880 suggest that associations operate more as self-seeking factions than as an alterna-
tive to government intervention or as a stimulus to democratic participation.

3.1  Deriving Inferences

Regarding the elaboration of predictive inferences, different issues have to be considered. 
One is of course the possibility of faulty inferences. While formal modeling, thanks to the 
precision it imposes (e.g., Gould 2002, p. 1155; Diekmann’s chapter on rational choice 
sociology), may help mitigate this possibility, it provides no warrant against it. Faulty 
inferences result from a non sequitur (Chwe 1999, p. 138), a logical lapse (Oliver 1980, 
pp.  1373–1374), or the reliance on an unjustified auxiliary assumption (Simon 1986, 
p. S213). Assuming that faulty inferences are not an issue, a second challenge relates to 
the adequate specification of the ‘conditions under which the implications of a theory 
might be expected to operate’ (Lieberson & Horwich 2008, p. 11).
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Multiple derivations from the same theoretical argument raise a third type of challenge. 
The empirical breadth of a theory—the range of empirical phenomena it purports to 
explain—makes it a priori amenable to several predictions. The ‘theory of market transi-
tion,’ which argues that ‘in reforming socialist economies, the transition from redistribu-
tive to market coordination shifts sources of power and privilege to favor direct producers’ 
(Nee 1989, p. 663) is a theory of that kind. When, applied to specific cases, empirical pre-
dictions outline a consistent overall diagnosis, this embarrassment of riches is naturally a 
blessing (Gerber & Hout 1998, pp. 33–38; Nee 1989, pp. 670–678). When, on the other 
hand, predictive inferences yield non-congruent conclusions, analysts may want to assess 
whether these inferences have different degrees of empirical likelihood. Derivations 
empirically more difficult to obtain have greater confirmatory leverage on an argument 
than less demanding inferences. This explains why in terms of research priority they have 
precedence (Rogowski 1995, p. 467). Conversely, their empirical refutation is less discon-
firming (for a similar rationale regarding case selection: Eckstein 1975, pp. 178–179). 

3.2  Empirical Probes

If we turn our attention to the second step of this validation strategy—the empirical assess-
ment of predictive inferences—the main concerns pertain to the reliability of the probe. 
Inferences cast in phenomenal terms have to deal with the reliability issues mentioned in 
the section on descriptive fits: the reliability of the sources that undergird the probe, and 
the robustness of the patterns identified through a technique of data reduction.

Tests informed by correlational predictions for their part have to deal with the infer-
ential challenges due to the usual culprits: selection biases, measurement errors, spurious 
associations, omitted explanatory variables and unobserved heterogeneity. The gamut of 
strategies available to control for selection biases includes correcting for case selection, 
modeling data production (Przeworski et al. 2000, Appendix 1), randomizing cases and 
control groups (e.g., Gould 1993, pp. 726–727; Hechter et al. 2016, p. 175), controlling 
for group parameters susceptible to bias representativeness (Traugott 2002, pp. 191–195) 
and opening up the empirical assessment to all possible outcomes (Hagen et al., 2013). 
Fixed-effect models address the issue of unobserved heterogeneity. In addition, robust-
ness checks and sensitivity tests help assess the extent to which a correlational diagnosis 
is sensitive to model specifications and alternative measures (e.g., Chen 2007,  
pp. 1751–1758; Kadivar 2018, pp. 404–405; Sharkey & Elwert 2011, pp. 1954–1958; see 
the chapter by Auspurg & Brüderl on reproducibility and credibility).

4.  COUNTERFACTUALS

Validation rests on a counterfactual rationale when it investigates a counter-to-the-fact 
condition to gauge a difference in outcomes (see Breen’s chapter on causal inference). 
The rationale has a distinctive discursive structure: had condition ζ been present, what 
would have been the outcome? ‘Condition ζ’ can be cast as a counter-to-the-fact pres-
ence (‘had the presidential candidate been present at this meeting, what would have been 
decided?’) or absence (‘if this category of voters had not been college graduates, 
what  would have been their propensity to vote for this presidential candidate?’). In 
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any  case, the raison d’être of this setup is to certify the responses it yields as causal 
 statements.

Counterfactual assessments are amenable to two modes of analysis. One follows the 
precepts of a ‘genetic’ approach to causal investigation in the sense that it pays attention 
to the genesis of processes and outcomes (Ermakoff 2019, p. 11). Its focus is on the tem-
poral unfolding of a process understood as a sequence of actions and reactions 
(Deluermoz & Singaravélou 2021, pp. 213–238). The specification of this process is 
precise enough so that one can plausibly gauge the consequences of a counter-to-fact 
condition. A processual understanding along these lines is therefore micro-analytical and 
forward-looking (e.g., Ermakoff 2008, pp. 246, 329; Griffin 1993, p. 1102). The second 
mode of counterfactual validation is variable-centered. The main question of interest is: 
how much variation in the dependent variable y would have been obtained had the value 
of the covariate x been m (unobserved) (Morgan & Winship 2015, p. 13)? Imputation of 
causality amounts to an estimation of the difference in outcome resulting from exposure 
to a given condition (treatment) compared with the counterfactual world in which such 
exposure would not have taken place (e.g., Alderson 1999, pp. 716–717; Lin & 
Tomaskovic-Devey 2013, pp. 1311–1312).

4.1  Theoretical Explication

There is no counterfactual statement that is not theoretically laden. That is, the meaning 
of a counterfactual assessment ultimately lies in the theoretical proposition justifying the 
putative connection between cause and effect (Elster 1978, p. 182; Weber 1949, p. 173). 
This point may seem obvious. It has nonetheless two implications that are of relevance 
for the credibility of this validation design. (1) If the connection between effect and cause 
is analytically well grounded, then it should be possible to explicate it in theoretical terms 
without reference to the specifics of the case. The ability to explicate the theoretical claim 
undergirding a counterfactual demarcates rigorous analyses from rhetorical wrappings 
without substance. (2) Once the theoretical underpinnings of a counterfactual claim have 
been formulated, the question that comes to the fore is whether its formulation is specific 
enough so that it is amenable to critical scrutiny. Here, the reference to conditional 
factors is key. Several points are worth underscoring. (a) Specifying conditional factors 
increases the ability to gauge whether the claim applies to the empirical class under con-
sideration. (b) In limiting the scope of a theoretical claim, the specification of conditional 
factors paradoxically makes this claim more refutable than if its scope was left indeter-
minate. (c) The more precise conditional factors are, the more specific a counterfactual 
elaboration can be (Ermakoff 2019, p. 14).

4.2  Well-tempered Realism

Counterfactuals can hardly deliver what they promise if they are not empirically plausi-
ble. This requirement raises the following question: to what extent can a counter-to-the-
fact condition deviate from factual observations and nonetheless be considered empirically 
plausible? A processual approach and a variable-centered approach tackle this question 
in different terms. Yet, and quite tellingly, they address it in the same spirit, that of a well-
tempered realism.
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In the variable-grounded conception, plausibility can be gauged in light of an  assessment 
of how distant a counterfactual is from the observed data. This assessment helps ‘ascertain 
whether the data can support a counterfactual inference without excessive model depend-
ence’ (King & Zeng 2007, p. 190). In the processual conception, the key rule of practice is 
the minimal rewrite criterion (Hawthorne 1991, pp. 158–159; Lebow 2000, p. 597): a 
counter-to-the-fact statement is plausible if it only minimally rewrites the historical record. 
In concrete terms, this means that only one factor of the historical scene—one action, one 
resource, one constraint or one happening—becomes counterfactual. The configuration 
of relations in which this counterfactual is envisioned on the other hand remains as it is.

To the minimal rewrite criterion can be added a clause relative to actors’ own under-
standing of the realm of the possible. Here the clause is that when counterfactuals presup-
pose beliefs, representations or expectations beyond the boundaries of what is 
conceivable for historical actors, they lack realism. By way of consequence, such coun-
terfactual speculations miss the point. Sohrabi’s (2011) detailed analysis of the collective 
dynamics that at the turn of the twentieth century shaped the constitutionalist revolutions 
in Russia (1905), the Ottoman Empire (1906) and Iran (1908), fleshes out this point. In 
all three instances, revolutionaries modeled their action on the template provided by the 
French revolution of 1789: the executive had to be subsumed to the legislative. Ottoman 
revolutionaries in 1908 ‘refused to capture the executive not because they did not want 
to, but because they did not know how to: they lacked a theory of . . . the takeover of the 
executive’ (Sohrabi 2011, p. 24). At this stage in the process of revolutionary contention, 
a counterfactual scenario hypothesizing revolutionaries taking over the executive would 
lack empirical relevance.

5.  NATURAL EXPERIMENTS

A natural experiment design takes advantage of a historical event that can be considered 
exogenous to the cause–effect nexus under study. Its legacy is presumed to be equivalent 
to a randomization (or quasi-randomization) procedure allocating actors between a group 
that experiences a given condition and a group that does not (‘control group’) (Dunning 
2012, Chapter 2). The purpose of the design is to test and, hopefully, validate a hypo-
thetical claim about the effect of this condition (‘treatment’). The imputation of random-
ness rules out the prospect of obtaining observed differences reflecting ‘pre-treatment’ 
characteristics. The ambition of this validation design is therefore to free causal inferences 
from the Damoclean sword of unobserved heterogeneity and confounders.

Historical events that operate as external shocks, such as natural catastrophes, a priori 
fit the bill of this validation design. For instance, the impact of the Boll Weevil infestation 
on tenant farming in Southern US counties (1892–1930) helps test the claim that tenant 
farming was associated with early marriages among African Americans (Bloome et al. 
2017, pp. 1040–1046).

5.1  ‘As-if Random’

The credibility of the design hinges on the claim that the contextual conditions in which 
actors find themselves approximate randomized or quasi-randomized trial conditions. 
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When this claim appears to be frail or dubious, the design is in trouble. Two procedures 
address the issue. One consists in running ‘balance tests’ to gauge the absence of real dif-
ferences between the treatment and the control groups with regard to pre-treatment 
covariates (Dunning 2012, pp. 239–241). However, as Kocher & Monteiro (2016, p. 953) 
have pointed out, these tests cannot be viewed as definitive since they cannot rule out the 
possibility of unobserved heterogeneity and confounders. The second procedure culls 
direct evidence about the process whereby units were assigned to ‘treatment’ and ‘control’ 
(Hyde 2007, p. 46). At stake here is the ability of deep historical knowledge to debunk 
mistaken characterization of the assignment as quasi-random.

The tendency to interpret frontiers and administrative boundaries as ‘arbitrary’ and 
therefore prone to a natural experiment setting has not been exempt from this mischar-
acterization. Let us mention the study of differences in the rates of sabotage in districts 
(départements) adjacent to the line of demarcation in France during the Second World 
War (Ferwerda & Miller 2014). Underlying the validation strategy is the claim that the 
line of demarcation at the local level was ‘as good as random’ and that the territories 
thus demarcated exemplified two conditions of state power: under control of the occu-
pier (northern zone) and devolved (southern zone) (p. 647). Neither claim is historically 
corroborated (Kocher & Monteiro 2016, pp. 964–965). The differential in rates of sabo-
tage across the line reflects, not the impact of power devolution on resistance, but the 
more  prosaic fact that double-track railways were located north of the demarcation 
line—a fact created by the German operatives who traced the line in June 1940 (ibid, 
pp. 966–969).

5.2  Observing ‘Treatment’

For the promoters of the natural experiment design, the gold standard is the experimen-
tal control trial (e.g., Dunning 2012, p. 15). Unsurprisingly, the terminology that prevails 
in the literature regarding natural experiment adopts the language of ‘treatment’ and 
‘control.’ For the sake of identifying a causal effect it becomes key to gauging whether a 
‘treatment’ is not a bundle of different treatments combining their effects in various ways. 
At stake is the ‘internal validity’ of the inferential statements (see the chapter by Gërxhani 
& Miller on experimental sociology). Laboratory experiments are geared to avoid this 
possibility. Socio-historical processes, however, can interact in ways that make it difficult 
to pin down what the ‘treatment’ embodied in one specific process amounts to. The dif-
ficulty is compounded by the lack of clear-cut and bounded outcome specifications 
(Geddes 2003, pp. 43–45).

While a natural experiment design a priori approaches causal analysis from the stand-
point of the ‘effects of causes,’ it is interesting to observe that debates about the valida-
tion of the causal inferences yielded by this design has shifted the attention to the process 
whereby an outcome is brought about. In methodological jargon, the focus is on 
‘mechanism causal process observations’ (CPOs) (Collier et al. 2010, p. 184; Dunning 
2012, p. 209). Yet, inasmuch as the methodological apparatus deployed for this purpose 
remains cast in terms of variables, it is unclear what ‘process’ is supposed to mean in this 
context. If the notion is equated with the identification of ‘intervening variables,’ 
the  approach runs the risk of stumbling over unspecified or underspecified causal 
 connections.
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6.  INDUCTIVE COMPARISONS

Inductive comparative analysis, first, identifies combinations of explanatory factors and 
outcomes—coded as either present or absent—across cases and, second, submits the 
combinations thus identified to Boole algebra’s formal requirements of simplification 
and inference (Ragin 2014, pp. 85–124). When the independent variables defining 
explanatory factors are continuous, cases are identified by their degree of membership 
to the empirical sets defined by these variables (Ragin 2008, pp. 85–97). In this design, 
the formalism of Boole algebra and set theory certify the validity of the causal inferences 
derived from the systematic recording of differences and similarities across cases. 
Factorial associations denote ‘causal configurations’ that, taken together, form a ‘causal 
recipe’ (Ragin 2014, pp. xxiii, xxviii). Underlying this approach to causal inferences is a 
‘conjunctural’ understanding of causation, which states that causation operates as con-
junctions of factors and that these conjunctions vary across cases. This design has been 
used to tackle a wide range of objects of investigation from the occurrence and outcomes 
of  guerrilla movements in Latin America (1956–1980; Wickham-Crowley 1992, 
Chapter 12) to ‘Left-Libertarian party’ successes (1980–1997) (Redding & Viterna 1999, 
pp. 497–502).

6.1  Conjunctures and Associations

Two sets of consideration call into question the grand inductive ambitions of this valida-
tion design: (1) the fragility of the diagnoses it yields, and (2) the discrepancy between its 
professed commitment to a conjunctural conception of causation and the operational 
understandings of causes built in the design.

(1) Fragility of the diagnoses. As for any variable-grounded approach to causal inference, 
Boolean comparative analysis has to contend with the possibility of biases resulting from 
the selection of cases, sources and variables (Ermakoff 2019, pp. 7–8). Case selection can 
significantly alter the identification and configuration of factorial associations when 
selection is endogenous, based on the dependent variable, or conducted without a clear-
cut delimitation of the universe from which cases are drawn. Extensive reliance on sec-
ondary sources for the coding of cases takes the risk of convenience and confirmatory 
biases as defined in the first section of this chapter. As for the issues of reversed causation 
and variable omission related to variable selection, they remain unaddressed in this vali-
dation design.

This last point deserves attention. A Boolean approach identifies associations that 
ultimately are a function of the factors, or attributes, selected as explanatory variables. 
There is no reason to assume that the set adopted in any study is definitive. Selecting 
variables on the basis of their theoretical hypotheses, or the state of the literature, does 
not insure a Boolean comparative investigation against the drawback of missing varia-
bles. Furthermore, independent variables constructed at a macro level often have a com-
pound character: they subsume various factors to the same category (Hall 1999, p. 162). 
For instance, the variable ‘history of opposition’ (Beck 2014, pp. 210–211) encompasses 
different types and modes of opposition (e.g., religious, ethnic, party-based, armed, 
violent). For the sake of explanation, an analyst may find it judicious to disaggregate a 
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compound category into two or more variables. When these are added to the set already 
taken into account, the associations constitutive of the ‘causal recipe’ are likely to be dif-
ferent. In particular, causes initially labeled ‘necessary’ or ‘sufficient’ may turn out to be 
neither, thus raising doubts about the significance of these causal imputations.

Concerns about the method’s ability to validate causal inferences have further been 
raised in light of several observations. First, even when the data are random, the method 
is likely to identify patterns of association when there should be none (Lieberson 2004, 
p. 14; Lucas & Szatrowski 2014, pp. 59–60). Second, the causal configurations identified 
by the method are sensitive to coding decisions and the methods used to calibrate the 
degree of membership of cases to fuzzy sets (Goldthorpe 2007, pp. 46, 226–227; Hug 
2013, pp. 260–261; Lucas & Szatrowski 2014, p. 47). Third, simulations assigning values 
to cases on the basis of a given Boolean factorial expression show that the method fails 
to identify the correct patterns of association (Lucas & Szatrowski 2014, pp. 19–20). Part 
of the problem lies in the algorithms and routines that assign values to contradictory 
combinations and deal with limited diversity, that is, combinations of attributes that 
although possible theoretically are not observed among the cases under investigation 
(Seawright 2014, pp. 18–21). These observations raise serious concerns about the relia-
bility of the technique and, by way of consequence, its demonstrative value.

(2) Static and conjunctural causation. In addition, the static understanding of causes built 
in the design appears at odds with the conjunctural conception of causation it professes. 
Boolean comparative analyses ‘freeze’ the time of history—to use Burawoy’s (1989, 
p. 782) formulation regarding macro comparative inductions. Attributes and factors are 
abstracted from their temporality, i.e., their unfolding in time. By way of consequence, 
the approach ignores the possibility that the same nominal factor pertaining to the same 
case—say ‘economic pressure’ (Beck 2014, p. 210)—may produce different effects 
depending on which moment in the temporal unfolding of the case is taken into account. 
In short, the method prevents itself from fully taking into account conjunctural effects 
understood in temporal terms. This inability is at odds with the causal philosophy—
‘causation is conjunctural’—that presided over the elaboration of the method.

6.2  The Language of Causes

If diagnoses regarding a given outcome are likely to vary from one study to another 
depending on the number of variables selected, if random attributes are likely to be picked 
up as associations, if due to its algorithms the method can misrepresent true associations 
of attributes, and if the static approach to causation prevents a truly conjunctural under-
standing of the temporality of causes, then a word of caution regarding causal imputa-
tions is in order. Yet, Boolean comparative analyses are rife with causal assertions often 
framed by reference to necessary or sufficient causes (e.g., Mahoney 2010, pp. 115–119, 
183–188). At times, these are couched in a strong deterministic language, which interpret 
variables in a literal fashion and elevate them to the status of monadic causal agents. True 
enough, these agents operate for the most as elements of various combinations. But they 
are the building blocks of these combinations and, in some instances, the method identi-
fies them as standing alone causal agents. This formal representation vests them with 
monad-like capacity.
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A conjunctural understanding of causation leads us to expect that factors—assuming 
that these factors are clearly specified with regard to their empirical content—have differ-
ent ‘effects’ depending on how they combine with other factors. Along these lines it is 
plausible to argue that effects are different because the processes undergirding their pro-
duction are different as well. If so, the focus should be on processes of emergence or 
production—that is, ‘genetic processes.’ Ultimately, we can account for the conjunctural 
variation of effects if we have a clear understanding of the genetic processes at play. 
Boolean comparative analysis, however, stops short of processual specifications. By 
itself, it cannot highlight the genesis of effects.

These different points suggest that the design is best used to test hypotheses, not as an 
inductive method (Hug 2013, pp. 253–254). Putting at bay an inductive use may nonethe-
less prove quite challenging. Witness Brown & Boswell’s (1995) Boolean comparative 
analysis of interracial solidarity in 16 northern US cities affected by the 1919 steel strike. 
This study first tests hypotheses derived from Heckathorn’s (1990) formal model of col-
lective action adapted to racially split labor market conditions. The focus is on two 
parameters: whether the union can be considered weak or strong, and whether the minor-
ity labor group is predominantly ‘local’ or ‘migrant’ (pp. 1485–1493). Analyzed in this 
light, it appears that the interracial solidarity observed in Cleveland and Wheeling con-
tradicts the lack of solidarity in cities with similar combinations of independent variables 
(p. 1502). To inductively resolve this contradiction, Brown and Boswell include three 
additional independent variables: city size, steel company ownership and local govern-
ment repression. Reexamined along these lines, a Boolean comparative inquiry concludes 
that interracial solidarity took place in cities with strong union organizations and non-
repressive governments (pp. 1502–1505).

7. PROCESS TRACING

Compendiums on ‘process tracing’ offer two characterizations of this validation strategy. 
One refers to ‘the use of evidence from within a case’ (Bennett & Checkel 2015, pp. 4, 8), 
and the other to the ‘analysis of evidence’ for the purpose of ‘testing hypotheses about 
causal mechanisms’ (ibid, p. 7). The reference to ‘evidence from within a case’ is peculiar: 
nothing in the fact of being ‘within’ a case a priori tells us something about the processual 
character of this evidence. The reference to the ‘testing of hypotheses about mechanisms’ 
appears more in tune with a focus on processes, provided that we have a clear understand-
ing of what we mean by ‘mechanism.’

Over the last three decades, ‘mechanism’ has become as faddish as ‘process tracing.’ By 
way of consequence, definitional statements have been profuse. Insofar as the language 
of mechanism is interpreted as reflecting a concern for precision and rigor, a ‘mechanism’ 
may be conceptualized as the ‘analytical specification of change’ (Ermakoff 2019, p. 12). 
On this score, two conceptions can be contrasted. A variable-based conception equates 
‘mechanisms’ with variables intervening between an initial condition and an outcome 
(Imai et al. 2011, p. 765; Knight & Winship 2013, p. 283). An action-based conception by 
contrast views a ‘mechanism’ as the specification of how actions and interactions bring 
about a change in state (e.g., Gambetta 1998, p. 102–103; Hedström 2005, p. 25; Hernes 
1998, p. 95).
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‘Processes’ obviously are inscribed in time. We commonly say that a phenomenal 
reality is ‘in process’ in order to describe the fact that it is happening, which is also to say 
that it is bringing about change or reproduction. Hence, ‘process’ in a minimal sense can 
be conceptualized as the effectuation of change or reproduction. It follows from this 
simple observation that, if the point of tracing a process is to validate hypothetical claims 
about one or several mechanisms, a variable-based conception of the latter is somehow 
at odds with this empirical focus. Transposed to the realm of socio-historical phenomena, 
the drawback of a variable-based conception is that it loses sight of the temporal dimen-
sion of what it seeks to capture. In the action-based conception, on the other hand, this 
temporal dimension is front and center. Analysts can neither elude nor fend it off.

7.1 Documenting Processes

How then shall we validate claims cast in terms of mechanisms when the focus on processes 
is action-centered? We need to be able to observe processes in the making in order to assess 
which mechanism these observations corroborate or qualify. This means delving into the 
ins and outs of actions as they bring about change or reproduction in a collective setting. 
Three consequences follow. First, the focus is as much on actors as it is on their actions 
(e.g., Goldberg 2007, Chapters 4–5), their cognitive or psychological states (Paschel 2016, 
e.g., Chapter 4), or the relational configurations they have to deal with (e.g., Anderson 
2021, Chapters 2–4). These actors can be individual or collective. Analyzing a collective 
actor’s behavioral stance, however, requires investigating the dynamic of interactions that 
bring about this stance (Ermakoff 1997, pp. 413–417, 2008, Chapters 7–9; Padgett & 
McLean 2006, pp. 1468–1471). As a result, the individual actor may be considered the 
‘regulative’ unit of analysis. Second, in order to clearly track a process in the making and 
its dynamic, it is key to clearly identify and thus delineate the group that experiences it 
(Bonnell 1983, Chapter 1). Third, since the point of tracing a process is to observe how 
change is effectuated in time, this mode of validation implies a forward-looking temporal 
standpoint making possible the reconstruction of change without presuming the outcome.

Jansen’s (2017) account of the creation of a new form of political mobilization— 
populist mobilization—in Peru in 1931 (Revolutionizing Repertoires) is a case in point. 
This study probes the process whereby two political outsiders contending for the position 
of president—Haya de la Torre and Sánchez Cerro—drew on their experience as outsid-
ers to experiment with new political practices geared to the mobilization of marginalized 
people, and infused with anti-elite rhetoric. Jansen carefully reconstructs sequences of 
actions and events with a close focus on issues of temporality and actors’ subjective 
assessments, motives and initiatives. Revolutionizing Repertoires for instance shows how 
Sánchez Cerro initially favored a kind of political practice that can be dubbed ‘military 
paternalism’ before endorsing populist mobilization and rhetoric (p. 137). By document-
ing when the shift in practice took place, Revolutionizing Repertoires highlights the causal 
significance of outbidding in the emergence of a populist mode of mobilization.

7.2 Time Scales

The focus on actions and interactions is propitious to the adoption of a time frame con-
fined to the short-term (days, weeks, months). Is this to say that process tracing, as a 
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validation design, cannot be deployed for the medium or the long run (years, decades, 
centuries)? Putative explanatory factors have causal relevance when their effects translate 
in terms of actors’ dispositions, motivations, beliefs, or behaviors. Therefore, a factor 
theorized as a cause can be diagnosed as significant if we can somehow observe it at play 
in actors’ behavioral make-up (Ermakoff 2008, p. xxiii). In light of this basic epistemic 
premise, three empirical protocols are conceivable to test claims about long-term 
 processes.

One protocol selects one site of empirical investigation, explores the extent to which 
this site can be deemed representative with regard to the actors under consideration and, 
if the response to this query is positive, engages in a systematic account of relational pat-
terns, beliefs, representations or behaviors. This focus is intended to provide a lens mag-
nifying a process presumed to be at play in sites with similar characteristics (e.g., Bearman 
1993, pp. 2, 175–181; Cerutti 1990, p. 23). A second protocol adopts a longitudinal per-
spective and examines whether within or across generations the focus group undergoes 
the transformative process specified by the mechanism being hypothesized (e.g., Elias 
1994, regarding the civilizing process; Collins 2002, documenting the interaction rituals 
of intellectual and philosophical creativity). The third protocol, instead of examining 
subjective and behavioral patterns deployed au long cours, pays attention to conjunctures 
characterized by a high intensity of interactions in the course of which actors are likely 
to reveal how they think, feel or make choices. In numerous instances, these conjunctures 
are moments of confrontation (e.g., Steinmetz 1993, pp. 88–107).

7.3 Decisional Focus

Whether we are dealing with processes unfolding on a wide or a short time scale, investi-
gating decisional moments can prove heuristically fruitful in three respects. First, this 
focus highlights which factors bear on actors’ minds as they make their choice. In so doing, 
it offers us a point of entry to investigate whether and how supra-individual conditions 
translate, or not, into decisional parameters (e.g., Paschel 2016, p. 98; Simmons 2020, pp. 
205–214; Vaughan 1996, Chapters 8–9). Second, the focus on decisional moments helps 
adjudicate alternative explanatory accounts theorized in terms of mechanisms (Erikson 
2014, Chapter 4; Ermakoff 2008, Chapters 3–5). Third, it sheds light on the range of sce-
narios actors take into account and, when their relation to the immediate future betrays a 
sense of mutual uncertainty, on moments of collective contingency (Ermakoff 2015, pp. 
92–97). This approach grounds empirically the notion of historical possibility.

8. SIMULATIONS

It is customary to distinguish between equation-based and agent-based simulation mod-
eling (Macy & Willer 2002, p. 147). ‘Whereas equation-based modeling attempts to 
express causal relations among variables, individual-based modeling represents interac-
tions among the agents directly’ (Cederman 2005, pp. 877–878). Since, from a realist 
standpoint, claims about socio-historical phenomena and processes are claims about 
actions and reactions, there is good ground to argue that for validation purposes, agent-
based computational modeling fits the prospect of a realist approach better than the 
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variable-based format (see the chapters by Flache, Mäs & Keijzer on computational 
approaches and by Steglich & Snijders on stochastic network modeling).

Several steps inherent to the deployment of multiagent simulation undergird its poten-
tial as a validation technique. For one thing, it compels analysts to straighten out their 
claims about conditional factors and mechanisms. Not only does this approach request that 
hypotheses about actors’ decision rules and about the dimensions of their relational envi-
ronment that have an impact, be specified (Hedström et al. 2000, pp. 150–152), it also 
makes it possible to probe the empirical plausibility of different theoretical scenarios 
(Bruch 2014, pp. 1252–1255; Becker et al. 2020, pp. 878–883). Empirically grounded 
simulations of behavioral diffusion for instance have explored which characteristics of the 
relational configurations are likely to affect the dynamic of the process, and how individu-
als deal with decision problems (Manzo et al. 2018, pp. 1114–1116, 1134).

Furthermore, the ability to reconsider parameter values and analytical specifications, 
and to examine the extent to which such calibrations modify the degree of fit between pre-
dicted and observed outcomes, motivates a deep and dialectical engagement with the 
empirics of historically situated cases. For instance, Ziegler’s (2008, p. 116–117) game-
theoretical simulation of the circular exchange of gifts (kula), and of the network structures 
emerging from these exchanges is at odds with the patterns observed among tribal groups 
in the Massim region east of Papua New Guinea in the early twentieth century. However, 
close attention to the temporality of the phenomenon motivates the distinction between 
three historical phases in the development of the network that, once taken into account, 
make the simulated outcome approximate observed behaviors (ibid, pp. 118–121).

As these few remarks make clear, implementing this validation strategy requires devis-
ing a protocol for assessing the degree of fit between simulated and observed outcomes 
(e.g., Becker et al. 2020, pp. 883–888; Manzo et al. 2018, pp. 1137–1141; Ziegler 2008, pp. 
116–119). Particularly significant are assessment protocols that seek to take into account 
all the relevant dimensions of variation (Manzo et al. 2018, pp. 1136–1142). A further 
challenge relates to the interpretation of the results when several processes get simulated: 
one cannot a priori rule out the possibility that as simulated processes interact they 
produce system properties that the theory has not anticipated and that fall under the 
radar of ex post diagnostics.

9. CODA

By way of taking stock, two points are worth underscoring. The first one concerns valida-
tion requirements for concepts and cases. The primary focus of this chapter has been on 
the validation of claims—explanatory or descriptive—pertaining to historical objects of 
investigation. Claims crown the edifice. They provide its ultimate raison d’être. But the 
edifice would have no consistency without concepts and cases. At issue is whether con-
cepts and cases duly fulfill the tasks they are expected to perform and, as a result, can be 
validated as such. For concepts, this means unambiguous empirical demarcation (see the 
section on descriptive fits). We have a sound concept in hand when we can clearly delimit 
its empirical content in light of observable indicators. Transposed to the realm of socio-
historical phenomena, the requirement of empirical demarcation takes the form of trace-
able temporal boundaries. Cases for their part can be viewed as empirically validated 
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when no bias mars the sources on which they rest, and the criteria whereby they got 
selected.

Second, this chapter incidentally suggests that validation practices may be indebted to 
specific conceptions of causality. Undergirding the inductive comparisons design for 
instance is a linear conception of causation, which depicts causes as broad forces to which 
actors get exposed. Conversely, process tracing understood and practiced from a micro-
analytical perspective gives credence to an interactionist understanding, which views 
causes as the generative processes shaping interactions or taking shape through them. 
Whereas, along the same lines, a processual approach to a counterfactual endorses a 
genetic conception of causality, a variable-based approach speaks to a conception in 
terms of reliable associations. So does the natural experiment design. In other words: we 
cannot fully engage validation practices without paying close attention to the conceptions 
of causality on which they draw.
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12. Rigorous ethnography*

Federico Varese†

This chapter addresses two questions: what ethnography is, and what makes it rigorous 
(see the chapter by Raub, De Graaf & Gërxhani on rigorous sociology in this Handbook). 
The text that follows does not aspire to be a complete literature review. Its only aspiration 
is to answer cogently the questions I set for myself, in line with the overall aims of this 
Handbook. In the next section, I present a definition of ethnography. Subsequently, I 
discuss what I mean by ‘rigorous’. My remarks are guided by many references to the 
seminal study by W.F. Whyte, Street Corner Society (SCS), a book that has set the stand-
ard for rigorous ethnography (RE). The final section concludes the chapter.

1. WHAT ETHNOGRAPHY IS

Ethnography is a method of data collection that involves spending an extensive period in 
the field and conducting prolonged observations and interviews with the subjects of the 
research. Time in the field helps building trust, access difficult-to-obtain data and observe 
variation. Several definitions mention the requirement of spending a lengthy period in a 
given setting (e.g. Baily 2007, p. 206; Hammersley & Atkinson 1995, p. 1). William Rivers 
(1864–1922), an eminent anthropologist of the early twentieth century, contrasted ‘survey 
work’ with much needed ‘intensive work . . . in which the worker [sic] lives for a year or 
more among a community’ (Rivers 1913, p. 7; see also Forrester & Cameron 2017, 
pp. 57–99). More vividly, Bronislaw Malinowski—the founder of modern  anthropology—
urged fellow scholars to be ‘getting off the veranda of the missionary compound’ and to 
go and live with the natives (Malinowski 1926, p. 92). Malinowski himself spent ‘about 
two years’ in the field (Malinowski [1922] 1966, p. xvi). However, while anthropologists 
would seek out ‘distant sandbanks and . . . foreign tribes’ (Malinowski 1926, p. 93), soci-
ologists were from the start conducting fieldwork within Western societies, often in their 
own country of birth.

Rigorous ethnography

* K. Gërxhani, N.D. de Graaf and W. Raub (eds) (2022), Handbook of Sociological Science: Contributions 
to Rigorous Sociology, Cheltenham, UK and Northampton, MA, USA: Edward Elgar Publishing. ISBN: 978 
1 78990 942 5; http://dx.doi.org/10.4337/9781789909432.

† This chapter expands on two essays I have written: ‘Ethnographies of Organized Crime,’ due to appear 
in Sandra Bucerius, Kevin Haggerty and Luca Berardi (eds.), Oxford Handbook of Ethnographies of Crime and 
Criminal Justice (Oxford University Press, in preparation), and ‘Comparazione e spiegazione nello studio delle 
mafie,’ in Rosa Mulé and Sofia Ventura (eds.), Lo studio della politica (Il Mulino, 2019, pp. 119–142). Funding 
for working on this paper comes from the ERC advanced grant CRIMGOV 101020598.

 I am most grateful to Paolo Campana, Ivan Ermakoff, Diego Gambetta, Klarita Gërxhani, Jonathan 
Lusthaus, Werner Raub and Zach Schrag for their comments on an earlier version of this chapter.

 I dedicate this paper to the 2020–2021 Research Design Class (MSc Sociology, Oxford University) who 
had a strange and challenging educational experience, and with whom I discussed some of the issues raised in 
this chapter.
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The ethnographer collects primary data. The distinction between primary and second-
ary sources relates to the distinction between le cru et le cuit. A source is secondary 
because the evidence has already been selected and processed by others (cuit), while 
primary evidence has not (le cru). Naturally, the ethnographer will rely on data collected 
by others in his or her study, but the collection of secondary data does not qualify as 
ethnography. Any study of a given context will be based on a variety of data, such as 
narratives and statistics.

Vaughan defines ethnography as ‘research conducted by situating oneself in a social 
setting to observe and analyse individual interaction in order to understand some 
complex social process, event, activity, or outcome’ (Vaughan 2009, p. 690). In her view, 
the aim of ethnography is not exclusively to elucidate the actors’ subjective definitions of 
a situation or the meanings they give to it. It also aims to uncover a meaning that might 
escape the actors’ self-perception entirely: what might appear to be a game of bowling for 
some participants is for the ethnographer a representation of the gang’s authority. This 
perspective is firmly individualistic: it seeks to collect individual level data (such as ‘who 
plays card with whom’; ‘who votes for whom’) and to produce accounts of events and 
outcomes focusing on actors and actions. Ethnography need not assume that there is a 
monolithic ‘culture’ into which people are highly socialized, although prominent studies 
are based on such premise (e.g., Geertz 1973; Clifford & Marcus 1986). Indeed, critics of 
the ethnographic method have suggested that fieldwork-based studies are unable to 
account for variation within the community under scrutiny (Goldthorpe 2000, pp. 
74–79). As long as ethnography focuses on individuals’ interaction, such objection does 
not apply.1 It is now common to read academic studies in journals, such as Social 
Networks, based on ethnographic collection of relational datasets, which are then ana-
lyzed using advanced statistical modeling of the evolution of the actors’ interactions (for 
a recent example, see Basov 2018; see also White et al. 2005). While the method of data 
collection is ethnographic, the collected data can be coded as quantitative and be subject 
to statistical analysis.

Where does modern ethnography in sociology come from? The so-called Chicago 
School, which grew out of the Department of Sociology at the University of Chicago and 
was led by Park and Burgess in the period 1917–42 (Deegan 1988), is often credited with 
having invented the ethnographic method in sociology, making extensive use of partici-
pant observation and systematic collection of data in the field (e.g. Harrison 2014, p. 25). 
Yet participant observation was not given a significant role at Chicago until the mid-
1940s and, when used, it did not produce significant insights (Harvey 1987; Platt 1994). 
We had to wait for the publication of Street Corner Society (SCS) (Whyte [1943] 1993) 
for the study that will come to define modern academic ethnography in sociology. SCS, 
first published in 1943, is the account of life in an Italian-American ‘slum’ (cheaply built 
residential housing). The author calls it ‘Cornerville,’ and later reveals that it is located 
in Boston’s North End. The social relationships among the ‘corner boys’, ‘college boys’, 

1 The appreciation that there can be a high degree of variation within a context was not foreign to anthro-
pology either, although this discipline has done much to promote the view that the scholar is going to the field 
to uncover people’s unique ‘culture’. For instance, writing in 1912, anthropologist Robert Marett recognizes 
that ‘the immobility of custom, I believe, is largely the effect of distance. Look more closely and you will see 
perpetual modification in process’ (quoted in Wallis 1957, p. 790, and Harrison 2014).
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politicians, and racketeers come to life in the pages. SCS uncovers how status and prestige 
play out in the daily interaction of the people in the slum, a reality that appears disorgan-
ized and chaotic to the passer-by and the superficial observer. Instead, Whyte documents 
a hierarchy of informal relations based on ‘reciprocal obligations’ (Whyte 1993, p. 272) 
that cross the legal and the illegal.

In 1955, Whyte adds a lengthy methodological Appendix, ‘On the Evolution of Street 
Corner Society,’ to the second edition. In the 1955 Appendix (Whyte 1993, pp. 279–342), 
the author spells out his research strategy in the field and does not shy away from revealing 
the false starts, the ethical dilemma, the criminal acts he committed (e.g., he voted four 
times in a congressional election), as well as his general epistemology and theoretical ori-
entation. For Whyte, the researcher should (1) embed him- or herself among the subjects 
for an extensive period of time;2 (2) work independently of governmental agencies; 
(3) make sure that the inquiry does not jeopardize the subjects’ welfare; (4) seek to under-
stand their meanings, beliefs, language and practices; and (5) focus on interactional pat-
terns. These five points are of a composite character. Points (1) and (2) are methodological, 
(3) pertains to the ethics of research, while (4) and (5) set epistemic goals. By setting epis-
temic goals, Whyte also inevitably advances a research agenda for future studies. This 
document has since been read as a manifesto and practical guide for participant observa-
tion studies to follow. We now turn to a discussion of what makes ethnography rigorous.

2. RIGOROUS ETHNOGRAPHY (RE)

2.1 The Epistemology of RE

Rigorous ethnography subscribes to the view that the world exists independently of ideas 
and language (Vaughan 2009, p. 609). Such a position is clearly articulated in Whyte’s 
work, which is grounded in the (Western) rationalist tradition as outlined, for example, by 
Russell (1906; see also Searle 1993, pp. 60–68). Whyte wants to contribute to a science of 
society and accepts the key distinction between objective and subjective reality. He believes 
that there is ‘one world out there’ and a researcher can study it. As a philosopher would 
say, there is a ‘mind-independent external reality’ (Searle 1993). Language does not com-
municate meaning only, but also refers to events and objects that exist independently of 
language. Whyte accepts that causes can be established and explanations put forward. 
Rather than subscribing to a ‘coherence’ or ‘narrative’ theory of truth, RE holds that state-
ments can be true or false depending on how much they correspond to the objects they 
describe. Creationism is not as true as Darwinism (Searle 1993; Spiro 1996, pp. 764–765). 
Ultimately, truth depends on empirical support, not the identity of the speaker, although 
the bias introduced by the culture, the social position and the background of the researcher 
must be accounted for and minimized. In turn, empirical support depends on the proce-
dures and methods used, and these have to be as transparent as possible.3

2 Whyte lived in ‘Cornerville’ for three and a half years.
3 A different view of ethnography has emerged since the late 1970s in both anthropology and sociology. 

Around that time, the ‘Linguist Turn’ in philosophy and literary studies influenced the two disciplines. A new 
type of ethnography emerged under a variety of names: ‘reflexive’, ‘critical’, ‘post-foundational’,  ‘postmodern’, 
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2.2 Theories and Causes

Rigorous ethnography posits that explanations can be found, and that testing theories is 
a core objective of the research. Data adjudicate answers to research questions. Working 
alongside other methods of verification, RE contributes not only to the ‘context of dis-
covery’ by suggesting hypotheses that can be tested on large datasets. It also plays a key 
role in the ‘context of justification’ by providing evidence to support or reject theoretical 
predictions and causal claims.

The ethnographer enters the field with a research question in mind, rather than letting 
the field suggest to him or her what to write about (thus, it differs from the grounded-
theory approach). If the question changes, the research design must also change 
(Abramson & Sánchez-Jankowski 2020, p. 59). Coherent with this view, Whyte sets 
himself the task of ‘tak[ing] the theory to the field’ (Whyte 1993, p. 287), while being 
open to changing his initial assumptions on the basis of the evidence collected. He sees 
his work as testing a theory and the selection of data reflects such attempts, but data are 
not selected to prove a preconceived assumption or hypothesis. In SCS, Whyte is mainly 
interested in testing what we might call social network theories and discovering the 
formal structure of a phenomenon. He starts with the proposition that repeated asso-
ciations among actors, e.g., who plays cards and/or drinks with whom, would map onto 
‘political’ factions when, for example, the time comes to elect a new club president. He 
draws ‘positional maps’ of where people sit when playing cards over a long period of 
time. He finds that most people interact with the same individuals. Only 16 percent of 
the actors he observes fluctuates between the two main groupings. The reasoning he 
describes in SCS (Whyte 1993, pp. 334–335) is consistent with community detection 
algorithms routinely implemented in social network analysis (SNA) software and 
amounts to a technique of data formalization and reduction.4 Whyte’s approach is con-
sistent with what Ermakoff calls ‘morphological inquiries,’ elaborating causal argu-
ments by uncovering patterns in the data (Ermakoff 2019, p. 1). To put it differently, 
Whyte shows that homophily obtains in two social domains he is studying and shows 
the degree to which this happens quantitatively with longitudinal data.5 He also identi-
fies the mechanisms that explain the outcome, namely reciprocal obligation between 
individuals. Advances in computational methods allow the use, for example, of heat-
maps and SNA diagrams to represent data collected by ethnographers. Such representa-
tions can include a large number of observations and can be anonymized to protect 
respondents (Abramson et al. 2018).

RE has been used also to lend support to theories generated by deductive reasoning 
and game-theoretic formal modeling, what Ermakoff (2019) calls ‘genetic analyses.’ For 
instance, Gambetta & Hamill (2005) test aspects of signaling game theory by examining 

and ‘interpretative’. This view subscribes to a version of metaphysical idealism, denying the existence of 
an objective reality, the possibility to produce statements with a degree of truth-value and criteria to rank 
 statements based on their empirical support. It should be clear that a discussion of this perspective falls beyond 
the topic of this chapter.

4 For an early example of ethnographic observation of patterns of action over time leading to clustering, 
see, for example, McClintock et al. (1979).

5 SCS was a key influence on Homans’ (1950) view that group members interact more among themselves 
than they do with outsiders.
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the choices made by taxi drivers in New York and Belfast. In my own doctoral thesis, I 
study mechanisms that foster exchange. The theoretical proposition that I have strived 
to test is that, in the absence of a legal third-party enforcer of contracts, other organiza-
tions or informal mechanisms emerge to ensure that promises are respected. The mafia 
is an organization able to provide third-party enforcements of deals and promises 
(Gambetta 1993). I have argued that extra-legal forms of protection emerge in Russia at 
the time of the transition to the market economy, when the state is unable to define and 
protect property rights (Varese 1994). In order to avoid a functionalist fallacy, I also 
identify the source of the supply of the people who join such organizations (in other 
words, the existence of a gap, or a demand, does not automatically mean that such a gap 
will be filled). This work is, to some extent, an attempt to test predictions emerging from 
the case of Sicily made in Gambetta (1993) and to engage in cumulative social science. 
To lend support to that theoretical statement I collected a variety of data, including in-
depth interviews with, among others, officials, Mafiosi and businesspeople. Such inter-
views took place in the context of a lengthy ethnography in a Russian city in the 
mid-1990s. The research design included the study of different types of businesses, 
located in different parts of the city, in order to ensure a degree of variation. On the other 
hand, the city was relatively ethnically homogeneous, and my work was limited to the 
study of ethnic Russians. During that time, I observed businesspeople in their natural 
settings searching for protection and making choices between state-supplied forms of 
enforcement and dispute resolution systems (in the form of a Court of arbitration), and 
mafia-provided enforcement. I concluded that members of the former Soviet nomen-
klatura were more likely to utilize state-supplied enforcement, although they accessed it 
not as a right open to all, but as a favor available to them only. Less connected business-
people were more likely to turn to the mafia. This knowledge allowed me to delineate 
who was able to access which service and the nature of the service (Varese 2001). While 
in principle this result could have been obtained by a large survey instrument, the nature 
of the behavior I was studying would have made it very unlikely for actors to respond 
to a questionnaire. Hence, the method of data collection is a function of the nature of 
the data to be collected. Fieldwork also allowed me to outline the structure of the mafia 
groups in the city and compare them with mafia organizations present in Italy and the 
USA. I also specified the conditions under which I expected a mafia group to last over 
time or turn into a purely predatory group, and used field interviews to lend support to 
my expectations. By specifying the conditions under which an outcome occurs, scholars 
can make their claims generalizable and, ceteris paribus, predictive. I believe that the 
length of my stay in the city and my commitment to the topic acted as a credible signal 
of trustworthiness in the eyes of the people I was seeking to speak to, who then were 
more willing to share key information with me.

In subsequent work, I studied contexts where a mafia might be costly to use or simply 
is not present. The theoretical expectation is that, in the absence of a mafia, actors involved 
in illegal exchanges need to show that they are committed to fulfil their promises through 
the deployment of informal mechanisms, such as reputation-building, repeated interac-
tion, hostage-taking and sharing compromising information (Schelling 1960; Axelrod 
1984; Raub & Weesie 1990; Gambetta 2009; Campana & Varese 2013; Gambetta & 
Przepiorka 2019). For instance, in a study of informal bankers in China, an informant told 
us that the significant investment in her shop was a signal of her commitment to her 
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customers: ‘I have a large shop here in the mall. You can always come back and check on 
me if there is a problem.’ Having invested in a large shop is a form of self-binding. She was 
cutting off options in order to facilitate a certain type of interaction with her customers, in 
the absence of a third-party enforcer of the deal. We also uncovered how informal bankers 
and customers often spend time engaged in the consumption of commercial sex, which is 
illegal in China. Underground bankers who accept prostitution services are in effect 
sharing compromising information with the VIP customers with whom they are trying to 
build trust. Individuals involved in informal exchanges are keenly aware they have to 
signal their trustworthiness to customers and adopt several strategies to do so (it should 
be noted that formal bankers were also discussed in the paper, see Varese et al. 2019).6

RE can exploit natural experiments to exclude possible causal factors and focus on a 
narrower set of candidate explanations (Diamond & Robinson 2010). For instance, 
Varese (2011) explores the conditions under which a traditional mafia is able to become 
rooted in a different, distant territory. The study includes a set of controlled comparisons, 
which vary for the outcome variable (successful or unsuccessful transplantation). Among 
other cases, I focus on a single mafia group, the Mazzaferro clan belonging to the 
‘ndrangheta’, attempting to become rooted in Bardonecchia (in the Piedmont 
region;  success) and Verona (in the Veneto region; fail). By choosing the same clan 
and  two settings both located in the same northern part of the same country, 
I am able to discard some causal hypotheses, such as ‘culture’, language, level of trust, 
corruption, and effectiveness of local law enforcement, which are broadly similar (but not 
identical) in the North of Italy, and organizational features of this mafia. In the end, the 
study concludes that the size of the territory and the growth of local unregulated markets 
predicts mafia transplantation. These findings have high external validity (Varese 2020).

Once we have specified the conditions that generate an outcome and the mechanism at 
work, we can deploy various validation strategies, such as suggesting observable implica-
tions. Given that a particular process generates an empirical regularity, what other regu-
larities should we expect to find (Goldthorpe 2000, p. 90)? As noted by Stinchcombe 
(1968, p. 23), the more implications are supported by the theory, the more general the 
theory. For instance, an observable implication of Varese’s (2011) conclusion that the 
mafia in Bardonecchia provided genuine protection to construction companies and 
reduced competition is that the mafia provided its protection in other domains as well. 
Indeed, the criminal group was also active in settling disputes between employees and 
employers hired informally by the local construction companies.

Agent-based models can complement RE by reproducing the micro foundations and 
the dynamics hypothesized by the ethnographer and observe the outcome. Agent-based 
simulations allow us to examine whether, and to what extent, the actual outcome fits the 
simulated one, and how the causal claim (which needs to be clearly specified) can be 
obtained through the simulation (see the chapter by Flache, Mäs & Keijzer on compu-
tational approaches in rigorous sociology; Manzo 2014). For instance, Ackland et al. 

6 Similarly, Hamill (2010) studies how the IRA acts as a form of extra-legal governance structure in a 
catholic West Belfast community, punishing deviants. She endeavors to test aspects of signaling game theory. 
The author shows that paramilitaries are known to exercise violence. This in turn suggests that the ‘hoods’ are 
willing to face the threat in order to signal their strength and defiance, ultimately enhancing their social status. 
The ability of paramilitaries to punish motivates the ‘hoods’ to defy the local, extra-legal justice.
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(2019) present an agent-based model for a pharmaceutical supply chain operating under 
conditions of weak regulation and imperfect information. The study explores whether 
poor quality medicines are sold, and how buyers can learn about the quality of sellers 
(and their medicines) based on previous successful and unsuccessful transactions. The 
starting point of the simulation is an ethnographic study conducted in Ghana and 
Tanzania in 2015–2016.

2.3 Data Collection

How can we be sure that data collected in the field are valid and reliable? Such issues were 
at the forefront of Whyte’s work. Let’s take several issues in turn. First, Whyte had to 
choose a site. Although Whyte modestly reports that the selection was based on ‘very 
unscientific grounds,’ he followed a criteria that was unrelated to the argument he was 
about to develop in the book. In his search for a site, his guiding principle was to find an 
overcrowded neighborhood. The chosen one ‘had more people per acre living in it than 
any other section of the city’ (Whyte 1993, p. 283). The choice of field site was unrelated 
to the dependent variable. Other ethnographers have followed rigorous sampling criteria. 
Sánchez-Jankowski, in his study of 37 gangs in the USA (Sánchez-Jankowski 1991), ran-
domly selects the gangs from a list of potential cases stratified by ethnicity. Naturally, 
there are limitations to his access: since the author is of Hispanic origin, he finds it par-
ticularly difficult to study gangs hostile to Latinos. Yet Sánchez-Jankowski makes such a 
limitation clear. More generally, Islands in the Street remains an admirable example of RE 
in action for the study’s attention to the issue of case selection as well as its comparative 
research design.

Whyte writes at length on how he gained entry into the social world of the slum (Whyte 
1993, p. 291). His key contact was Doc, whose role was not that of an oracle, to whom 
Whyte turned to obtain an adequate account of a given situation or institution. Rather, 
the ethnographer needed to penetrate a hidden world and Doc offered to be his guide. 
Once in, Whyte observed the behavior of all the people involved in a particular activity 
or setting, such as the gang or the club. Since Whyte focused on a small group of people, 
the issue of non-responses did not arise, contrary to what happens for large surveys (see 
Goldthorpe 2000, p. 79).

Reflexivity is central to an ethnographic project because the ethnographer is the instru-
ment of data collection, and might well introduce biases. Whyte discusses the position of 
the author in the field, including his intellectual trajectory. Such a discussion is to the 
point and refers to the features that can have an impact on the data collection process, 
such as the fact that Whyte was an outsider to the community, from a different ethnic, 
religious and social background (Whyte 1993, pp. 280–283). The ultimate goal is to 
reduce the biases introduced by the ethnographer. Spending a lengthy period of time in 
the field serves to minimize the impact of the outsider, as he or she can observe more 
interactions and gain trust. Yet active reassurance to the study’s participants about the 
scholar’s intention is also crucial. Academic ethnography has the advantage (vis-à-vis 
journalism) that the research is published several years after the events and exposing a 
particular individual is not the aim of the work.

In the field, Whyte followed basic rules to reduce distortion introduced by time lags 
and ethical revulsion. Whyte typed up field notes as soon as possible (Whyte 1993, 
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pp. 287, 365). He strived to keep observations ‘completely divorced from moral judge-
ment’ (Whyte 1993, p. 287) and to not argue with people or judge them (Whyte 1993, 
p. 302; for a discussion of the issue of moral revulsion, see also Varese 2001, p. 12). It is 
clear to him that the ethnographer should not shape events in the field, although he 
admits that it was not easy to remain detached and breached this principle at least twice. 
In RE, the ethnographer does not routinely become the object of interest.

Data triangulation is also a good practice. In my own fieldwork, I always checked if 
the information I was given in interviews matched open sources and other confidential 
sources. A most scrupulous approach to fact checking and triangulation is to be found in 
Desmond’s Evicted (2016). Desmond follows eight families in and around Milwaukee, 
Wisconsin, struggling to pay rent and living in trailer parks and unsanitary houses at the 
time of the financial crisis of 2007–2008. He regularly fact-checks his interviewees’ asser-
tions and never takes them at their word (Desmond 2016, p. 327). In one instance, he 
omits a story that he is not able to confirm, although it does fit well with this overall 
argument, ensuring that he does not fall in the confirmation bias trap. He even hires an 
assistant who ensures that his conclusions follow from his field notes (2016, p. 404, fn 7).

Ethnographers should strive to be precise about what they count as data, how informa-
tion is collected, over which period of time, and verify the information given (Reyes 2018, 
p. 205). There are no structural impediments for RE to achieve the standards of rigor to 
be found in other social sciences.

2.4 Anonymity

Anonymity is generally acknowledged to be a key requirement of academic 
 ethnography.  Participants’ real names are routinely masked. Occasionally places are 
also given fictional appellations. More extreme forms of anonymity include changing 
key features of the participants (such as gender) and of the field site. A further practice 
is to create composites of the people interviewed. Thus, anonymity protocol can 
morph into de facto falsification of data, as in the case of composite characters. Surely, 
there are many instances where anonymization is appropriate and required. When 
 sensitive and/or highly personal information is being shared, or when participants 
will talk only if their name is anonymized, there is a good case for changing people’s 
names. Compromising the confidentiality of the participants puts them at risk and 
undermines attempts by other scholars to study the same or similar communities. As 
consent is a key requirement of ethnography, the scholar’s options are limited: report 
anonymously or not at all. Yet anonymization has evolved into a default position, 
 routinely used even when unnecessary. Furthermore, there have been several cases of 
bad anonymization, where offering to change names in no way leads to the protection 
of the participants’ identity and the process becomes futile. Thus, there are benefits but 
also serious costs to anonymization and an assessment should be made case by case. 
When it is possible, I suggest scholars ask participants to ‘go on the record,’ as done 
by journalists with their sources, and try to avoid masking places. RE should strive to 
keep anonymity at a minimum because the practice of hiding or distorting identify-
ing  information reduces the ability to construct cumulative social science (Jerolmack 
&  Murphy 2019; see also the chapter by Auspurg & Brüderl on reproducibility and 
 credibility).
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Let us start with the practice of masking places. Several ethnographies, including SCS, 
follow this protocol.7 As noted by Reyes (2018, p. 206), this practice takes three forms: 
changing the name of the region, of the city and/or of the specific community. Some such 
attempts at masking are futile. In the twenty-first century, widespread social media 
documentation can make it easy and quick to reveal locations (Harrison 2014, p. 237). 
In addition, ethnographers themselves, during the course of a lengthy fieldwork, might 
post photos or even online reviews of places they visited, making it hard to hide field 
sites in their academic monographs (Jackson 2012). Even in the past, masking places also 
did not ensure anonymity. Marquand’s novel Point of No Return (1949) is a fictional 
account of the (real) fieldwork by the American sociologist Lloyd Warner in the city 
of  Newburyport, Mass., which is referred to as Yankee City in Warner’s books. 
Marquand happened to be from Newburyport and came across Warner during his time 
in the city. In Point of No Return, Marquand mocks the sociologist’s clumsy attempt at 
disguising places and family names (Marquand 1949, p. 58, cited in Ingersoll 1997). 
Goffman’s efforts at disguising the place of her fieldwork also proved futile: a journalist 
quickly discovered it and was able to confirm some aspects of Goffman’s narrative 
(Singal 2015).8

A rather more dramatic (and real) instance of bad anonymization is the ethnography 
of mental health in the Irish village of An Clochán by Scheper-Hughes ([1979] 2001). The 
author tried to disguise the field site by calling it ‘Ballybran’. After publication, a journal-
ist from the Irish Times discovered the village and identified several of the people Scheper-
Hughes interviewed. When the author returned to the village in 1999, she was no longer 
welcome, as the people felt betrayed by her work (Scheper-Hughes 2000). Reflecting on 
her work in a 2000 paper, she conceded that changing the name of the field site (and alter-
ing certain features of individuals) gave a false sense of protection to the interviewees and 
an easy way out of complex ethical dilemmas for the ethnographer: ‘I have come to see 
that the time-honoured practice of bestowing anonymity on “our” communities and 
informants fools few and protects no one – save, perhaps, the anthropologist’s own skin’ 
(Scheper-Hughes 2000, p. 128).

Changing the name of the locality makes it particularly hard to judge the external valid-
ity of the work. It is not uncommon for a field site to be described as ‘typical’ of the 
phenomenon under study. By hiding the name, critics find it harder to challenge the claim 
to generality. The practice of hiding the name of the field site dates back at least to Lynd 
& Lynd’s ([1929] 1956) study of a supposedly representative American city, Middletown 
(which was indeed Muncie, IN.), Hollingshead’s study of a ‘typical Midwestern commu-
nity,’ Elmtown (1949), and Warner’s Yankee City (1963), known to be Newburyport, 
MA. Withers (1945) took the extreme decision to disguise not only the name of the town 

7 Tocqueville did not print the names of the people he interviewed during his trip to America: ‘When infor-
mation was confided to me, I wrote it down immediately, but these notes will never leave my files’ (Tocqueville 
[1835] 1990).

8 When contemporary historians tried to follow the sociologists’ lead at masking place names and inter-
viewees’ identities, they also failed. For instance, in The Nazi Seizure of Power: The Experience of a Single 
German Town 1930–1935, Allen (1965) tried to mask the name of the city, calling it ‘Thalburg’. When the book 
came out in Germany in 1966, the magazine Der Spiegel had no difficulties in identifying the real place and even 
some of the people the author had interviewed. See Schrag (2020), who offers more examples.
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he wrote about (dubbed Plainville, U.S.A.) but also his own name.9 Extreme anonymiza-
tion of places leads to losing important contextual information and makes fact-checking 
hard. For instance, in The Mafia of a Sicilian Village 1860–1960, Blok (1974) studies a 
village (some 2600 inhabitants) in the interior of Sicily, 81 km south of Palermo. While 
Blok tries to mask his chosen site and calls it ‘Genuardo,’ Sicilian scholars quickly under-
stood that it was Contessa Entellina. Furthermore, the community, as pointed out by 
Catanzaro et al. (1987, pp. 188–189, pp. 193–194), lived on a remote high plane and had 
a peculiar history: the inhabitants of Contessa Entellina, including the peasants, were of 
Albanian descent, while the landowners were ethnic Italian and did not live in the village. 
Rather unusually for Sicily, the village elite was hostile towards large landowners, accord-
ing to a survey conducted in 1908. Such an ethnic composition made for special dynamics, 
which went unaddressed in the book. Removing the name of the place prevented Blok 
from exploring key aspects of his field site, including political and electoral processes (as 
noted by Catanzaro et al. 1987, p. 190; for a response see Blok 2001, p. 65). Blok drew 
general conclusions regarding the nature of the Sicilian mafia based on a very special case. 
Such conclusions—such as the predicted demise of the Sicilian mafia—proved to be 
incorrect.10

Internal validity is also undermined by the decision taken by some ethnographers to 
alter dates, age and gender of informants. For instance, in his study of an elite hospital, 
Bosk ([1979] 2013) changes the gender of the only surgical resident who is denied promo-
tion in the program. It turns out that the person is a woman and her gender might well 
explain the outcome Bosk observes (in the second edition, Bosk admirably discusses—
and regrets—that choice). Another practice that undermines validity is the habit to create 
composite characters out of real personalities. For instance, Warner & Lunt in their book 
on Yankee City write that ‘No actual individual in Yankee City is depicted, rather the 
lives of several individuals are compressed into that of one fictive person’ (Warner & Lunt 
1941, p. 127).11 Such a practice is questionable as it takes away agency from people (Lubet 
2018, p. 95) and undermines the research. Rather than removing information such that 
someone cannot be identified, this practice entails changing (inventing) facts and features. 
Composites’ descriptions produce false data.

Anonymization of people has usually been justified in two ways. On the one hand, it is 
what the informants want. Yet ethnographers seem to routinely grant anonymity without 
even asking. Informants themselves might wish to be heard in ways that are not mediated 
by the ethnographer’s reconstruction and want to be known by their name. For instance, 
Lusthaus (2018, p. 228) finds that (former) cybercriminals providing sensitive informa-
tion were happy to be named. A second justification for anonymization has been to 
protect the safety of the informants, a practice often requested by Universities’ Ethical 
Boards. Safety is surely a crucial issue and in some contexts—such as, for example, when 
writing about people who might have been close to the IRA (Hamill 2010) or who might 

 9 See also the earlier study by Williams (1906) of Waterville, New York, named ‘Blanktown’ in the text. 
For a discussion of this early case, see Schrag (2020, p. 74). These studies have been criticized extensively by, 
for example, Mills (1942), Pfautz & Duncan (1950) and Madge (1962).

10 Another example of extreme anonymization in the field of mafia studies is Ianni & Reuss-Ianni (1972), 
a book that comes with a Foreword by Whyte himself.

11 As seen above, the two authors ultimately failed to scramble the identities effectively (Ingersoll 1997, 
p. 141). For a contemporary critique of the book, see Handlin (1942, pp. 554–557).

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



Rigorous ethnography   225

be persecuted under the recently enacted Chinese Security Law (Wintour 2020)—reper-
cussions for talking to scholars can be severe. Yet Wong (2015) suggests that there is a 
tendency among some fieldwork reports to exaggerate how ‘dangerous’ the research is, 
hence the need for extreme anonymization. This tendency helps generate the trope of ‘the 
anthropologist as a hero,’ as seen in works by, for example, Goffman (2014) and 
Venkatesh (2013; 2008. Cfr. Sontag [1966] 1978). Key aspects of both Goffman’s and 
Venkatesh’s investigations have been challenged by other scholars (especially Lubet 
2018), although such a critique was made more difficult by the choice to anonymize.

The New York University Faculty of Journalism has produced a handbook detailing 
ethical behavior and good practice (Penenberg 2020). Guidelines on integrity and the use 
of human sources are clearly spelled out, encouraging journalists, among other things, to 
avoid printing ‘not for attribution’ conversations, where the reporter agrees not to iden-
tify a source by name. Ethnographers might want to pay some attention to journalism’s 
professional code, especially in dealing with sources. In addition, scholars should sign-
post the anonymized names, to distinguish them from real names clearly. In Varese 
(2011), I adopt the convention to write the few anonymized names in italics throughout 
the book and in the Index, so that the reader is always reminded of the masking. More 
generally, RE should keep anonymity at a minimum, interviews should be clearly dated 
and, unless strictly necessary, a place should be indicated, as well as a summary descrip-
tion of the role/profession of the person. It is important to note that the ethnographer 
cannot guarantee to participants that anonymization will be successful. This risk should 
be made clear when the promise of anonymity is made. Such a promise can give a false 
sense of security to participants and researchers should be open with participants about 
the limits of this practice.

2.5 The Small-N Problem and Generalization

How general are the conclusions reached by ethnographic research? RE can point to the 
presence of a given mechanism—such as reciprocity, homophily or transitivity—in an 
instance, e.g. a given gang, that we know is present in other cases. Such a result would 
increase the external validity of the research. Random sampling of cases is possible, as 
shown by Sánchez-Jankowski (1991). Yet, the ethnographer might face constraints due 
to his or her background and knowledge, which leads him or her to study a particular 
case. Yet the ethnographer should discuss the universe to which the case belongs. On the 
other hand, non-random sampling can take place, as it does in many quantitative 
research  projects.

Ethnography normally involves the study of a small number of people, the so-called 
‘small-N problem’ (Lieberson 1991) although this is not a defining feature of ethnogra-
phy. Yet, even in the study of small groups, the scholar can observe a quite large number 
of interactions, which will form the basis for making empirical valid claims. Indeed, 
Sánchez-Jankowski & Abramson have argued that participant observation methodology 
strives to maximize the number of observed events rather than individuals (Sánchez-
Jankowski & Abramson 2020, pp. 37, 47; along similar lines, see the discussion of quali-
tative methods in economics in Skarbek 2020, p. 411). To the extent that the scholar 
collects relational data in the field, the dataset can be tested for statistical significance. 
Since observations are by definition not independent of each other in SNA datasets, 
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statisticians have developed techniques to estimate significance by drawing simulated 
networks from the distribution (e.g., ERGMs and SAOM models; see the chapter by 
Steglich & Snijders on stochastic network modeling). We can then say to what extent the 
observed network differs from chance. Yet, if a particular gang is an outlier in the popu-
lation of gangs, it will remain so. Thus, a discussion of ecological validity is appropriate.

2.6 Replication and Re-study

Replication is a goal for any scientific discipline, including ethnography. Indeed, this 
method has the advantage that it is comparatively cheap. There is no need to set aside 
valuable and costly lab time. Yet there is a degree of confusion over what replication 
means in this field (Abramson & Sánchez-Jankowski 2020; for a discussion of replication 
in other social science fields, see the chapter by Auspurg & Brüderl). Many authors con-
sider re-study of a given field-site the equivalent of replication. For instance, Lewis (1951) 
conducted fieldwork in Tepoztlán some 20 years after Redfield (1930), Weiner (1976) in 
the Trobriand islands some 50 years after Malinowski’s Argonauts of the Western Pacific 
([1922] 1966), Duneier (1999) in the Greenwich Village more than 30 years after Jacobs 
(1961), and Hunter (2013) in the Seventh Ward of Philadelphia more than a hundred 
years after Du Bois ([1899] 1973). It is highly likely that the object of study has changed 
significantly in the intervening decades, thus replication would be impossible. Such 
research would be more accurately defined as a second study of a changed community 
(on communities restudy see Crow, 2012). To use the language of quantitative social 
science, the new study uses new specifications and new data (see the chapter by Auspurg 
& Brüderl). In some cases, scholars have gone back to check whether the original study 
was fraudulent or severely biased. Freeman (1983) travelled to Samoa trying to prove that 
Mead’s fieldwork was deeply flawed, Boelen (1992) went back to Whyte’s field site and 
interviewed some of his informants, and Duneier (2006) revisited critically Klinenberg’s 
(2002) study of the heatwave that occurred in Chicago in 1995. Checking on the work by 
others and re-interviewing some of the participants years later do not amount to replica-
tion as understood in the laboratory tradition (Sánchez-Jankowski & Abramson 2020, p. 
80). Obviously, if an ethnographic study produces a quantitative dataset, then other 
scholars can access the data and replicate the analysis.

Scholarly scrutiny is made easier when field notes are made available, as well as infor-
mation on the site, the participants and more generally the process of data collection (see 
the section on anonymity above and Breznau 2021). For instance, Whyte deposited his 
field notes in the form of archival data, which now are available to anyone (Vidich 1992, 
p. 81). While it might not always be possible to follow Whyte’s example for reasons of 
safety and confidentiality, field notes should be retained and not destroyed, as, report-
edly, done by Goffman (2014).12 Ethics Boards normally require that data should be 
retained for a period after publication (e.g., 7 years). Yet there is also a presumption that 
data that may be personal/sensitive should be destroyed at some point to protect partici-
pants. Thus, Goffman might have followed this prescription but ended up destroying all 
notes. Such documents could be kept in an escrow-type service and released only after a 

12 Melamed (2014) reports that Goffman destroyed her field notes. On the importance of keeping and pos-
sibly sharing field notes, see Lubet (2018, p. 134) and Smith & Roberts (2016).
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period of time, which could be very long. Yet sharing field notes is no panacea (Abramson 
& Sánchez-Jankowski 2020, p. 79). It might be impossible to share data if there is no clear 
informed consent from participants to make the data available: others who did not give 
consent may be compromised. In addition, consent might be given at one point, only to 
regret it later. Making de-identified field observations available may introduce errors and 
misinterpretation of data, and there will remain a gap between the interpretative under-
standing of the ethnographer in the field and somebody who reads a text years later. 
Genuine replication may only be achieved by conducting research using new data to 
reproduce a previous study (Abramson & Sánchez-Jankowski 2020, p. 79). This would 
amount to engaging in cumulative social science, as done by a number of scholars who 
have sought to test Gambetta’s (1993) model of the Sicilian mafia on Russia (Varese 
2001), Hong Kong (Chu 2002) and Japan (Hill 2003).

3. CONCLUSIONS

In the section on what ethnography is, I define ethnography as a particular method of data 
collection that involves spending an extensive time in the field, conducting prolonged 
observations and interviews with the subjects of the research. Modern ethnography in 
sociology is also associated with conducting a project that is independent of authorities, a 
commitment to protect participants and, for some authors, the observation of interac-
tions. In the section on rigorous ethnography, I outline the epistemology, attitudes 
towards theory and causation, data collection and anonymity of RE. I also discuss gener-
alization, the small-N problem and replication. This approach subscribes to the Western 
rationalist tradition, believing that there is a mind-independent external reality, that lan-
guage refers to objects and events and does not just communicate meaning, and that 
empirical support can lend a degree of truth-value to sentences about the world. 
Furthermore, RE posits that explanations can be found and testing theories is a key objec-
tive. The chapter shows that RE has been able to produce both ‘morphological’ as well as 
‘generative’ explanations (Ermakoff 2019). Rigorous ethnographers have also tested the 
empirical implications of their theoretical predications, enlisting other methods, such as 
formal modeling and simulations. RE plays a key role in the ‘context of justification’. 
Concern for the validity and the reliability of the data collected are a crucial part of the 
RE. The scholar must explain why he or she chose the field site, whether that choice might 
impact on the argument made, discuss his or her position in the field and the role of inform-
ants, and follow procedures that reduce distortion due to time lags and ethical repulsion. 
Finally, RE recognizes that it is a good practice to share, when possible, field notes and 
encourages transparency and restudy. A key aspect of data collection, to be found in many 
studies, is the anonymization of subjects and localities. I have argued for a limited use of 
anonymization, which at times might prove to be futile and hinder external scrutiny.

Several challenges exist to the classic form of ethnography. It would be impossible to 
address them all here. Yet it is worth mentioning one. Recently, scholars have elaborated 
on the method of ‘rapid ethnography.’ Baines & Cunningham (2013) argue that rapid 
ethnographies, involving short, compressed time in the field and ideally teaming the 
outside researcher with an insider, can generate important insights into organizations 
(e.g. hospitals) and, most crucially, allow international qualitative comparisons at a 
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relatively low cost. Yet this research design departs from ethnography as I have defined 
it, and it becomes more akin to short field trips. While it is possible to collect valid data, 
it would be next to impossible to stumble by chance on unexpected yet revealing events 
during a short trip.

In conclusion, why should scholars spend their time observing patterns of interaction 
and decision making in natural settings? This particular method of data collection should 
be chosen when there is no other way to gather the information one needs to test argu-
ments. Ethnography is particularly suitable for the study of hidden populations, such as 
Whyte’s gang or the mafia, and the collection of personal, sensitive data. Since data are 
hard to come by, time spent in the field is a signal of commitment on the part of the 
scholar in the eyes of the people he or she studies.

The chapter has highlighted some criteria for the production of RE. Yet it should be 
clear that following the precepts discussed above does not ensure that the final product 
is interesting or worth reading. It hardly needs reminding the reader that Tolstoy’s War 
and Peace and le Carré’s The Spy Who Came in from the Cold (to name just two books) 
contain profound insights into the human condition. Yet, for those of us who are no 
Tolstoy or le Carré and still want to leave the office desk and study the social world, it is 
advisable to be rigorous, systematic and transparent.
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13. Evolution, biology, and society*

Rosemary L. Hopcroft, Joseph Dippong, Hexuan Liu,
and Rachel Kail

1. INTRODUCTION

Research within the area of Evolution, Biology, and Society examines the interaction 
between human biology and the environment (including the social environment) and its 
effects on social phenomena. This research is conducted not only within sociology but 
also across a wide variety of other disciplines, including anthropology, political science, 
economics, psychology, and the life sciences. As befits the title of this volume, all of this 
research is committed to the development of theory and the testing of hypotheses with 
empirical data. Because of the inclusion of biology, much of this research incorporates 
a model of the actor with preferences and behaviors shaped by predispositions that are 
a product of our common evolutionary history, as well as by predispositions that are a 
product of individual genetic and biochemical makeup. That is, most of the scholars in 
the area work towards a better understanding of the microfoundations of behavior 
(see  the chapter by Raub, De Graaf & Gërxhani on rigorous sociology in this 
Handbook)  and particularly understanding how all individual biological potentials 
interact with social and material environments in shaping individual preferences, behav-
ior, and other outcomes. This chapter gives an overview of this research within the dis-
cipline of sociology. Research incorporating biology has been and remains controversial 
in sociology, as the eugenics movement of the early twentieth century and its association 
with scientific racism set the discipline on a course of rejecting biology as playing any 
meaningful role in social processes. The sociobiology movement of the 1970s did little 
to change this, with most sociologists (with a few notable exceptions e.g. Van den Berghe 
1974; Lopreato 1984) remaining adamantly opposed to any incorporation of biology in 
sociology. By the 1990s biology had largely vanished from sociology (Machalek & 
Martin 2004).

Yet since the new millennium, with the sequencing of the human genome and the dis-
covery of the genetic correlates of many social (and other) behaviors, the climate in the 
discipline has changed. Freese et al. (2003) was a watershed piece, a well-cited mainstream 
sociological publication advocating the incorporation of biology into the discipline. 
Early biosociologists such as Booth et al. (2000) had previously written a review of 
research on biosocial influences on the family, a follow-up was published by D’Onofrio 
& Lahey (2010). In 2004 the Evolution, Biology, and Society Section of the American 
Sociological Association was founded. The (re)introduction of biology into sociology 
was fully established by the publication of special issues on biosociology in two of the 

Evolution, biology, and society

* K. Gërxhani, N.D. de Graaf and W. Raub (eds) (2022), Handbook of Sociological Science: Contributions 
to Rigorous Sociology, Cheltenham, UK and Northampton, MA, USA: Edward Elgar Publishing. ISBN: 978 
1 78990 942 5; http://dx.doi.org/10.4337/9781789909432.
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three major journals in the field: Social Forces in 2006 and the American Journal of 
Sociology in 2008, although concerns and controversy remain (Phelan et al. 2013).

Research in the area of Evolution, Biology, and Society may be divided into three 
general, often overlapping subareas. These are each discussed in turn in the three sections 
of this chapter. The first section deals with research in evolutionary sociology, evolution-
ary demography, and biodemography. This is research that uses theory from evolution-
ary biology and knowledge of human evolutionary history to develop theory and test 
hypotheses about human social behavior, as well as research integrating evolved bio-
logical factors as well as individual genetic makeup into the traditional concerns of 
demography such as fertility and mortality. This section also includes discussion of work 
that develops formal mathematical models of evolutionary processes, including cultural 
change. The second section of the chapter deals with neurosociology—research work on 
the biological and neurological bases of emotions and human social behavior and how 
social contexts in turn influence brain processes. The third section deals with research in 
sociology examining the interaction between biochemicals such as hormones with the 
environment and consequent effects on human behavior (biosociology) and also the 
interaction between genes and environment on human social behavior (sociogenomics).

2.  EVOLUTIONARY SOCIOLOGY, EVOLUTIONARY 
DEMOGRAPHY, AND BIODEMOGRAPHY

2.1 Evolutionary Sociology

The theoretical basis of evolutionary sociology can be traced to one of Durkheim’s 
scholarly rivals, the Finnish sociologist Westermarck (Sanderson 2018a). Westermarck 
was much influenced by Darwin’s theory of evolution by natural selection and accepted 
that human physiological and behavioral predispositions exist because they were of 
adaptive value, on average, for individuals in the past. He incorporated these ideas into 
his work on marriage and the family and human morality (Westermarck 1906, 1908, 
1922a, 1922b, 1922c). He is best known for the Westermarck effect—the finding that 
children raised together tend not to find each other sexually attractive as adults—
because such a tendency helped to prevent the problems of inbreeding depression and 
consequently there was selection for genes associated with this tendency over evolution-
ary time. For a variety of reasons, including the popularity of the ideas of his rival 
Durkheim, Westermarck’s influence in sociology waned over the course of the twentieth 
century. More recently, some sociologists have incorporated his ideas into their work, 
including Turner & Maryanski (2005), who incorporate the Westermarck effect into 
their book on incest, although they argue that the Westermarck effect cannot explain the 
universal social taboo against incest. Turner & Maryanski have been particularly con-
cerned with the evolutionary basis of emotions, which they argue are essential for under-
standing human societies and group solidarity. They use cladistic analysis (a method of 
reconstructing evolutionary trees) to determine the nature of the last common ancestor 
in both the human and great ape clades (Maryanski & Turner 1992; Turner & Maryanski 
2005, 2008, 2015). They argue that from this solitary joint ancestor, subsequent human 
evolution led to an expansion of the emotion centers in the brain that in 
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turn made possible greater group solidarity, increased group sizes, and greater intelli-
gence (Turner & Maryanski 2008; Turner & Machalek 2018). This view of human nature 
is further developed in Turner & Machalek (2018), where they argue that cross-species 
analysis suggests a variety of preadaptations and behavioral propensities that form the 
biological basis on which human societies and sociocultural systems are built. These 
include preadaptations for language, a full palette of emotions, mother–infant bonding, 
non-harem mating patterns, slow life history characteristics, as well as preadaptations 
for play and for the reckoning of community. Behavioral propensities inherent in human 
nature include the ability to read faces and eyes, the ability to be empathic and take roles, 
the ability to see self as an object, propensities toward ritual behavior, reciprocity, cal-
culation of fairness, and propensities to create status differences and hierarchy. However, 
Turner & Machalek (2018) argue that the emergent properties of societies cannot be 
explained by these individual preadaptations and behavioral propensities alone (p. 244), 
and analysis of culture and social structures is also necessary (see also Turner & Abrutyn 
2017; Schutt & Turner 2019; Turner et al. 2020). The authors argue that at this level, 
sociocultural evolution occurs via a Spencerian selection process whereby societies are 
subject to selection pressures on four axes or dimensions: production, reproduction, 
distribution and regulation. If a population can respond to those pressures, it can 
survive, if not, it disappears.

Also following in the tradition of Westermarck is the work of the sociologist Sanderson 
(2001, 2014, 2015). He has written extensively on how comparative analysis of human 
societies supports an evolutionary conception of the actor and has developed what he 
calls a Darwinian conflict theory of human sociality. This theory gives a set of sub- 
theories and hypotheses that apply to reproductive behavior, parental investment, eco-
nomic subsistence and exchange, dietary choice, incest avoidance, human sexuality, mate 
choice, kinship and marriage, gender differentiation and inequality, status and resource 
competition, geopolitics, aggression and violence, ethnic attachment, and religious beliefs 
and rituals. To support his Darwinian conflict theoretical strategy, Sanderson draws on 
a great deal of anthropological and cross-cultural evidence on reproductive behavior, sex 
and gender, marriage and the family, economic systems, social stratification, and politics 
and war. He has also used quantitative data from various sources to test evolutionary 
hypotheses (e.g. Sanderson & Dubrow 2000).

Turner (Turner et al. 2018), Maryanski (Maryanski & Turner 2018), Sanderson (2015, 
2018b) and a variety of other evolutionary sociologists (e.g. Crippen & Machalek 1989; 
Marshall 2002, 2016; Hammond 2018) have also been concerned with the evolved 
human propensity towards religion, a topic that can also be traced to Westermarck’s 
early work on the moral sense. Maryanski & Turner (2018) note how the human capac-
ity for emotions, culture and spoken language, in addition to the preadaptations and 
behavioral propensities noted above, underlie the human tendency to be religious. 
Turner and coauthors (2018) examine the Spencerian evolutionary processes that they 
argue produce religious institutions. Crippen & Machalek (1989) argue that emotional 
responses predisposing individuals to religious sentiments evolved in small forager soci-
eties as an adaptive mechanism for enhancing cooperation within kin groups. As socie-
ties have gotten larger, these emotional responses have been coopted for larger, fictive 
kin groups or religious groups in larger scale societies. Similarly, Sanderson (2014, 2015, 
2018b, 2018c) suggests that a predisposition toward religiosity provided rewards 
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unattainable by other means and was selected because it increased individual reproduc-
tive success over evolutionary time. Hammond (2018) notes how the evolved attachment 
wiring in the brain is a likely source of rewards for religious beliefs and behavior. 
Marshall (2016) posits a theory of religion as a product of the interaction of multiple 
evolved features of human nature and cognition within a common social and cultural 
environment.

There has also been an interest in the evolutionary basis of crime. Cohen & Machalek 
(1988) use reasoning from evolutionary biology and behavioral ecology to show how 
criminal strategies for resource acquisition are likely to appear, even in populations where 
individuals do not differ on any resource-relevant trait. Machalek & Cohen (1991) show 
how crime and the punishment of crime promote stability within patterns of cooperation, 
thus benefiting the individuals involved. Kanazawa & Still (2000) use principles from 
evolutionary psychology to argue that evolved psychological mechanisms promoting 
status and resource competition among males can explain why young men are more likely 
than older men to engage in crime. These mechanisms evolved because, in the past, own-
ership of status and resources promoted male reproductive success (see also Savage & 
Kanazawa 2002).

Other sociologists have tested evolutionary predictions with regard to the family 
and  family processes. For example, Hamilton et al. (2007) using longitudinal US 
data from children in kindergarten through to first grade to examine whether invest-
ment  in offspring is shaped by biological ties, as theory from evolutionary biology 
would  predict. They found that while adoptive parents invest more in children, on 
average, this is mostly because adoptive parents have higher socioeconomic status on 
average. When socioeconomic status is controlled the authors find that two-parent 
adoptive-parent families invest in offspring at about the same rate as two-parent 
 biological parents.

Another hypothesis from evolutionary biology relevant to the family, the Trivers-
Willard hypothesis, has also been tested by sociologists. Trivers & Willard (1973) hypoth-
esized that if males at the top of the socioeconomic scale are likely to be more 
reproductively successful than their sisters, and females at the bottom of the socioeco-
nomic scale are likely to be more reproductively successful than their brothers, then high 
status parents will be more likely to have sons among their biological children and invest 
more in those sons than their daughters, and low status parents will be more likely to have 
daughters among their biological children and invest more in those daughters than their 
sons, as this will have maximized individual parents’ reproductive success over evolution-
ary time. Results of tests of the Trivers-Willard hypothesis utilizing different measures of 
parental status and investments have been mixed. Freese & Powell (1999) found little 
support for the hypothesis in US data, as did Kolk & Schnettler (2016) using Swedish 
data, although Hopcroft (2005), Hopcroft & Martin (2016) using US data and Song 
(2018) using Chinese data found support for it.

2.2 Evolutionary Demography, Biodemography, and Formal Modeling

The field of evolutionary demography examines how evolutionary theory and evolved 
human characteristics can help explain and predict demographic phenomena—e.g., see 
contributions to the recent online volume Human Evolutionary Demography (Burger et al. 
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2020), although the bulk of these evolutionary demographers are behavioral ecologists 
and anthropologists and not sociologists. There has been some work of this nature in 
sociology. Hopcroft (2006, 2015, 2019, 2021) tested the hypothesis from evolutionary 
biology that social status will be differentially related to fertility for men and women. In 
most social species and in humans in preindustrial societies and particularly for males, 
social status is positively related to reproductive success or number of offspring. Yet for 
humans the link between social status and number of offspring has seemingly been 
severed by the demographic transition. Testing the hypothesis that status will be posi-
tively related to number of offspring for men, she found that while education was nega-
tively related to biological fertility for both men and women, personal income was 
positively associated with biological fertility for men and negatively associated with 
biological fertility for women. Similar findings for personal income have been found in 
the UK (Nettle & Pollet 2008); Norway (Lappegård & Rønsen 2013); Sweden (Fieder & 
Huber 2007; Goodman & Koupil 2010); and Finland (Nisén et al. 2018; see also Jalovaara 
et al. 2019). Personal income for men was also positively related to frequency of sex in 
the US (Hopcroft 2006) and number of extra marital sexual relations in Finland (Haavio-
Mannila et al. 2003). Another study using US data found that family income (net of own 
income) was also found to be positively associated with fertility for women, but not for 
men (Hopcroft 2019).

Biodemography or biological demography overlaps with evolutionary demography 
and is research that examines how biological factors and mechanisms influence the demo-
graphic phenomena of fertility, mortality and migration. Biodemographers who are also 
sociologists have particularly focused on studies of survival and longevity, with some 
research on fertility and the links between fertility and mortality (Carey & Vaupel 2005; 
Mills & Tropf 2015). Biodemographers note that human mortality is subject to the same 
principles that influence other living organisms, including the fact that sexual organisms 
senesce, the senescence rate is shaped by natural selection, mortality tends to decelerate 
at advanced ages (Vaupel et al. 1998), mortality is sex specific, and longevity is shaped by 
reproduction. Some biodemographers examine genetic effects on aging. For example, 
Ukraintseva et al. (2016) note that the influence of a particular genetic variant on longev-
ity may be negative, neutral or positive depending on context. The contributions in 
Yashin et al. (2016) demonstrate how the connections between health, aging and longev-
ity can be studied with existing longitudinal data that include both genetic and non-
genetic factors. Others have examined genetic effects on fertility (Kohler et al. 1999, 2006; 
Rodgers & Kohler 2002; Mills & Tropf 2015; Tropf et al. 2015). Biodemography also 
includes research directly related to human health, often based on health surveys, that 
unites epidemiology and demography (Carey & Vaupel 2005).

Mathematical demographers use formal mathematical models (often derived from 
evolutionary biology) to model population composition and change (Lynch et al. 2019). 
Others use formal mathematical models to model cultural evolution and other phenom-
ena. Blute & Jordan (2018) employ phylogenetic techniques from evolutionary biology 
to analyze cultural evolution (see also Blute 2006, 2010). Mark (2011) used evolutionary 
models to model cultural evolution, and showed how cultural transmission where indi-
viduals learn to behave altruistically can lead to individuals disproportionately receiving 
the benefits of altruism, which can in turn lead to selection for cultural variants favoring 
altruism (see also Mark 2018).
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3. NEUROSOCIOLOGY

Neurosociology is a sub-area within sociology that first developed in the 1990s, ‘the 
decade of the brain’ when social neuroscience took root within the psychological sciences, 
and researchers began to take seriously the idea that the brain ‘does not exist in isolation’ 
(Cacioppo & Berntson 1992, p. 1019). Adopting a multi-level biopsychosocial approach 
that embraces a notion of the brain as an active collaborator in producing social reality, 
pioneering scholars such as Damasio (1994) searched the brain for answers to a variety 
of fundamental social questions, including the neural bases of emotions, rationality, and 
the self. Since then, social neuroscientists have continued to push the boundaries of what 
we can know about the brain–behavior connection, often producing knowledge that chal-
lenges existing beliefs and assumptions about human behavior.

As social neuroscience arose within psychology as a means to understand how the 
brain shapes perception and behavior, neurosociology developed as a complementary 
approach, though one with a distinct sociological focus. Neurosociologists examine how 
broad forces such as social structure and culture shape the brain, and how the brain in 
turn constructs social structure and culture (Franks 2007). Employing the tools and 
methods of neuroscience, neurosociology seeks to answer enduring sociological ques-
tions, to advance sociological theory, and to develop practical applications of sociologi-
cal knowledge (Kalkhoff et al. 2016b).

Perhaps the most important guiding idea underlying research in neurosociology is that 
the brain itself is fundamentally social. As evidence of the social nature of the brain, the 
existence of mirror neuron systems suggest that the brain has evolved structures that 
promote empathy and allow for role-taking—both of which are inherently social capaci-
ties (Franks 2010). Relatedly, neurosociology views the social brain as both a ‘dependent 
variable’ that responds to social conditions, and an ‘independent variable’ that actively 
shapes society. Concerning the brain as an outcome, neurosociology acknowledges that 
various brain structures and capacities evolved (and continue to evolve) in response to 
environmental imperatives, including those within the social environment (i.e. social 
structure and culture). Regarding the brain as a causal force, neurosociology does not 
view the brain as a passive processor of stimulus information, but rather as an active, if 
often secretive, agent in shaping social reality.

Like other sub-areas within sociology, neurosociology acknowledges that the accounts 
that people provide to explain their actions are often substantially out of line with what 
is actually occurring in their brain (Franks 2010). What makes neurosociology unique 
among other areas of sociology is its emphasis on explaining behavior by investigating 
the roles of various brain structures and by observing nonconscious neural processes. To 
this end, neurosociologists seek to account for how the brain selects, interprets, and alters 
information, as well as how such processes reflect and shape social outcomes (Franks 
2007; Brashears 2013).

3.1 fMRI and EEG Studies

TenHouten’s (1980) early work on social factors that shape cerebral hemisphericity laid 
important groundwork for developing a neurosociological understanding of how social 
arrangements shape brains. Compared with TenHouten’s early lateralized task studies, 

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



238  Handbook of sociological science

however, contemporary neurosociological research relies much more on advanced neural 
imaging technologies such as functional magnetic resonance imaging (fMRI) and electro-
encephalogram (EEG). Regarding fMRI studies in neurosociology, the goal is typically 
to examine how the brain responds to the social environment by mapping areas of the 
brain that ‘activate’ in response to different stimuli. This is accomplished by measuring 
patterns of blood oxygen consumption across the brain and identifying when and where 
blood oxygenation increases (Ward 2012). Because oxygenated and deoxygenated blood 
differ slightly in their magnetic properties, the powerful magnets of an MRI can detect 
differences in the ratio of oxygenated and deoxygenated blood, also called a blood oxy-
genation level dependent (BOLD) contrast. BOLD responses signify increased neural 
activity in the region where they occur (Johnston et al. 2009; Ward 2012). For example, 
research has shown increased activity in two particular regions of the brain—the ventro-
lateral prefrontal cortex (VLPFC) and the dorsolateral prefrontal cortex (DLPFC)—
when individuals view photographs of high-status others (Melamed & Abromaviciute 
2013).

Whereas fMRI measures hemodynamic responses in the brain, EEG measures electri-
cal activity using scalp electrodes, with electrical responses in the scalp reflecting underly-
ing electrical activity within the brain (Harmon-Jones & Peterson 2009). Research has 
identified several different waveform patterns, called event-related potentials (ERP) that, 
when observed within specific regions of the brain, reflect neural responses to social 
stimuli (Bartholow & Amodio 2009). Aside from specific ERPs, EEG also allows for a 
measure of alpha power, which is useful for assessing overall cognitive effort. Decreases 
in alpha power denote increases in neural activity (Kalkhoff et al. 2016a). Given the fine-
grained temporal resolution of EEG, it is possible to observe ERP responses and alpha 
responses that are ‘time-locked’ to the presumed causal event (Kalkhoff et al. 2016b). One 
of the most widely studied ERPs within social neuroscience is called the N170, which 
reliably corresponds with neural activity related to facial recognition (Herrmann et al. 
2007).

It is worth noting that neurosociology reflects an approach that aims not to cast off 
established sociological paradigms, but rather to supplement, advance, and work along-
side more longstanding theoretical frameworks (Kalkhoff et al. 2016b). The inherent 
interdisciplinarity of neurosociology often leads researchers to seek answers to their 
theoretical questions in places they had not previously considered. In this way, neuroso-
ciologists examine the same social structures and processes that concern sociology more 
broadly, including interactional mechanisms that create and enhance solidarity 
(Hammond 2003), the relationship between mind and society (Hopcroft 2013), and how 
the social dimensions of status and power affect interaction (Melamed & Abromaviciute 
2013; Kalkhoff et al. 2020), to name only a few. In the remainder of this section we discuss 
how researchers have fruitfully utilized EEG and fMRI to shed light on sociological ques-
tions. Although EEG and fMRI are certainly not the only methodological tools relevant 
to neurosociology, we focus on these two approaches as illustrative examples.

Kalkhoff et al. (2016a) employed a neurosociological approach to address a particularly 
vexing question within identity theory. That is, identity theory holds that when individuals 
fail to confirm valued identities during interaction, both under-verification (i.e., when an 
identity performance falls significantly short of the identity standard) and over- verification 
(i.e., when an identity performance significantly exceeds the identity standard) should 
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produce comparable levels of psychological and affective discomfort. Using EEG, 
Kalkhoff et al. (2016a) manipulated participants’ identity-related feedback to produce 
conditions of under- and over-verification, and analyzed neural outcomes in various 
regions of interest within the brain identified in previous studies. To this end, Kalkhoff et 
al. measured alpha power within the DLPFC as well as feedback related negativity (FRN), 
an ERP that reflects neural responses to information that contradicts expectations. 
Results indicated that alpha power decreased in response to both forms of identity non-
verification (indicating increased neural activity), but that the difference was greater for 
under-verification. This suggests that individuals devoted greater cognitive effort to pro-
cessing under-verifying feedback. Regarding FRN, the results also indicated a stronger 
response to under-verification. As such, Kalkhoff et al. (2016a) argue that individuals 
experience under-verification as more disruptive than over-verification, supporting the 
self-enhancement argument, and shedding new light on a persistent theoretical problem.

 In a separate study, Kalkhoff et al. (2020) demonstrate the usefulness of EEG for 
testing theories of small group status structures. According to one well-established 
theory—status characteristics theory (SCT)—the impact of status differences on behav-
iors in small groups is mediated through the expectations that individuals form for each 
other (Berger et al. 1972). Although status characteristics and behavioral outcomes are 
directly observable concepts, expectation states are unobservable theoretical constructs. 
Again examining FRN, Kalkhoff et al. (2020) found that FRN responses increased when 
task partners violated status-based expectations (such as a lower-status partner rejecting 
influence attempts). Thus, the study lays the groundwork for using neural activity to 
measure constructs that were previously unmeasurable.

Melamed et al. (2017) employed fMRI in an effort to uncover the neural bases of the 
relationship between social status and social influence. Monitoring brain activity in 
members of status-differentiated groups, Melamed et al. (2017) manipulated status dif-
ferences between group members and assigned them to complete a collective decision-
making task, which also produced a measurement of influence between partners. Results 
revealed significant BOLD responses in several regions of interest, including the 
DLPFC,  thalamus, and fusiform gyrus, which prior studies had identified as brain 
regions relevant to the processing of status information. Although measures of BOLD 
responses failed to mediate the effect of status differences on patterns of influence, the 
study nonetheless supports prior work linking status to neural activity in specific centers 
of the brain.

In another line of research, Firat et al. (2017) take a neurosociological approach to 
examining the intersection between race and social class. Results of fMRI analyses 
show significant BOLD responses in the ventromedial prefrontal cortex (VMPFC) when 
participants made racial evaluations regarding middle-class others. When evaluating 
upper- and lower-class others, however, evaluations also involved recruitment of the 
amygdala. Firat and colleagues reason that because the VMPFC plays a crucial role in 
experiencing social emotions, empathy, and pleasure, its activation points to the 
neural mechanisms through which people make racial judgments concerning in-group 
members. Conversely, the amygdala, which is critical for assessing risk and trustworthi-
ness may be recruited when making racial assessments concerning out-groups. Thus, 
class-based differences in racial judgments are potentially rooted in distinct neural 
 processes.
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4.  BIOSOCIOLOGY AND GENE-ENVIRONMENT 
INTERACTION MODELS

4.1 Biosociology

Both biosociology and gene–environment interaction models incorporate measures of 
biochemicals (hormones, genes, etc.) into sociological analyses, with the primary 
emphasis on the interaction of biological factors with social factors. Booth and Mazur 
are pioneers in biosociology and were among the first to include biomarkers such as 
testosterone in sociological research on the family (Mazur & Booth 1998). Using hor-
monal analysis of saliva samples and statistical methods, findings show that many 
important social phenomena are a product of the interaction of social contexts with 
individual hormonal states (Mazur 2004; Booth et al. 2006; Booth et al. 2008). Much of 
the research has been on the role of testosterone in social behavior, and a primary finding 
is that testosterone levels rise with achievement of social status and fall with a loss of 
social status. Testosterone levels also rise in anticipation of an important status compe-
tition. Most of this research has been on testosterone in boys and men (Mazur & Booth 
1998; Dabbs & Dabbs 2000; Updegraff et al. 2006), and there have been comparatively 
fewer studies of the effects of testosterone on girls and women (Udry 2000; Booth et al. 
2005, although see Buskens et al. 2016). Much of this research has been highly contro-
versial within sociology, particularly when it pertains to sex differences in behavior (e.g., 
see Miller et al. 2001; Risman 2001 for critiques of Udry 2000). More recently studies 
have used biological markers to understand how the social ‘gets under the skin’. For 
example, Goosby et al. (2015) found that perceived discrimination among youth was 
significantly associated with higher levels of C-reactive protein (CRP—an acute phase 
marker of systemic inflammation), systolic, and diastolic blood pressure. CRP, systolic, 
and diastolic blood pressure remained significant after controlling for age-adjusted 
BMI, waist circumference, and other factors. De Dreu et al. (2021) find that anticipating 
ranking reduces testosterone and increases cortisol, both of which improved cognitive 
 performance.

4.2 Gene–Environment Interaction Models

The study of how genetic and environmental factors jointly influence human behaviors 
and traits has recently become a fast-growing area within sociology as well as in other 
disciplines (see also Mills’ chapter on sociogenomics as well as the chapter by Gërxhani 
& Miller on experimental sociology). There are three types of gene–environment 
 interaction (G × E) models. First, the diathesis-stress model, one of the most broadly 
known G × E models, focuses on the coaction of genetic risks and adverse environmental 
conditions (Shanahan & Hofer 2005; Ellis et al. 2011; Boardman et al. 2013). Accordingly, 
individuals who experience both an environmental and a biological risk are more likely 
to display a particular phenotype. This type of G × E, in its most extreme cases, implies 
that the phenotype will not be present unless it is triggered by the combination of both 
an environmental and a genetic trigger. As an example, Caspi et al. (2002) found an asso-
ciation between monoamine oxidase A (MAOA) genotypes and antisocial behaviors, but 
only among individuals who experienced maltreatment in childhood (although see the 

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



Evolution, biology, and society   241

criticisms of this study in Duncan et al. 2014). Likewise, Nederhof et al. (2012) found that 
female participants with a Dopamine receptor D4 (DRD4) 7+ genotype had more exter-
nalizing problems than those without such genotypes, but only among those whose 
parents divorced or separated; the difference did not exist among those whose parents 
were together.

Second, the differential susceptibility model hypothesizes that some individuals may be 
more susceptible to environmental influences than others (Belsky et al. 2007). Under this 
paradigm, individuals with a certain genetic predisposition suffer more in adverse envi-
ronments, but the same ones are better off in favorable environments. For other indi-
viduals, phenotypic outcomes do not vary regardless of their environment (Belsky & 
Pluess 2009). As shown by Simons et al. (2011), compared with those with other geno-
types, children with both the s-allele Serotonin Transporter Polymorphism (5-HTTLRP) 
and l-allele DRD 4 showed higher levels of violence-related characteristics when exposed 
to adverse social environments and low social control. Yet children with the same geno-
types had fewer violence-related characteristics when exposed to low adversity and high 
social control. Similarly, Beaver & Belsky (2012) found that individuals with higher levels 
of plasticity alleles experienced the most stress in poor parenting environments, the least 
amount of stress in good parenting environments and that there was a stronger relation-
ship between the parenting an individual experienced as an adolescent and the parenting 
they engaged in in the future.

The social push model makes a substantively different argument regarding gene– 
environment interactions. Under the social push model, rather than an environmental 
stressor triggering a negative phenotype, environmental stressors washout individual-
level genetic differences and effectively push everyone to express a particular phenotype 
(Raine 2002). In this model, extreme environments account for all of the variation in an 
outcome, making it appear that there is no genetic impact. However, when the environ-
ment becomes more benign, the impacts of genetic propensity become more apparent. 
Some of the most readily available evidence of the social push model comes from research 
on body mass (BMI) and obesity. As demonstrated by Boardman et al. (2012), the genetic 
influences on BMI were highest in schools with moderate body-size norms, and they were 
remarkably lower in schools with stronger or weaker body-size norms.

Genetic influences have been traditionally modeled using family data (e.g., twins, sib-
lings, etc.) based on critical assumptions such as an absence of assortative mating and 
equal environments for identical and fraternal twins (Goldberger 1979; Barnes et al. 2014; 
Burt & Simons 2014). Recent developments in genomic sciences and technology have 
produced tremendous molecular genetic data and therefore given rise to a new field of 
scientific inquiry—sociogenomics (Conley et al. 2014; Mills & Tropf 2020; see also Mills’ 
chapter). Sociogenomics integrates traditional sociological inquiries and genome-wide 
association studies (GWAS) that examine the entirety of the human genetic code to iden-
tify genetic loci that are associated with an outcome (Visscher et al. 2017). GWASs were 
originally developed and used to identify genetic variants related to health outcomes but 
have since been applied to outcomes of interest to social scientists, including educational 
attainment (Rietveld et al. 2013; Okbay et al. 2016b; Lee et al. 2018), depression (Wray 
et al. 2018; Howard et al. 2019), subjective wellbeing (Okbay et al. 2016a), reproductive 
behavior (Barban et al. 2016; Day et al. 2016), risk tolerance (Linnér et al. 2019), and 
same-sex sexual behavior (Ganna et al. 2019).
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Based on GWASs, polygenic scores (i.e., PGSs) have been developed as compound 
measures that aggregate estimates of multiple genetic effects on an outcome (Belsky & 
Israel 2014). The PGS is a powerful tool in G × E investigations of complex human traits 
influenced by a large number of genetic variants with moderate or small effects. As an 
example, Liu & Guo (2015) performed a PGS analysis to examine the moderating effect 
of socioeconomic status on the genetic influence on body mass index (BMI). As a result, 
they found that the genetic association with BMI in middle to late adulthood was ampli-
fied among those who experienced cumulative socioeconomic disadvantages. In another 
study, Wedow et al. (2018) demonstrated that a PGS for education was associated with 
variation in smoking, and the genetic relationship between education and smoking varied 
across birth cohorts. Moreover, Herd et al. (2019) found that the relationship between an 
education PGS and observed educational attainment was weaker for women than for 
men in older cohorts in the United States, but the gender gap reduced in younger cohorts. 
The author attributed this change to increasing education opportunities for women in the 
past several decades. These examples demonstrate the unique advantages of utilizing PGS 
in G × E studies.

It should be noted that there are challenges associated with PGS-based G × E research. 
First, PGSs are typically constructed based on findings of GWAS meta-analyses. Most 
extant GWASs assume that the effects of genotypes on an outcome are homogeneous 
across samples. This assumption, to some extent, contradicts the G × E models predicting 
that genetic effects vary in different environments. Given this, current GWAS methods 
select against genotypes that interact with the environment. In particular, the differential 
susceptibility model focuses on genetic effects that may have opposite directions under 
different environmental conditions (e.g., positive effects under adverse conditions but 
negative effects under favorable conditions). Genotypes consistent with the differential 
susceptibility model may exist, but they do not stand out in GWAS analyses when their 
average effects on the whole population are assessed ignoring environmental variations. 
Because of that, few whole-genome PGS based studies have found support for the dif-
ferential susceptibility model. To better understand G × E, those leading the discovery of 
genetic measures should call for an approach that allows heterogeneous genetic effects 
under different environmental conditions (Boardman et al. 2014).

Second, a large body of evidence indicates that genetics plays a role in one’s selection 
of the environment. Referred to as gene-environment correlation (Plomin et al. 1977; 
Jencks 1980; Scarr & McCartney 1983), this selection process means environmental 
variation across individuals is partially explained by genetics (Kendler & Baker 2007). 
Recent research has offered empirical evidence that an individual’s environment is 
shaped by his/her own or proximate others’ genes (Belsky et al. 2018; Kong et al. 2018; 
Liu 2018; Wertz et al. 2019). Importantly, the existence of gene–environment correlation 
may bias estimates in G × E models (Jaffee & Price 2007; Fletcher & Conley 2013; 
Wagner et al. 2013). When the environment (E) is correlated with genetic variation (G), 
their interaction may act as a proxy of gene-by-gene interaction instead of G × E. To 
minimize the effect of gene–environment correlation on the estimation of G × E models, 
social scientists have developed various strategies. For example, Guo et al. (2015) inves-
tigated genetic moderation on peer effect on drinking behavior. Based on a quasi-natu-
ral experiment design where roommates were randomly assigned, they found that peer 
effect on binge drinking was strongest among individuals with moderate genetic 
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propensity to drink alcohol, whereas the peer effect was weaker among those with low 
or high genetic propensity. Similarly, Schmitz & Conley (2016) investigated whether 
genetic susceptibility to smoking was affected by risky environments early in life. To 
avoid potential genetic confounding of their environmental measures, the authors used 
the Vietnam-era draft lottery as a quasi-natural experiment. The results indicated time 
spent in the military significantly increased smoking later in life for those with a high 
genetic risk for tobacco use.

Finally, the majority of extant GWASs rely on samples of European descent. Given 
this, findings that rely on GWAS might not be generalizable to other ancestral popula-
tions (Martin et al. 2017; Duncan et al. 2019; Gurdasani et al. 2019). To address these 
challenges, it is critical to collect more genetic data and develop a better understanding 
of genetic architecture in non-European populations (Martin et al. 2018). For further 
discussion of the limitations and challenges of sociogenomics, see Mills’ chapter.

5. CONCLUSION

The Evolution, Biology, and Society area encompasses a wide variety of researchers in 
sociology who accept a role for biology and evolution in understanding and explaining 
human social behavior. As reviewed above, the areas of research include evolutionary 
sociology, evolutionary demography, biodemography, neurosociology, biosociology, 
and sociogenomics. The topics studied are highly varied and include emotion, religion, 
crime and deviance, the family, the effects of status and other group processes, cultural 
evolution and change, as well as fertility, mortality, aging, education, substance abuse, 
and health-related behaviors. The methods used are also widely diverse, ranging from 
cross-cultural comparative analyses, cross-species analyses, fMRI studies, EEG studies, 
saliva assays, methods developed to measure genetic variants and gene–environment 
interaction, as well as statistical and mathematical methods. Many of the areas include 
some of the fastest growing areas of social science, including sociogenomics.

The most pressing need in the field is the expansion of research in all the subareas 
described above, as most of these subareas are inhibited by the traditional sociological 
reluctance to incorporate biology and theory from evolutionary biology into the disci-
pline. Evolutionary sociology and evolutionary demography are particularly affected by 
this reluctance. That being said, the field of sociogenomics has been something of a growth 
area in sociology and the recipient of major funding. This is ironic, given that this area 
focuses on individual genetic potential, often to the detriment of the study of the social 
context in which that potential is realized, as Mills notes in her chapter, and thus this area 
may be considered the furthest removed from the traditional purview of  sociology.

This chapter has necessarily been a brief overview of the many strands of this research 
area. Readers interested in the field should consult The Oxford Handbook of Evolution, 
Biology, and Society (Hopcroft 2018) for a more in-depth overview of the field. The New 
Evolutionary Sociology (Turner & Machalek 2018) further discusses the incorporation of 
an understanding of humans as an evolved biological actor into sociology, and also gives 
an overview of the varieties of social evolutionism not discussed in this chapter (see also 
Schutt & Turner 2019; Turner et al. 2020). For evolutionary demography, see Burger 
et al. (2020). For the biodemography of aging, there is Vaupel (2010) and Yashin et al. 
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(2016); and for the biodemography of fertility see Rodgers & Kohler (2002) and Mills & 
Tropf (2015). Franks’ (2010) volume Neurosociology is a good introduction to the area. 
For sociogenomics, Mills & Tropf (2020) is likely the most up to date review of recent 
research in the field (see also Mills’ chapter).
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14. Sociogenomics: theoretical and empirical
challenges of integrating molecular genetics
into sociological thinking*

Melinda C. Mills

1. INTRODUCTION

As of November 1, 2020, a total of 4,761 discoveries have been made about the genetic 
basis of many traits, ranging from when one has their first child, predilection to caffeine 
consumption to type 2 diabetes (Mills & Rahal 2020). With the advent of genome-wide 
association studies (GWAS) in the early 2000s, we have moved from knowing that a 
particular outcome might have a 10 or 20 percent genetic basis to isolating the actual 
genetic loci and their potential biological function. A GWAS is a hypothesis-free search 
across the entire genome, examining each genetic locus (or region) one by one to see if 
there is a statistical relationship (association) with a particular outcome. This burst of 
knowledge has been a revelation, but also a challenge and opportunity for sociological 
and social science thinking.

In the past decade the sub-discipline of sociogenomics has emerged, or some would 
argue re-emerged, which is the integration of social science and molecular genetic 
research. Although previous work has extensively reviewed the challenges and possi-
bilities of infusing genetics into sociological research (Conley 2016; Freese & Shostak 
2009; Mills & Tropf 2020), several questions deserve further introspection. The aim of 
this chapter is to explore the implications of recent advances in molecular genetic 
research for theory, data and methodological applications in rigorous empirical sociol-
ogy. I first chronicle a brief history of social status and mobility research in the late 
nineteenth century by Galton and work by Sorokin in the 1920s on social mobility. This 
is the birth of the nature versus nurture debate, but at the time was largely used as a 
means to reinforce existing social status. I then present an abridged history of contem-
porary genetic research from behavioral genetics and twin studies on a multitude of 
sociological topics from the early twentieth century to the use of whole genome molecu-
lar genetic data, the GWAS, the application of polygenic scores and advanced 
causal modeling. The chapter then explores how genetics fits with agency and rational 
choice-based models, examining communalities and challenges. Here, I also explore how 
genetically informed research can inform rational choice theory as a window to prefer-
ences and interrelated and latent genetic elements that may drive behavior. This is fol-
lowed by an explanation of gene-environment interaction (G×E), outlining the main 
theories and exemplary studies. I conclude with a reflection of this area of research and 

Sociogenomics

* K. Gërxhani, N.D. de Graaf and W. Raub (eds) (2022), Handbook of Sociological Science: Contributions 
to Rigorous Sociology, Cheltenham, UK and Northampton, MA, USA: Edward Elgar Publishing. ISBN: 978 
1 78990 942 5; http://dx.doi.org/10.4337/9781789909432.
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highlight an astounding lack of diversity in data and acknowledgment of macro-level 
contextual factors.

This chapter draws on the introduction of basic concepts and review of contemporary 
genetic research from a recent article I have written in the Annual Review of Sociology 
(Mills & Tropf 2020), a textbook on the topic (Mills et al. 2020) and articles summarizing 
all genetic discoveries to date (Mills & Rahal 2019, 2020). Given that this chapter weaves 
together molecular genetics into sociological thinking, it is inevitable that readers may 
encounter new terminology. Although I strive to define them when introduced, the above-
mentioned sources provide additional explanation of the main terms and concepts. I have 
likewise drawn from several GWAS studies that I have led, uncovering the genetics of 
sexual and reproductive behavior (Barban et al. 2016; Mills et al. 2021) and linking the 
fitness trait of number of children ever born to ancient genome data to study evolutionary 
aspects of reproductive behavior (Mathieson et al. 2020).

2. NATURE VERSUS NURTURE AND SOCIAL STATUS

2.1 Galton’s Great Men of Science

The legacy of resistance to integrating biological and genetic thinking into sociology 
emanates from the original framing of ‘nature versus nurture’. It insinuates a false 
dichotomy of biological drivers pitted against social behavior and phenomenon. We have 
increasingly learned that the complex behavioral outcomes sociologists study such as 
social mobility, education, employment, fertility and family processes are a combination 
of both nature and nurture (Tabery 2014). Beyond this dichotomy, early nineteenth 
century work also had an ugly history that linked biology to the study of intelligence and 
criminality to reinforce the superiority of certain groups (Martschenko et al. 2019). 
Although nature versus nurture debates emerged throughout history, the first scientific 
mention is often attributed to Galton’s Royal Institution speech of February 27, 1874 
(Galton 1874). Galton examined the autobiographical notes of 180 scientific Fellows and 
established several key traits of what he termed the ‘great men of science’. The first was 
energy of the body and mind, present in 75 percent of men, where he noted that one: 
‘rowed 105 miles in 21 hours,’ another ‘walked 50 miles a day without fatigue’ or when 
captivated by a particular subject ‘I have written for seven or eight hours without inter-
ruption’ (p. 228). He also identified other traits ranging from head circumference1 to 
steadiness of pursuit. Independence of character was crucial with many ‘possessing it in 
excess’ and finally, a strong innate taste for science. Here he also pitted the influence of 
heredity against the environment, suggesting a strong role of heredity and nature under-
lying these great men.

Galton was best known as the father of eugenics and focused on family studies, par-
ticularly in his work Hereditary Genius (Galton 1869) where he collected data from mul-
tiple generations of core occupations, namely scientists, judges and military commanders. 

1 As the father of eugenics one might have assumed that Galton would attribute large head circumference 
to superiority, but in fact during this speech he noted that ‘the general scientific position of the small-headed 
and large-headed men seems equally good’ (p. 229). 
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His work also formed the foundation of twin studies, comparing monozygotic (identical) 
twins that were raised either together or apart with fraternal twins or siblings. Galton’s 
interest in the nature versus nurture divide was, however, nefarious, with the aim to 
develop eugenic interventions. These perverse interventions, such as encouraging so-
called ‘more intelligent’ and ‘less criminal’ individuals to marry and produce more 
progeny, were planned to eliminate undesirable traits and increase the prevalence of 
desirable ones in the gene pool.

2.2 Sorokin’s Social Mobility and Studies of Intelligence

This type of thinking has resurfaced various times throughout history and again in sociol-
ogy in 1927 with Sorokin’s book Social Mobility, which focused considerable attention on 
the nature versus nurture debate in social status and mobility (Sorokin 1927). In his chapter 
on occupational stratification, he distinguishes between two factors: the importance of 
occupation in distinguishing the survival and well-being of the group and the degree of 
intelligence required to perform different occupational tasks. Sorokin immediately received 
disapproval by some who questioned why some occupations requiring higher intelligence 
should be rated more highly than those demanding low intelligence (Joslyn 1927).

Sorokin examined what he termed objective and subjective aspects, the latter he 
defined as the qualities and traits of individuals that determine selection into one’s posi-
tion in society. To do so he examined differences in social strata in relation to physique, 
vitality and intelligence. His intention was not to empirically focus on whether these 
aspects were inherited or acquired. The chapter draws on various data sources, compar-
ing different social classes on differences in height (then termed as stature), weight, 
cranial capacity, vitality and general health. He concluded that the upper classes are 
taller, heavier, greater cranial capacity and have superior health and vitality. Sorokin 
was, however, disparaged for assuming causality from correlations and ignoring that 
these differences were due to better nutrition and the physical environment of the upper 
classes and that larger cranial capacity was merely a reflection of being taller and larger 
(Joslyn 1927). The ‘superior’ physical traits of the upper strata were thus likely the 
outcome rather than the cause. Sorokin’s work seemed as a one-sided interpretation of 
nature and nurture, interpreting the correlation of social status with general health and 
vitality he stated: 

The above correlation means that . . . physical superiority has been the condition which has 
favored the social promotion of individuals and has facilitated their social climbing, while 
physical inferiority has facilitated the social sinking of individuals and their location in the lower 
social strata. (Joslyn 1927, p. 275)

And he asserted: ‘Aside from the problem whether the result is due to heredity or to 
environment, the higher social classes, on the whole, are more intelligent than the lower 
ones.’ (p. 292). After establishing this correlation, he then asked whether it is nature or 
nurture, concluding that it is the outcome of heredity and environment, selection and 
adaptation, but largely defended the position that heredity accounts for differences in 
educational achievement.

In the late 1960s, Eckland once again revived the study of intelligence in sociology, 
arguing that variations in intelligence between the social classes are attributed to 
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assortative mating and heredity (Eckland 1967). These debates continued throughout 
history and are well documented elsewhere (Kevles 1995). In the 1970s, research claiming 
that the intelligence score gaps between black and white Americans was attributed to 
genetic differences between blacks and whites (nature) even led to calls to eliminate social 
policy and public funding to compensate minority groups from poorer socioeconomic 
environments. This kind of thinking has been extended by others such as the notorious 
work of Murray in The Bell Curve or the recent book Coming Apart on so-called ‘solutions’ 
to help disadvantaged Americans. In The Bell Curve, Murray and Herrnstein  conclude: 

The technically precise description of America’s fertility policy is that it subsidizes births among 
poor women, who are also disproportionately at the low end of the intelligence distribution. We 
urge generally that these policies, represented by the extensive network of cash and services for 
low-income women who have babies, be ended. (Murray and Herrnstein p. 548)

The central conclusion is that policies should not focus on improving poorer children’s 
living standards due to the fact that they operate to encourage poor, low-IQ women to 
reproduce. This brief review provides a short description of why the integration of biology 
and genetics into sociological thinking has been tainted by repugnant work that often used 
intelligence as a proxy for biological differences between groups in order to justify and 
reinforce inequalities and segregation (Martschenko et al. 2019; Herd et al. 2021).

3.  CONTEMPORARY EMPIRICAL SOCIOGENOMIC 
RESEARCH

Contemporary empirical sociologists from around 2005 and onwards integrate genetic 
work into their research to examine a plethora of core sociological topics including the 
role of neighborhood disadvantage, resilience, stress trajectories, fertility, educational 
attainment, well-being, health and assortative mating. This work regularly overtly dis-
tances itself from the type of research described in the previous section. Before the avail-
ability of molecular genetics for large groups of unrelated individuals, initial work often 
examined differences in heritability via the use of twin models (Boardman & Fletcher 
2015; Branigan et al. 2013; Conley et al. 2013). Heritability is the proportion of variation 
in a trait of a particular population attributed to genetic differences (Mills et al. 2020; 
Visscher et al. 2008). Heritability in twin models is thus determined by comparing the 
estimates of a trait’s correlation between monozygotic (identical) twins who share almost 
100 percent of their genetic material with dizygotic twins (i.e., share around 50 percent of 
genetic material).

This was then followed by early candidate gene studies, such as the now infamous and 
debunked Caspi (2002) study which claimed a link a between the 5HTTLPR gene and 
higher sensitivity to stressful life events. Most of these early candidate gene studies and 
gene × environment interaction studies were underpowered false positives, the faults of 
which are sufficiently detailed elsewhere (Duncan & Keller 2011; Duncan et al. 2014). The 
majority of these candidate gene studies have been shown as erroneous false positives, 
such as most early genetic work linked to the study of intelligence (Chabris et al. 2012). 
Other early research dating back to the 1990s includes the infamous MAOA candidate 
gene work, coined as the ‘warrior gene’. Brunner studied a large Dutch family of five 
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generations of men who were extremely violent and found that they all lacked monoam-
ine oxidase A (Brunner et al. 1993). Multiple researchers built on this such as claims that 
males with MAOA-L were more likely to be gang members (Beaver et al. 2010). It was 
soon reported however, that around 40 percent of the population carry MAOA-L 
(Hunter 2010). Although many of these early behavioral candidate genes were false 
positives, some candidates such as APOE-E for Alzheimer’s and FTO for obesity, dis-
cussed shortly, did replicate.

Particularly since 2005, genome-wide association studies (GWASs) emerged as the 
primary technique to identify associations between outcomes and single-nucleotide poly-
morphisms (SNPs), which measure single base differences in DNA.2 This chapter does 
not define and cover genetic concepts in any depth. As noted earlier, readers interested in 
an introduction to fundamental concepts in genetics, a primer in human evolution, sta-
tistical models and estimation of these techniques can refer to other sources or textbooks 
aimed at social scientists (Conley 2016; Mills et al. 2020). Particularly since 2016, as more 
data, measures, sample sizes and computational power grew, the types of topics studied 
with genetic data has exploded to 4,761 GWAS genetic discoveries as of November 1, 
2020 (Mills & Rahal 2019, 2020).3 What became increasingly obvious with the complex 
behavioral traits that sociologists study is that traits are not monogenic but rather poly-
genic or, in other words, many SNPs all have tiny associations with traits (Boyle et al. 
2017). Polygenic scores are a linear combination of multiple SNP effects across the entire 
genome, weighted by the GWAS effect size, and represent the genetic variables that con-
temporary sociologists would integrate into their empirical research.

The majority of GWAS discoveries are in the area of disease and health (Mills & Rahal 
2019). Mills & Tropf (2020) recently described myriad genetic discoveries that are likely 
of interest to empirical sociologists. Many of these traits have successive GWASs, such 
as the study of educational attainment that has three successive studies, with each increas-
ing the sample size and subsequent number of genetic loci found. Social status measures 
include educational attainment (Lee et al. 2018), cognitive performance (Davies et al. 
2015) and household income (Hill et al. 2019). Other research has examined sexual, fertil-
ity and reproductive behavior, including an initial study led by sociologists and demog-
raphers studying the age at first birth and number of children ever born (Barban et al. 
2016). A recent follow-up to this study found 371 loci related to age at first sex and birth 
(Mills et al. 2021), which were linked to externalizing behavior. A companion study of 
number of children ever born in contemporary populations traced evolutionary patterns 
from ancient genome data, which we return to shortly (Mathieson et al. 2020). There has 
also been an extensive examination of multiple psychological traits, including the study 
of well-being (Baselmans et al. 2019). Other relevant research includes study of risk toler-
ance and behavior (Karlsson Linnér et al. 2019), and many on addiction related traits 
such as substance use, including alcohol and smoking (Jang et al. 2020).

2 A SNP is a single nucleotide polymorphism, which is a variation in a single nucleotide (i.e., A, C, G, or 
T) that occurs at a specific position in the genome. A SNP usually exists as two different forms (e.g., A vs. T). 
These different forms are called alleles. A SNP with two alleles has three different genotypes (e.g., AA, AT, 
and TT).

3 Readers interested in searching for all genetic traits discovered using GWAS and diversity by population 
can use the dropdown search menu in the www.gwasdiversitymonitor.com, the companion dashboard to Mills 
& Rahal (2020) published in Nature Genetics, which is updated daily. 
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This section focused on describing the analytical approaches and substantive research 
topics that have been shown to have a genetic basis via GWAS discoveries. The combined 
polygenic score for the latest study of educational attainment found that it predicted 
around 11 percent of the total variation (i.e., incremental R2), with the polygenic score 
for the recent GWAS of age at first sex and first birth predicting 5–6 percent of the vari-
ance. This suggests that ignoring a genetic basis of classic outcomes in sociology may be 
overlooking potentially important predictors. What remains relatively unexplored, 
however, is how sociological theory and empirical models cope with these new genetic 
variables.

4.  GENETICS AND MICRO-MACRO THEORETICAL 
MODELS IN SOCIOLOGY

4.1 Rational Choice Agency-based Theories

Empirical sociology reflects a strain of the discipline that is a fundamentally theory-
guided endeavor devoted to describing mechanisms, which lead to testable hypotheses 
(see the chapter by Raub, De Graaf & Gërxhani on rigorous sociology in this Handbook). 
Theory can take the form of narrative accounts to more rigorous formal specifications 
such as in analytical sociology (Coleman 1990; Raub et al. 2011; see also Manzo’s chapter 
on analytical sociology). This is in contrast to the GWAS technique underpinning genetic 
discovery, which is characterized as a ‘hypothesis free’ technique of data mining to 
uncover correlations between a particular outcome with genetic loci. After genetic loci 
are isolated, however, similar to sociological research, the aim is to isolate the underlying 
relationships and biological mechanisms. This includes attempting to understand the 
gene functions or actual causal genes related to the outcome under study to isolate path-
ways and identify certain tissues or cell types where the genes from the loci that have been 
found are expressed (Pers et al. 2015). When genetic information is included within soci-
ology and related research, it follows the common precepts of rigorous sociology, often 
focusing on core causal questions (Conley & Zhang 2018; DiPrete et al. 2018). 
Sociologically and genetically informed approaches thus acquiesce in the attempt to 
describe and explain outcomes by examining regularities (see the chapter by Jackson on 
sociology as a population science) and seeking out potential mechanisms and causal 
relationships.

Many micro-level sociological theories are based on agency or choice assumptions. 
Variants of rational choice theory (see, for example, Hechter & Kanazawa 1997 and the 
showcase-chapter by Breen & Goldthorpe) yield well-known examples of such assump-
tions, with some such variants echoing choice-based theories in economics. Rational 
choice theories (see Diekmann’s chapter on rational choice sociology) as such specify how 
individuals act, given their feasible alternatives on the one hand and, on the other hand, 
their beliefs and their preferences, including, among others, their time preferences. 
Typically, then, it is assumed that action follows some variant of utility maximization. 
Rational choice theory as such, however, does not specify actors’ beliefs and preferences 
themselves. Additional assumptions on ‘substantive’ properties of beliefs and preferences 
are often needed in addition to assumptions on (some variant of) utility maximization 
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when applying rational choice theory in social science explanations. There are arguments, 
too, that individual preferences are important kinds of explananda for sociology (Boudon 
1977) and a similar point could be made with respect to actors’ beliefs. This is one of the 
areas where synergies can be gained for sociological theory and empirical research by 
combining assumptions on agency, such as assumptions on rational choice, with insights 
from genetics. Specifically, this includes progress in understanding behaviors that seem 
counter-intuitive from an agency perspective, at least at first sight, such as behaviors with 
detrimental outcomes like obesity or opioid addiction, and more generally behaviors 
often referred to in the psychological literature as lack of self-control, risk-taking, exter-
nalizing behavior or behavioral disinhibition (Mills et al. 2021).

4.2 Self-control and Behavioral Disinhibition

To illustrate how recent advances in our genetic understanding of traits can inform our 
knowledge, consider the two examples of outcomes that have radically changed in many 
societies across the past decades – obesity and age at reproductive onset (age at first sex 
and birth). Turning first to obesity, although most understand that daily exercise is ben-
eficial and being obese is detrimental, many industrialized countries are now facing an 
obesity epidemic (James et al. 2001). Biological and genetic research demonstrates that 
many humans have weak physiological mechanisms to resist excessive food intake when 
food is abundant. Research about the renowned FTO or ‘fat gene’ found that carriers of 
a certain variant of the FTO gene have reduced activity in areas of the brain that are 
associated with impulse control (Church et al. 2010). This in turn affected changes in their 
weight, impulse eating and brain function as they aged. Individuals homozygous for the 
at-risk A allele were shown to weigh around 3 kg (6.6 lb) more than those with the low 
risk T allele. Other studies demonstrated that people with the detrimental variant gained 
more weight as they aged, likely experiencing changes in their brain function related to 
impulsivity with age.

Differences in behavioral disinhibition or externalizing has often been linked with psy-
chiatric disorders and substance use (Iacono et al. 2008). A recent study linked behavioral 
disinhibition and risk taking to earlier age at first sex and teenage birth, suggesting that 
there may be underlying genetic factors linking multiple behaviors (Mills et al. 2021). 
Figure 14.1 provides an excerpt of these results in the form of a heatmap, with dark purple 
representing negative genetic correlations and dark red, positive genetic correlations. Age 
at first sex (AFS) and age at first birth (AFB) are coded in a chronological direction (i.e., 
higher AFS/AFB positive correlation). Genetic correlations are examined via a method 
called LD-score regression, which exploits the linkage disequilibrium structure of the 
genetic data4 to show the genetic overlap or in other words the extent to which different 
traits share the same genetic loci (Finucane et al. 2015). Here we see, logically, the strong-
est positive genetic correlations between the fertility variables, such as childlessness with a 
lower number of children ever born (0.90). Strikingly, educational attainment has a 

4 As a result of genetic recombination, polymorphisms are inherited together through what is called 
linkage disequilibrium (LD), which is the non-random occurrence of the combinations of two or more linked 
genomic loci. For instance, if a T at one SNP locus is generally observed with a G at another SNP locus, these 
two SNPs are said to be in LD. 
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remarkably high genetic correlation of 0.73 with AFB and 0.61 with AFS (i.e., more years 
of education; later AFS/AFB). This suggests a high genetic overlap in the loci that predict 
both educational attainment and reproductive behavior (AFS, AFB). We also see a nega-
tive correlation (–0.43) of those less genetically prone to risk in adulthood likewise less 
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Source: Mills et al. (2021).

Figure 14.1  Genetic correlations and SNP heritabilities between and among 
reproductive, behavioral, psychiatric, substance use, personality and 
anthropometric traits
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prone to early teenage sex and pregnancy. One of the strongest genetic associations is also 
ADHD (–0.63), which has been phenotypically related to risky sexual behavior and sub-
stance use, which suggests an underlying link with early sexual debut and teenage preg-
nancy. Addictive and substance use behavior also had striking correlations, particularly 
early age at onset of smoking (not shown here, but 0.73), which provides a window into 
adolescence, coupled with early AFS/AFB.

These examples provide some evidence that there may be an underlying genetic aspect 
to many related behaviors, likely linked to externalizing or behavioral disinhibition. 
These hitherto unmeasured or latent genetic elements represent a constellation of behav-
iors and challenge our thinking of individuals’ ability for transitivity (ability to rank) and 
restrictions on behavior in behavioral choice set models. When genetics, such as predis-
position to a lack of self-control is introduced, it reveals potential mechanisms and 
reasons as to why there might be a discrepancy between long-term goals and detrimental 
short-term behavior.

5.  GENE X ENVIRONMENT INTERPLAY AND  
MACRO-LEVEL CONTEXT

A unique strength of sociology is the ability to describe behavior or outcomes not only 
at the level of the individual, but within the environmental context of meso- and macro-
level systems, including organizations, families, regions and nations. The backbone of 
rigorous empirical sociology is a mechanism-based explanation that positions individu-
als’ micro-conditions as being influenced by macro-conditions that in turn result in the 
aggregated macro-level outcomes that we observe (see the chapter by Raub, De Graaf & 
Gërxhani). For this reason, when sociologists examine genetic data, one of the first incli-
nations is to understand how context – environment in genetic research – interacts to 
impact outcomes. In sociogenomics, the macro-level context is often studied in gene-
environment (G×E) studies to examine how it modifies associations between genetic 
predisposition and behavioral outcomes, whereas gene-environment correlation (rGE) is 
the process by which an individual’s genotype influences or is associated with exposure 
to the environment (i.e., genes and the environment operate in tandem).

The fact that we are interested in or that we include genetics into sociological models 
does not mean that there is a diminished interest in the study of socio-environmental 
factors. In fact, most researchers in the field of sociogenomics would argue that the social 
structural and micro-level predictors of many of the complex behavioral outcomes we 
study still remain as the most important predictors. The introduction of genetic informa-
tion is thus a complement not a replacement. Gene-environment interaction (G×E) is 
one of the most compelling, but challenging areas of research. The environment is char-
acterized by an upstream process that may influence the trait of study and is exogenous, 
challenges which I return to in the final methodological section. For a detailed history 
of G×E research, definitions of the environment and a detailed description of the various 
theoretical models see Chapter 6, and Chapter 11 for programming examples to empiri-
cally estimate these models (Mills et al. 2020). A comparison of the primary theories and 
examples of applications is shown in Table 14.1, with additional applications described 
in the chapter by Hopcroft, Dippong, Liu & Kail on evolution, biology, and society.
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The majority of research in this area applies the diathesis-stress model, which hypothe-
sizes that genetic differences are associated with negative outcomes in risky environments. 
Here, research often focuses on particular stressors or triggers (e.g., death of spouse) or 
contextual triggering. When scrutinized, the social compensation model is conceptually 
the flipside or mirror of the diathesis-stress model. It focuses on protective aspects of the 
environment that enable individuals to realize their genetic potential, such as a supportive 
home environment or parents who do not smoke. Relevant early work tested the Scarr-
Rowe hypothesis (Scarr-Salapatek 1971) that families with more resources would be 
more able to help their children reach their genetic potential. Seminal work demonstrated 

Table 14.1 Summary of theoretical and conceptual models underlying G×E studies

Theory Brief summary Original article 
and further 
reading

Example of an 
empirical article 
that uses this 
theory

Diathesis-stress, 
also known as 
Vulnerability, 
Contextual 
Triggering

A predisposition (i.e., a diathesis) 
for the phenotype lies dormant 
until triggered by environment 
(e.g., stressor)

Monroe & Simons 
(1991) 

South & Krueger 
(2008) 

Bioecological 
or social 
compensation 
model

Genetic influences are maximized in 
stable and adaptive environments 
that permit positive, stable 
interactions (proximal processes) 
between individuals and their 
environment enabling them to 
reach their genetic potential

Social compensation: environment 
is free of stress or has positive 
enriching properties

Bronfenbrenner & 
Ceci (1994)

Shanahan & 
Hofer (2005) 

Turkheimer et al. 
(2003) 

Differential 
susceptibility

Plasticity varies by individual 
with some (known as orchids) 
being more susceptible to (i.e., 
genetically influenced) by the 
effect of both positive and 
negative environments whereas 
others (known as dandelions) are 
more resilient

Belsky & Pluess 
(2009) 

South & Krueger 
(2013) 

Social control or 
social push

Genetic influences are filtered 
and dampened in particular 
environments.

Social control: social norms and 
structural constraints

Shanahan & 
Hofer (2005) 

Boardman (2009)
Dick et al. (2007)
Liu & Guo (2015) 

Source: Taken from Table 6.1 Mills et al. (2020).
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that the heritability of IQ was the highest in families with high socioeconomic status 
(Turkheimer et al. 2003). Interestingly, this finding was replicated in the US, but not in 
some European countries or Australia, likely due to the stronger safety net for disadvan-
taged households in these contexts compared with the US (Tucker-Drob & Bates 2016).

The differential susceptibility model is a variation of the diathesis-stress model 
which hypothesizes that some individuals are sensitive to negative and positive environ-
ments, often referred to as the orchid-dandelion hypothesis. A low socioeconomic 
 environment, for instance, allows for the expression of genetic vulnerabilities related to 
poor outcomes (e.g., substance use, addiction). A highly enriched environment allows 
positive genetic predispositions to be realized. Individuals are assumed to have a certain 
level of plasticity with crossover interactions of some being more susceptible to positive 
and negative environments. Finally, the social control model hypothesizes that genetic 
associations are attenuated or dampened in the presence of socially restrictive environ-
mental contexts. This could include parental monitoring or religious norms that restrict 
certain behavior and exposures to drinking or smoking. One study, for instance, demon-
strated that an educational reform in the UK that forced students to remain in school 
longer had positive health effects, particularly for those with a higher polygenic score 
associated with obesity (Barcellos et al. 2018). A theoretical extension of the typical G×E 
framework examined how environmental changes jointly modified the genetic correla-
tional between educational attainment and smoking over the past century (Wedow et al. 
2018).

A sizeable amount of twin study research focused on decomposing variance into 
genetic and environmental components, often concentrating on socioeconomic differ-
ences (Purcell 2002; Turkheimer et al. 2003). A commonly used approach to examine 
G×E is to study how genetic effects vary as a function of the environment, proxied by 
birth cohort or country.

Birth cohort has been used as a proxy for exposure to obesogenic environments. A 
recent study demonstrated that birth cohort modified the association between FTO and 
BMI, suggesting that genotype–phenotype (outcome) correlations are likely highly 
dependent on the time period or birth cohort of individuals (Rosenquist et al. 2015). 
Using a polygenic score for BMI, another study found that the magnitude of associations 
of the polygenic score for BMI were larger for more recent cohorts (Walter et al. 2016). 
This finding also holds for other outcomes. Another genetic study of age at first 
birth found that the SNP-heritability5 of birth cohort for women changed from 9 percent 
[CI = 4–14] for those born in 1940, climbing to around 22 percent [CI=19–25] for those 
born in 1965 (Mills et al. 2021).

An individuals’ genetic makeup is not only exogenous, but also the product of a long-
term evolutionary process, covered in the chapter by Hopcroft, Dippong, Liu & Kail. 
When thinking about overeating and obesity, evolutionary biology supposes that the 
process of natural selection endowed humans with the ability to store energy as body fat 

5 SNP-heritability is the proportion of phenotypic variance jointly accounted for by all variants on 
standard GWAS chips and calculated using the statistical method called GREML (Genome-based Restricted 
Maximum Likelihood), which estimates the variance component to quantify the total narrow-sense (additive) 
contribution of a trait’s heritability. See Mills et al. (2020) for detailed description of differences between Twin, 
SNP- and GWAS-based heritability (Section 1.6.3). 
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to survive regular famines. Geneticist Neel (Neel 1962) proposed the ‘thrifty genotype’ 
hypothesis that modern human populations were genetically maladapted to the modern 
diet and lifestyle. Although caloric energy was advantageous during a famine, it was no 
longer efficient in modern environments. Others have examined how genetic determi-
nants of reproductive success highlight mechanisms underlying fertility and identify 
alleles under present-day selection (Mathieson et al. 2020). In a recent GWAS of number 
of children ever born (NEB) we found that NEB-increasing alleles increased in fre-
quency over the past two generations. Comparing our NEB GWAS on contemporary 
populations with ancient genome data, we furthermore identified that the FADS1/2 
locus that has been under selection for thousands of years, still remains under selection 
today.

6. DATA AND METHODOLOGICAL CHALLENGES

Until now, this chapter has explored substantive and theoretical questions of the chal-
lenges and prospects of integrating molecular genetic data and thinking with sociology. 
In this section, I first outline the core challenges and potential solutions for G×E analysis 
followed by describing the striking lack of multiple types of diversity in genetic data with 
implications for sociological and other research.

6.1 Challenges and Potential Solutions for Studying G×E Analysis

Although G×E research is inherently appealing, it is technically very challenging to carry 
out, as witnessed by the early failures of candidate gene research discussed earlier. As 
documented previously, there are several main challenges, described in detail in Table 6.2 
of Mills et al. (2020). First, the theoretical model underlying G×E interaction is not for-
malized, leading to black box explanations and some of the central theories lead to similar 
outcomes. As alluded to in the previous section, many of the theories are not mutually 
exclusive nor are they formalized in the way familiar to analytical or formal sociological 
theory. G×E theories often articulate plausible biological pathways, yet generally lack 
the downstream biological analyses related to G.

A second problem is the inability to find environmental conditions that are actually 
exogenous and the related problems in measuring environmental exposure (Conley 
2017). It is often the case that there is both an inconsistent measure of the environmen-
tal exposure or that environmental conditions are time-varying and manifold. A third 
conundrum is that when the environment is viewed as a proximate moderator, it is actu-
ally considerably downstream from the social environmental factors that supposedly 
structure the actual exposure (Boardman et al. 2013). Environments such as obesogenic 
environments or maternal smoking are often used, but very downstream from the social 
environmental factors that structure that exposure. The fourth shortcoming is the lack 
of statistical power and enormous samples required to detect any real G×E. To estimate 
the magnitude and strength of association, a sufficiently large sample is required.

A fifth problem is several methodological mistakes during the regression analysis that 
regularly occur. The first is when the detected G×E interactions are actually an artefact 
that is driven by confounders such as sex, age or socioeconomic status rather than the 
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G or E. Researchers often incorrectly enter cofounders as covariates in general linear 
models. A simple solution is that they actually need to enter the covariate-by-environ-
ment and covariate-by-gene interaction in the same model that tests the G×E interaction 
(Keller 2014). Another issue is when the interaction is sensitive to the scaling of the metric, 
but the researcher only includes the multiplicative scale. Again, a simple solution is to 
evaluate the interaction on both the multiplicative and additive scales. Another problem 
is collider bias, which occurs when controlling for heritable covariates in regression 
models with polygenic scores introduces endogenous selection bias when one or more of 
these covariates is dependent on unmeasured factors that also affect the outcome 
(Akimova et al. 2021). This in turn leads to spurious associations and effect sizes, suggest-
ing that more attention needs to be placed on causal inference, and interpretation of 
models with  polygenic scores and non-exogenous environments.

A sixth problem is that by ignoring the macro-context, which is often the case in most 
GWA studies, they mask G×E. To achieve a large sample size, GWAS often combine 
highly heterogeneous data from multiple countries, across different birth cohorts and 
individuals of varying ages and conduct a meta-analysis. By doing so, they assume that 
the influence of genetics amongst individuals is universal across time and place. We exam-
ined the genetics of height, BMI, educational attainment, age at first birth and number 
of children ever born across various countries and several historical periods. What we 
found was that for highly complex and socio-environmentally influenced traits such as 
educational attainment, fertility and BMI, between 40 to 75 percent of the genetic effects 
were ‘hidden’ or ‘watered down’ when data were combined; genetic effects were thus 
highly country and time specific (Tropf et al. 2017).

6.2 Lack of Diversity and Non-representative Samples

A main interest of sociologists has and will continue to be the study of gene–environment 
interaction or, in other words, how environments modify genetic influence. Although 
several detailed and technical aspects were listed above, perhaps the gravest threat is the 
lack of diversity in the data in terms of the representativeness of the sample, geographical, 
ancestral and socioeconomic status.

A hallmark of most rigorous empirical sociological research is well-designed repre-
sentative samples to draw systematic conclusions about group differences. Yet within 
genetics there is increased recognition that the data lack ancestral diversity (Martin et al. 
2017). We recently conducted a systematic, computational analysis of all GWAS discover-
ies for 13 years from 2005 until late 2018 (Mills & Rahal 2019), later updated in an interac-
tive online dashboard that updates GWAS discoveries on a daily basis, derived from the 
NHGRI-EBI GWAS Catalog (Mills & Rahal 2020). Although there has been an explosion 
in the number of GWAS studies over time, Figures 14.2 and 14.3 illustrate that as of 
November 5, 2021, 84.2 percent of studies still come from individuals of European ances-
try, a number which has remained relatively stable over time. In particular, the large 
studies that draw on direct-to-consumer commercial data such as 23andMe have very 
large samples. A study from 2019 on well-being with 2.3 million cases (Baselmans et al. 
2019) was eclipsed in August 2020 with a large study of sex-differentiation in participation 
bias (Pirastu et al. 2021) and one on substance use and psychiatric disorders in over 3 
million individuals (Jang et al. 2020).
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Source: Mills & Rahal (2020) www.gwasdiversitymonitor.com.

Figure 14.2 GWAS participant ancestry, 2005 to November 5, 2021

2010 2015 2020
0%

20%

40%

60%

80%

100%

0%

100%

European

African

African American or Caribbean

Other/Mixed

Asian

Hispanic or Latin American

Source: Mills & Rahal (2020) www.gwasdiversitymonitor.com.

Figure 14.3  Percentage of participants from all genetic GWAS discoveries 2005 to 
November 5, 2021
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6.3 Why is Lack of Diversity a Problem?

Beyond obvious ethical issues such as the exacerbation of structural inequalities, the 
transferability of GWAS results across different ancestral groups depends on multiple 
factors such as allele frequency, linkage disequilibrium, genetic architecture, epistatis and 
gene-environment interaction. Vitally, single-ancestry GWAS have limited portability to 
other groups (Duncan et al. 2019; Martin et al. 2017). In other words, since around 90 
percent of genetic discoveries and the polygenic scores derived from them are from 
European ancestry populations, they are only applicable for research on those groups. 
This has serious implications for the reinforcement of existing inequalities, particularly 
in the realm of health, where genetic research can also be linked to pharmaceutical 
 interventions (Martin et al. 2019).

Figure 14.4 shows the type of outcome studied by different ancestry groups in 2008 and 
2021 to identify the most imbalanced areas. Blue means that no GWAS have been con-
ducted in these groups, with red representing the most participants. This imbalance has 
changed over time. At the initial genetic discovery phase in 2019, for instance, the most 
imbalanced area is cancer research where European ancestry groups made up 96.3 
percent of all participants studied compared with 0.5 percent Hispanic or Latin American, 
0.1 percent African and 0 percent African American or Afro-Caribbean. In 2021, this 
imbalance in cancer research amongst African and African American or Afro-Caribbean 
groups remains.

The categorization of ancestry groups often relies on genomic analyses which infer 
ancestry via principle components analysis and author reporting, with a detailed 

Source: Mills & Rahal (2020) www.gwasdiversitymonitor.com.

Figure 14.4  Heatmap of type of GWAS outcome studied by Ancestry group, 2008 (left) 
and 2021 (right)
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discussion provided in the Supplementary Material of Mills & Rahal (2020), derived from 
Morales et al. (2018). It is important to understand that ancestry as it is used in genetics 
is not the same as race or ethnicity as used in sociology. Race or ethnicity is not a bio-
logical category, but rather a term that is socially, culturally and politically constructed 
(Herd et al. 2021). Ancestry is the measure of genetic variation traced to geographical 
location and migration and does not map directly into the social science categorization 
of race and ethnicity. As I and others have described in more detail elsewhere and reiter-
ate here (Herd et al. 2021; Mills & Rahal 2020; Mills et al. 2020), populations are the 
product of repeated genetic mixing over tens of thousands of years. The concentration of 
certain genetic alleles or differences between ancestral groups is related to where they 
descended from. Most evidence places the origins of Homo sapiens in sub-Saharan 
Africa, where the patterns of DNA sequence variation are the greatest. As humans 
migrated, they took progressively smaller amounts of genetic variation in the gene pool 
with them. Each new and younger population thus has less time to accumulate new muta-
tions. As Figure 14.5 illustrates, although in 2021 the ‘young’ European ancestry popula-
tions represented 79.8 percent of participants in GWAS genetic discoveries, they were 
only responsible for 52.2 percent of the genetic loci that were uncovered. Although 
African American or Afro-Caribbean ancestry groups were 0.24 percent of the partici-
pants, they provided 11.5 percent of the discovered associations.

Sequencing of Khoi-San bushmen showed that even two people from adjacent villages 
were as different from one another as any two European or non-African ancestry indi-
viduals (Schuster et al. 2010). A second issue is that due to patterns of migration, evolu-
tion and population shifts, characterizing populations into the ancestry groups shown 

European
79.77% (Asso. 52.2%)
Asian
18.36% (Asso. 32.05%)
African
0.15% (Asso. 10.64%)

African American or
Afro-Caribbean 0.09% (Asso. 0.89%)
Hispanic or Latin
American 0.39% (Asso. 1.73%)
Other/Mixed
1.24% (Asso. 2.49%)

Source: Mills & Rahal (2020) www.gwasdiversitymonitor.com.

Figure 14.5  Participants by ancestry (left) and count of all genetic associations 
discovered (right) for all genetic discoveries, 2021
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here using the classic tools and techniques of genetics is becoming increasingly challeng-
ing and complex. The classic standard was to rely on reference populations or markers 
of ancestry that allow populations to be easily distinguished, with methods developed to 
adjust for population stratification and clustering of samples. Yet current societies are 
more marked by mixing and intermarriage, which has demanded new tools. As migration 
and admixture increase, admixed techniques have already and will undoubtedly continue 
to emerge in the future (Hellenthal et al. 2014). This classification and development of 
tools to reflect these admixed populations at a more precise and granular level presents a 
growing area of new research.

6.4 Non-representative Samples

Beyond issues of sample selection related to ancestry, the majority of data in which genetic 
discoveries are derived often comes from non-representative samples. One of the most used 
openly available datasets is the UK Biobank, with a sample size of 500,000. The data, 
however has a 5 percent response rate and is over-represented by those from a higher 
socioeconomic status, healthier, non-smokers, and has significant geographic clustering 
(Fry et al. 2017). A selective analytical sample narrows the variation in the environment 
and thereby reduces statistical power (Domingue et al. 2020). For empirical sociologists, 
the implications of such selection are immediately obvious for making larger generaliza-
tions. Surprisingly, our work in 2019, appeared to our knowledge to be the first to trace the 
overall geographical distribution of participants used in genetic discoveries. There we 
showed that 72 percent of genetic discoveries came from participants from just three coun-
tries, namely the US (41 percent), UK (40.5 percent) and Iceland (11.5 percent), the latter 
of which has a population of around 334,000 people. Given what we know about the impact 
of country on genetic outcomes (Tropf et al. 2017) discussed previously, this concentration 
of research into such a selective group is striking. It is for this reason that we developed a 
‘GWAS Diversity Monitor’ that tracks these trends in real time (Mills & Rahal 2020).

7. CONCLUSION

There have been considerable gains in sociogenomic research and genetic discoveries in 
many of the topics that are at the core of sociology such as education, fertility and well-
being. As the polygenic scores derived from these genetic GWAS discoveries continue to 
increase in their explanation of variance, they become impossible to ignore. Genetics may 
provide a complement to rational choice agency-based theories to explain the black box 
of preferences and underlying penchants driving behavior such as self-control, risk aver-
sion or behavioral disinhibition. As many in the field of sociogenomics anticipated, genet-
ics will only ever explain a very small proportion of the complex and interrelated outcomes 
that sociologists study. Theory and measurement of core sociological variables such as 
socioeconomic status, childhood and family traits, educational level, birth cohort and 
national context remain the strongest predictors of the behaviors and regularities empiri-
cal sociologists observe. How the environment modifies the relationship between genetic 
predispositions and the outcomes in G×E research remains a promising, yet challenging 
future area of research.
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Empirical sociology likewise has considerable input and value to offer genetic research. 
Theoretically informed and well specified formal and analytical models could greatly 
benefit this field, particularly in the realm of loosely formulated G×E models. Sociologists 
are also the masters of measurement of socioeconomic variables such as education, social 
status, intergenerational, family and employment-related variables, many factors that 
drive and stratify health and other outcomes. Attention and commitment to the value of 
representative samples or weighting to deal with shortcomings is another strength of this 
area. Expertise in causality, discussed elsewhere in this book, also has much to offer (see 
Breen’s chapter on causal inference). Most sociogenomic papers give considerable atten-
tion to causality and estimate causal models such as Genetic Instrumental Variables 
(DiPrete et al. 2018), Genomic SEM (Structural Equation Modeling, Grotzinger et al. 
2019) and bi-Directional Mendelian Randomization (Davey Smith 2005). Sociologists 
likewise approach causality in unique manners as well (see Breen’s chapter). Our recent 
work, for instance, scrutinizes the largely unrecognized impact of gene-environment 
dependencies on the identification of the effects of genes and their variation across envi-
ronments (Akimova et al. 2021).

Perhaps the most important contribution of sociology is the explicit recognition of the 
importance of context in the ability to generalize findings. Although sociology is also 
liable for a focus on Western countries and topics, the discipline would likely not accept 
that 90 percent of the discoveries come from one population (European ancestry) with 
little attention to context. The fact that results highly vary by context is common-sense 
to sociologists. Yet contextual variation has been frequently misinterpreted as a ‘fault’, 
such as the inability to replicate research and lack of irreproducibility. For instance, a 
study that attempted to evaluate the replicability of social science experiments published 
in Nature and Science from 2010 to 2015 claimed that many did not stand up to replica-
tion (Camerer et al. 2018). Their conclusion was a concern about the ‘reliability’ of the 
social science literature. Although there were some potentially dubious studies included, 
there was little to no attention to whether studies and experiments across different con-
textual environments should in fact replicate. With ever expanding theories, data and 
methods to grapple with the complexity of behavior and the environment, the future of 
sociogenomics remains an exciting new frontier.
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15. Causal inference with observational data*

Richard Breen †

1. INTRODUCTION

Causality permeates our understanding of reality; it is fundamental to how we operate in, 
and make sense of, the world, but, as many philosophers have pointed out, ‘this deep 
intuitive familiarity has not led to any philosophical account of causation that is at once 
clean, precise and widely agreed upon’ (Paul & Hall 2013, p. 1). Establishing relationships 
of cause and effect is also central to scientific inquiry and rigorous sociological analysis 
must treat seriously the difficulties this entails. Social scientists have approached causality 
in diverse ways: in the 1970s and 1980s, ‘causal models’ in sociology meant path models 
and structural equation models, in time-series econometrics Granger (1969) developed a 
widely used approach to causality, Hill (1965) presented a set of nine criteria for causality 
that were important in epidemiology, and Ní Brolcháin & Dyson (2007) proposed a set 
of related criteria for causality in demography. But in recent years two approaches to 
causality have come to prominence in the social sciences and more widely: the counter-
factual or potential outcomes model (as in Angrist & Pischke 2009) and the approach that 
understands causality in terms of a causal structure displayed as a graph (Pearl 2009), 
sometimes called a Structural Causal Model.

In many sciences, causal relations can be established through experiments, often 
termed randomized control trials (RCTs). Sometimes this is possible in the social sciences 
(see the chapter by Gërxhani & Miller on experimental sociology in this Handbook) but 
often experiments are not feasible or ethical; as a result, social scientists commonly want 
to estimate causal relationships using observational data – that is, data in which they do 
not have control over the factor considered to be a cause of the effect they are studying. 
This makes the drawing of conclusions about causal relationships much more challeng-
ing. Lack of control over the causal treatment is a problem in some other sciences too.

Sociologists have played fast and loose with the word ‘cause’ and its associated terms – 
‘effect’, ‘impact’, ‘tendency’, ‘mechanism’ and so on. Causal language is often used in 
analyses that are descriptive. Imagine we observe that students whose families have 
higher incomes tend to have higher scores on a standardized test or examination. This is 
a descriptive statement and to write of the ‘effect’ of family income on test scores in this 
case is misleading. A causal, as distinct from a descriptive, statement, concerns what 
would happen if the cause were changed: ‘increasing students’ family income leads, on 
average, to better test scores’ is a causal statement. Establishing that a relationship is 

Causal inference with observational data

* K. Gërxhani, N.D. de Graaf and W. Raub (eds) (2022), Handbook of Sociological Science: Contributions 
to Rigorous Sociology, Cheltenham, UK and Northampton, MA, USA: Edward Elgar Publishing. ISBN: 978 
1 78990 942 5; http://dx.doi.org/10.4337/9781789909432.

† I thank the editors, Mads Meier Jaeger, John Ermisch, and participants in the online meetings held in 
December 2020 for helpful comments on an earlier version.
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causal is important but it is at least as important to know the magnitude of the effect. 
Smoking is known to cause lung cancer but we also want to know how much the risk is 
elevated depending on how much people smoke. Likewise, we would like to know not 
only whether class size affects a particular student outcome but also how much a given 
change in class size would change that outcome. So contemporary approaches to causal 
analysis attempt to both identify a causal effect (is the relationship causal?) and estimate 
its  magnitude.

There are two common ways of talking about causal relationships. On the one hand, 
we can ask, what causes people to join protest movements, on the other we can ask, how 
does a person’s education affect whether or not he or she joins a protest movement? The 
former looks for a more or less complete explanation of an outcome, the latter for the 
effect of a particular thing on that outcome. The former is called a ‘causes of effects’ 
approach, the latter ‘effects of causes’. Another frequently drawn distinction is between 
singular and general causal claims. ‘John’s cancer was caused by smoking 60 cigarettes a 
day’ is singular, ‘smoking causes cancer’ is general.

The causal approaches I shall discuss deal, for the most part, with general causal claims 
from an effects of causes perspective. Sociologists’ causal statements (like everyday ones) 
are often not of this kind; they have written about the causes of singular events and they 
have taken a causes of effects perspective in seeking to account for particular phenomena. 
‘How did the industrial revolution come about?’ is an example of the sort of causal 
 question that lies outside the scope of the approaches discussed here.

2. AN EXAMPLE

Imagine that we survey a large sample of people who have just completed their school 
education. We gather data on their grades in a terminal school examination and we 
compare the grades of students who attended public secondary schools with those who 
attended private schools. We find that the average grade is significantly higher among the 
latter. This is a descriptive finding but could we also conclude that the kind of school 
attended was the cause of this gap in average grades? Probably not, because different 
kinds of students attend private and public schools and some of these differences – for 
example in parental income – might account for some or all of the average gap in their 
exam scores. This implies that, even if they had attended the same kind of school, the 
students who in fact attended private schools would, on average, have done better. In this 
case, parental income plays the role of a confounder, something that is correlated with 
the treatment (type of school attended) and affects the outcome but which is not a conse-
quence of treatment. Failure to take account of confounders leads to biased estimates of 
causal effects. In this example, the bias in question is sometimes called ‘baseline bias’: the 
treated and the non-treated would have had different average outcomes even if neither 
had received the treatment.

There is another kind of bias arising from confounders. Suppose that there is variation 
in the degree to which students’ families provide a supportive learning environment. We 
would expect that students from supportive families would benefit more from being in a 
private school than would students from less supportive homes. If the students with the 
better home learning environment were indeed more likely to attend a private school, the 
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effect on educational outcomes of being in such a school would be overstated. This is 
‘differential treatment effect bias’: those who received a private education benefitted more 
from it than those who received a public education would have benefitted from a private 
education if, counter to fact, they had received it. Differential treatment effect bias exem-
plifies the fundamental idea that people may respond differently to the same treatment. 
This is referred to as heterogeneity of treatment effects.

3. THE POTENTIAL OUTCOMES APPROACH

In the example just given, there were references to what would have eventuated in circum-
stances that did not, in fact, arise. This idea is formalized in the potential outcomes, or 
counterfactual, approach. Call the variable representing the cause, D, and the effect, Y. D 
is often referred to as ‘the treatment’ or the ‘exposure’. The underlying idea of the coun-
terfactual model is that each unit (typically an individual person) has a potential outcome 
for each value that D could take, YD = d. The causal effect of D on Y for the ith person is 
given by

 ICE = Yi
Di = d – Yi

Di = dʹ (15.1)

ICE stands for individual causal effect, i indexes individuals and d and d ́ are different 
values of D. Two things stand out. First, a causal effect is defined in relative terms as the 
difference between potential outcomes for two values of the treatment. If D were binary, 
with possible values 1 and 0, the potential outcomes would be Yi

D = 1 and Yi
D = 0 but in 

general there can be many treatment effects, depending on how many comparisons 
can  be  made, though not all of them may be of interest. Second, the ICE cannot 
be  observed because a person can, in reality, have only one value of D and so only 
one potential outcome can be realized. The unobservability of some potential outcomes 
leads to what Holland (1986, p. 947) termed ‘the fundamental problem of causal 
 inference’.

The average causal effect, or average treatment effect, ATE, is the average of the ICE 
in the population of interest:

 ATE = E (Yi
Di = 1 – Yi

Di = 0) = E (Yi
Di = 1) – E (Yi

Di = 0) (15.2)

The second part follows by the linearity of the expectation operator. It would not be true 
if we wanted the median treatment effect, for example. Here the treatment is assumed 
binary and I will maintain this assumption for simplicity, referring to those cases 
for  which  D = 1 as being treated, with those for which D = 0 being the controls, or 
untreated.

The ATE is the expected causal effect for any member of the population but more often 
we want to know how the treatment affected those people who received it rather than how 
it would affect a person picked at random. This is the ATT, the average treatment effect 
for the treated, defined as

 ATT = E ((Yi
Di = 1 – Yi

Di = 0) | Di = 1) = E (Yi
Di = 1 | Di = 1) – E (Yi

Di = 0 | Di = 1) (15.3)
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Here we condition on those who were treated (Di = 1) or, more simply, we compute the 
ATE only for those who were treated. Similarly, the average treatment effect for the 
untreated, ATU, is the average effect of treatment among those who did not, in fact, receive 
treatment:

 ATU = E ((Yi
Di = 1 – Yi

Di = 0) | Di = 0) = E (Yi
Di = 1 | Di = 0) – E (Yi

Di = 0 | Di = 0) (15.4)

The observed outcome, Y, is related to the potential Ys by

 Yi = Yi
Di = 1 Di + (1 – Di )Yi

Di = 0 (15.5)

For each individual their observed Y is their potential Y for the treatment they actually 
received.

Calculating the ATE, ATT or ATU seems more promising than calculating the ICE 
because now we have observations of both potential outcomes, given that some individu-
als were treated (so for them we observe Yi

Di = 1) and others were not (we observe Yi
Di = 0). 

An obvious way of trying to estimate the ATE is by comparing the average outcomes of 
the treated and the untreated:

 ATE * = E (Y | D = 1) – E (Y | D = 0) (15.6)

Here I have dropped the i subscripts for ease of notation. Equation 15.6 is expressed in 
observed outcomes whereas Equation 15.2 through Equation 15.4 are expressed in 
potential outcomes leading us to wonder how well ATE* performs as an estimator of the 
ATE. In fact, ATE*, is equal to the true ATE plus two bias terms (see Morgan & Winship 
2015, pp. 58–59). The first bias arises from the difference between the potential out-
comes  under non-treatment between the people who received treatment and those 
who  did not. The second bias term depends on the difference between the ATT and 
the ATU. These are the two biases discussed in the previous section. Our naive esti-
mate  of the ATE in this case is the observed difference in average exam scores 
between the students who attended private and public schools. Here the baseline bias is 
the average difference in exam scores between the privately and publicly educated stu-
dents that would have been observed even if none of them had attended a private school 
(that is, the average difference in YD = 0). The differential treatment effect bias is non-zero 
if the returns to attending a private school for those who did attend (ATT) were different 
than the returns would have been to those who did not attend if they had attended 
(ATU).

The naive estimator of the ATE will be unbiased only if both these bias terms are zero, 
and this will occur when there are, on average, no differences between the treated and the 
untreated in the distribution of factors that affect the outcome other than the treatment. 
In an RCT this condition will be met (at least up to some sampling error) because units 
are randomly assigned to the treatment and control groups. This is the attraction of 
RCTs: a simple comparison of the average outcomes for the treatment and control 
groups will be an unbiased estimate of the ATE.

This condition for an unbiased estimate can be written in two ways. Linking observed 
and potential outcomes we have
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 E (Y | D = d) = E (Y D = d ) for all d (15.7a)

and linking potential outcomes and the treatment indicator:

 Y D = d  ⊥ D (15.7b)

Equation 15.7a says that the average outcome for the group that receives treatment D = d 
is equal to the average potential outcome for D = d. Equation 15.7b says that the poten-
tial outcomes are independent of the actual treatment received.

The counterfactual model is heavily indebted to RCTs with causes being identified with 
treatments. As noted earlier, in an RCT the experimenter has control over treatment 
assignment and this has given rise to the view that, from the perspective of the potential 
outcomes approach, ‘causes are only those things that could, in principle, be treatments 
in experiments. The qualification “in principle” is important because practical, ethical, 
and other considerations might make some experiments infeasible, that is, limit us to 
contemplating hypothetical experiments’ (Holland 1986, p. 954). This claim and others 
like it have proved troublesome to sociologists who often want to know the effect of 
things like age or race or ethnicity or gender on particular outcomes. Useful, and less hard 
line, discussions of what could count as a cause can be found in Woodward (2003, espe-
cially Chapter 3) and Morgan & Winship (2015, pp. 439–441). In fact, the effects of 
ascribed characteristics, such as ethnicity, are often brought about through the differen-
tial treatment of people from different perceived ethnic backgrounds by other people. So 
even though it is difficult to imagine how ethnicity might be a treatment to which subjects 
could be assigned, it is less difficult to design a study to vary other people’s perceptions 
of ethnicity. Audit studies where names are used to shape subjects’ beliefs about the ethnic 
origin of job applicants, are an example.

In practice, the potential outcomes approach entails an assumption that one person’s 
potential outcomes do not depend on the treatment received by anyone else. This is called 
the stable unit treatment value assumption, SUTVA. It would be violated if, for example, 
Y D = 1 for each person depended on how many people received D = 1. Vaccination pro-
vides an example because the value to an individual of getting vaccinated declines as the 
number of other people being vaccinated grows, implying that each person has not two 
potential outcomes but a large number, depending on their own treatment status and on 
how many others were treated. This is sometimes called the problem of interference 
(Hudgens & Halloran 2008). One could write down the set of potential outcomes in a case 
like this but it would present formidable obstacles to estimation. There are certainly some 
situations of interest to sociologists and social scientists in which SUTVA is unlikely to 
hold (see Morgan & Winship 2015, pp. 48–52 for a discussion). For example, the returns 
to investment in learning a certain skill will, all else equal, depend on how many other 
people possess that skill.

4. STRUCTURAL CAUSAL MODELS

Structural Causal Models (SCM) were developed by Pearl, combining ‘features of the 
structural equation models (SEM) used in economics and social science (Goldberger, 
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197[2], Duncan, 1975), the potential-outcome framework of Neyman (1923) and Rubin 
(1974), and the graphical models developed for probabilistic reasoning and causal analy-
sis (Pearl, 1988; Lauritzen, 1996, Spirtes, Glymour, and Scheines, 2000, Pearl 2000)’ 
(Pearl 2010, p. 5).

The bedrock of the SCM is a graphical representation of relationships between 
 variables.1 

The particular kind of graph used is called a DAG – a directed acyclic graph – in which 
nodes or vertices represent variables and directed edges (arrows) from one node to 
another indicate that the first is a cause of the second. In a DAG, reciprocal arrows are 
not permitted, nor are cycles (A causes B causes C causes A, for example). Sometimes 
undirected edges are used to show associations between variables when their causal rela-
tionship is not relevant. Unlike the structural equation diagrams with which sociologists 
are familiar, independent error terms are not shown. What we would think of as correla-
tions between error terms in a structural equation model are represented in a DAG by 
one or more variables that affect both of the variables whose errors are assumed corre-
lated. DAGs thus can include both observed and unobserved variables. Figure 15.1 
shows a simple DAG for the running example of school type, X, affecting test grades, Y, 
with A and B being confounders of the effect of X on Y that may or may not have been 
measured. A could represent parental income, B a measure of the home learning environ-
ment. DAGs identify causal effects non-parametrically: that is, they do not suppose any 
particular functional forms for the relationships between variables.

A DAG is a model of the data generating mechanism underlying the causal system 
represented by the graph, which is to say the DAG should capture the underlying social 
processes and how they came to be represented in the data. It encodes our assumptions 
and beliefs about this data-generating mechanism based on theory and subject matter 
knowledge (ideally established by prior research). Pearl has derived three criteria for 
identifying causal effects using a DAG: backdoor and front door identification and 
instrumental variables. Instrumental variables are discussed later and here I focus on the 
backdoor criterion and, more briefly, the front door criterion.

Under the backdoor criterion a causal path from X to Y is identified if all backdoor 
paths from X to Y are blocked. In a DAG, a path from nodes P to Q is defined as a set 
of arrows, in any direction, that link P and Q. Backdoor paths from X to Y are all those 
paths linking X and Y that start with an arrow going into X. In Figure 15.1 there are two 

1 The presentation of the SCM here is informal: other accessible and more comprehensive presentations 
are numerous (Pearl 2010; Pearl et al. 2016, and Elwert 2013). More rigorous expositions are plentiful, but see 
especially Pearl (2009).

Figure 15.1 A simple DAG

X A

B Y
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backdoor paths from X to Y: one from X to A to Y, the other from X to B to Y. These 
backdoor paths represent associations between X and Y that are not causal and so to 
identify the causal effect of X on Y we need to block both of them. Blocking a path 
involves two things: conditioning on non-colliders and not conditioning on colliders. A 
collider is a variable that has more than one arrow going into it: in Figure 15.2a R is a 
collider on the path linking P and Q. A collider blocks a path on which it sits: so, accord-
ing to this DAG, P and Q are independent. But conditioning on a collider opens the path: 
conditional on R, P and Q are no longer independent. Thus, a backdoor path is blocked 
by a collider that has not been conditioned on. Figure 15.2b shows an example in which 
the effect of X on Y would be identified even if we had not observed any of U, W or V 
because W is a collider blocking the single backdoor path from X to Y. In the DAG of 
Figure 15.1, the effect is not identified if we have not conditioned on both A and B.

The idea of the backdoor criterion, then, is to identify that set of variables that must 
be controlled, or conditioned on, in order to identify the causal effect. There may be more 
than one set: in the DAG in Figure 15.3 the effect of X on Y is identified by conditioning 
on A or B or both. If all backdoor paths are indeed blocked, then Equations 15.7a and 
15.7b hold, conditional on the DAG being true.

Although the backdoor criterion is by far the most widely used method for identifying 
causal effects in DAGs, a second method, the front door criterion, has some attractive 
properties, not least because it is based on specifying the mechanisms by which a cause 
has its effect. Suppose we believe that private schools get better exam results because they 
spend more money per pupil. We might add, to the DAG in Figure 15.1, a node, S, rep-
resenting the annual amount spent on a pupil by his or her school. This would lie on the 
path from X to Y, as shown in Figure 15.4. If we had not measured one of the confound-
ing variables, A and B, we could not use the backdoor criterion but we could use the front 
door criterion. This tells us that the effect of X on Y is equal to the effect of X on S 

P R Q

U W V

X Y

Figure 15.2 (a) A collider, (b) Unconditional identification

Figure 15.3 Conditioning sets

A B

X Y

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



Causal inference with observational data   279

multiplied by the effect of S on Y. The effect of X is identified here because there are no 
backdoor paths from X to S or from S to Y and the path X to S to Y is the only mechanism 
through which X affects Y. These assumptions are unlikely to be true and in a real appli-
cation we would need a more elaborated DAG to take into account the other mechanisms 
linking school type and exam performance and to address the likely backdoor paths from 
X to these mediating mechanisms and from them to Y.

Although DAGs encode theoretical knowledge, theories in the social sciences are 
seldom if ever definitive. However, it is possible to test some of the assumptions that 
underlie a DAG. For example, if, in Figure 15.3, our causal estimate differed depending 
on whether we conditioned on A, B or both, this would suggest that the DAG was incor-
rect. More direct tests can be made of the independencies, unconditional and conditional, 
contained in a DAG. For example, the DAG in Figure 15.2a implies that P ┴ Q and this 
can be tested given data on the variables represented by P and Q in the DAG. More 
complex DAGs will give rise to more testable independencies.

DAGs are widely used in epidemiology and they are especially valuable for identifica-
tion in cases with time-varying treatments and time-varying confounders. Figure 15.5 
shows a simple example. Here, a variable, Z, which is a confounder of treatment, D, at 
time t is also a consequence of treatment at t–1 and may also be a collider on the path 
from treatment at t–1 to the final outcome, Y, because of the variable V (in a circle to 
denote that it is unmeasured). In this case there are several causal quantities we might be 
interested in, such as the effect of treatment at t on Y, the effect of treatment at t–1, and 
the effect of treatment at both t–1 and t. DAGs allow one to determine if and how causal 
effects can be identified in such complex settings. Sharkey & Elwert (2011) use a DAG 
similar to Figure 15.5 to analyze a sociological example. They explore the effects, on 
cognitive ability, of neighborhood poverty during childhood in consecutive generations, 

X A

B

S

Y

Figure 15.4 Front door criterion

Figure 15.5 Time varying confounding

Z V

D (t –1)

D (t )

Y
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so, in our Figure 15.5, Dt–1 would be the poverty rate in the neighbourhood where parents 
lived at age 15–17 and Dt the poverty rate in the child’s neighborhood. Sociologists have 
also used DAGs to point out the weaknesses in various aspects of sociological practice: 
Elwert & Winship (2014) illustrate and explain hitherto unrecognized problems with col-
lider variables that render common research practices problematic. Breen (2018) draws 
on DAGS to demonstrate some of the pitfalls in studying multi-generational mobility. 
Morgan (2012) is an early use of a DAG in sociology to point to problems with the 
primary and secondary effects distinction in studies of educational choice.

5. ESTIMATION OF CAUSAL EFFECTS

We have so far been concerned with identification: that is, the question of whether and 
to what extent a particular association can be considered causal. Estimation is about 
deriving the causal effect from the data so as to obtain an estimate that is, ideally, unbi-
ased or consistent, and also efficient. In recent years, many books and papers have pre-
sented methods for estimating causal effects using observational data (for example, 
Morgan & Winship 2015; Angrist & Pischke 2009; Gangl 2010). I discuss them only in 
rather general terms.

There are two broad approaches. The first is to make Equation 15.7b true condition-
ally: that is,

 Y D = d  ⊥ D | X (15.8)

Now we say that the potential outcomes are independent of treatment, D, conditional on 
some variables, X. Most simply this is the idea, familiar to most social scientists, of con-
trolling for or conditioning on the factors that cause the bias – parental income in the 
example we began with (though, in a real application, many other things as well). In 
Pearl’s terms, we must block all the backdoor paths that link X to the observed Y. These 
approaches are often termed ‘matching methods’.

There are by now very many such methods, including regression (see Angrist & Pischke 
2009, pp. 73–77 for why regression is a matching method). They all follow the same logic: 
we seek to match treated with untreated cases on the basis of similarity in their values of 
the variables that predict treatment status. DAGs are particularly helpful for matching 
methods because they show which variables should be conditioned or matched on and 
which (such as colliders or consequences of treatment) should not. Propensity score 
matching (Rosenbaum & Rubin 1983) is one of the most popular matching methods. The 
propensity score is the estimated probability of receiving treatment, given a set of predic-
tors of treatment. Treated and untreated cases are matched on the basis of closeness in 
their propensity scores2 and an average causal effect is calculated as an average of the 
observed average differences in the outcome between treated and untreated matched 
cases. Matching itself can be done in many ways but stratifying by the propensity score 
is popular.

2 Matching on the propensity score is equivalent to matching on all the confounders, X, in the sense that, if 
Equation (15.8) holds, it also holds that Y D = d ┴ D|p(X) where p(X) is the true propensity score.
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Another use for the propensity score is to employ it to weight the data in such a way 
that treatment is made independent of the predictors used to form the propensity score. 
Since these predictors are confounders, this makes the potential outcomes independent 
of treatment status in the reweighted data. The method is called inverse probability of 
treatment weighting. Marginal Structural Models are regressions using the weighted data 
(Robins 1999; Hernán et al. 2001). Sociological examples include Sharkey & Elwert 
(2011), Wodtke et al. (2011), Lawrence & Breen (2016), and Breen & Ermisch (2017).

Matching methods assume that the variables used for matching are sufficient to make 
Equation 15.8 true. Skepticism about matching methods arises from the possibility that, 
even if we condition or match on a large number of relevant variables, there may be some 
that we have omitted, leading to bias in our estimates. Sensitivity analyses have been 
developed as a way to address this objection. The idea here is to ask how much unob-
served confounding there would have to be in order to get rid of an estimated causal 
effect – where ‘get rid of’ might mean reducing the estimate to zero or making it no longer 
statistically significant. An early example of this technique is Cornfield et al. (1959, dis-
cussed in Ding & VanderWeele 2016) who demonstrated that in order for the estimated 
association of smoking with lung cancer to be explained away by an unmeasured con-
founder (such as a genetic predisposition to both smoking and lung cancer) the associa-
tions between smoking and the unobserved confounder and between the unobserved 
confounder and lung cancer would have to be implausibly large. This gave considerable 
support to the causal interpretation of the link between smoking and lung cancer. In 
general, such analyses are used to show how the magnitude of the estimated causal effect 
will be attenuated by increasing the degree of hypothesized confounding. One of the best 
known of these tests is the Mantel-Haenszel bounds, often used with propensity scores 
(Becker & Caliendo 2007). Other sensitivity tests have been used in sociological studies 
by, among others, Sharkey & Elwert (2011) and Lawrence & Breen (2016). A feature of 
these is that they calibrate the hypothetical unmeasured confounding relative to the meas-
ured confounding removed by matching. Sensitivity analyses will be most helpful when 
the amount of confounding required to remove the causal effect is clearly large or 
clearly small.

6. NATURAL EXPERIMENTS

The second broad approach to estimating causal effects searches for situations or circum-
stances that approximate an RCT. In rare cases an observational study uses a treatment 
that is random. Fallesen & Breen (2016), for example, estimate the effect on divorce of 
having a child who suffers from colic, for which there are no known predictors. More 
usually, however, social scientists have to look for cases for which the potential outcomes 
and the treatment are independent or conditionally independent; in other words, subsets 
of the data for which assignment to treatment is random. These approaches exploit what 
are sometimes called natural experiments. The underlying idea is that naturally occurring 
events, such as weather, lightning strikes, earthquakes, a person’s genetic makeup, the 
birth of twins, and so on, or human-made features, such as the location of boundaries, 
rules about class sizes, quotas, the use of lotteries or the use of cut-offs for deciding what 
happens to people, may cause some people to be treated and others not, in an essentially 
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random fashion. For example, Torche (2011) studied the effect of maternal stress during 
pregnancy on children’s birthweight using an earthquake as a natural experiment. 
Earthquakes induce stress, so by comparing the birthweight of children born to women 
who experienced an earthquake during pregnancy with the birthweight of children of 
women who did not, and assuming that the impact of the earthquake on birthweight was 
wholly due to the impact of the earthquake on maternal stress, she could deduce the 
causal effect of maternal stress on birthweight. Kirk (2009) investigated the possible 
causal effect of released prisoners returning to their old neighborhoods on the likelihood 
that they would be re-incarcerated. He used hurricane Katrina as a source of naturally 
occurring variation in whether released prisoners would return to their old neighbor-
hoods or not. In this case the hurricane acted as an instrumental variable (IV). An instru-
mental variable is one which is related to the outcome Y (re-incarceration in this case) 
only through the cause, X (returning to the old neighborhood); thus the IV is related to 
X, X is related to Y, but there are no other paths from the IV to Y (or none that cannot 
be blocked by introducing other variables, W; in Kirk’s study, no association between 
Katrina and re-incarceration other than through neighborhood). The assumption that 
this is the case is called an exclusion restriction.

Regression discontinuity designs (Lee & Lemieux 2010) exploit cut-offs. If those who 
score above a threshold are admitted to a particular kind of school while those who fall 
below are admitted to a school of a different kind, we can assess the effect of school type 
on some outcome of interest by comparing those who just exceeded the threshold with 
those who just fell short. The intuition here is that these two groups are, to all intents and 
purposes, the same, differing only in their treatment status (see Clark & del Bono 2016 
for an example).

The use of natural experiments to identify causal effects has proved attractive to 
economists and increasingly to other social scientists. The attraction of methods such as 
IV and regression discontinuity is that we apparently no longer need to worry about any 
uncontrolled confounders. Their shortcoming is that they estimate effects only for the 
group in which the potential outcomes are independent of treatment – in other words, 
only those whose behavior is changed in the natural experiment. For example, studies 
using the raising of the minimum school leaving age as an instrument to estimate 
the effect of years of education on an outcome are informative only about the effects at 
the bottom of the educational distribution – those students whose years of education 
were increased by the reform. Heterogeneous treatment effects are likely the norm in 
social science applications and so the average causal effect for people whose behavior is 
changed by the instrument (the ‘local average treatment effect’ or LATE (Imbens & 
Angrist 1994)) is unlikely to be the same as the average across the population or among 
the treated.

There has been a robust debate between proponents and critics of the LATE (for 
example, Angrist & Imbens 1999; Deaton 2010; Heckman 1997, 1999; Heckman et al. 
2006; Heckman & Urzua 2010; Imbens 2010). Central to these debates has been the 
critics’ claim that the LATE estimand (and the LATE interpretation of the conventional 
IV estimator when treatment effects are heterogeneous) is often not helpful because at 
best it identifies an ‘effect’ that does not correspond to a parameter of a theoretical model 
or a quantity of relevance to policy. Morgan & Winship (2015, pp. 304–324) summarize 
many of the criticisms of LATE.
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The assumption in Torche’s (2011) study that her instrument (the earthquake) affected 
the outcome only via the treatment (maternal stress) is an example of an exclusion restric-
tion. Just as matching methods require the assumption that all backdoor paths have been 
blocked, so IV requires the assumption that the instrument has no effect on the outcome 
except through the cause. This is not testable when the model is just-identified (when we 
have as many IVs as causal effects we want to estimate – in the usual case, one IV for one 
X) or when the model is over-identified but causal effects are assumed heterogeneous.3

7. CONCLUDING REMARKS

7.1 Heterogeneous Effects

The vast majority of causal relationships studied in the social sciences are likely to be 
heterogeneous – that is, people, or other units, respond differently to the same causal 
stimulus. Some, but not all, of this heterogeneity is captured in the distinction between 
the ATT and ATU. Causal effects might vary according to measured characteristics of 
individuals and according to unmeasured characteristics, as in models of self-selection in 
economics (the Roy 1951 model is a well-known example). Sociologists have made some 
contributions here (Xie et al. 2012; Breen et al. 2015; Zhou & Xie 2019) but the identifica-
tion of heterogeneous effects is a difficult problem.

7.2 External Validity

Heterogeneity is usually thought of in terms of variation across individuals but it can also 
be thought of more widely to include variation within individuals over time or over other 
contexts. This leads to the question of external validity: that is, establishing whether ‘a 
causal relationship holds over variations in persons, setting, treatments and outcomes’ 
(Shadish et al. 2002, p. 21). Many writers have addressed this topic, though more com-
monly in relation to experimental estimates than to those from observational analyses, 
and terminology proliferates, but the underlying issue is that causal estimates will often 
depend, to a degree that varies from case to case, on a wider context not specified in the 
causal model (Cartwright 2010). We might think of causal claims as lying on a continuum 
from causal relationships that are invariant and for which contextual variation plays little 
or no role (as in some of the natural sciences), through to social causes that may be very 
susceptible to contextual variation. Sociologists seem to have paid little attention to these 
issues; this may be unproblematic if they intend their causal estimates to be of only his-
torical (or other context-specific) interest, but it certainly is problematic if they want to 
go beyond this, to make policy recommendations, for example, or to make more general 
claims. Sociologists are familiar with the idea that the application of their theories is given 
by scope conditions: the same is also true of causal estimates. The challenge is to establish 
those scope conditions with the same seriousness that is used to try to secure the internal 

3 As Angrist & Pischke (2009, p. 166) put it: ‘overidentification tests . . . where multiple instruments are 
validated according to whether or not they estimate the same thing, is out the window in a fully heterogeneous 
world’.
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validity of causal estimates. Pearl & Bareinboim (2018, p. 3) discuss the use of DAGs for 
specifying ‘formal and transparent conditions under which the transport of results across 
differing environments or populations is licensed from first principles’.

7.3 Causal Estimates from Observational Data

Experiments solve the problem of identifying causal effects through their design. 
Approaches based on natural experiments also attempt to solve the identification 
problem in this way,4 but to do so they have to rely on untestable assumptions of a kind 
not required by a true RCT. DAGs can be used for identification if they accurately 
capture the underlying data generating mechanism, DAGs are, ideally, derived from 
substantive subject matter knowledge, which, in turn, means established scientific find-
ings and well-founded theory. In many areas of science, large bodies of such findings exist 
and theories are invariant across space and time or their scope conditions are known. This 
is less true of the social sciences. As Efron (2020, pp. 644–645) puts it:

Science, historically, has been the search for the underlying truths that govern our universe, 
truths that are supposed to be eternal, like Newton’s laws. The eternal part is clear enough in 
physics and astronomy, . . ., [b]ut modern science has moved on to fields where truth may be 
more contingent, such as economics, sociology, and ecology.

Similarly, analyses using natural experiments and related methods will yield valid causal 
estimates if the exclusion restriction holds and we have an understanding of to whom the 
causal estimate applies. But this will not always be the case. Just as true experiments are 
not always possible in sociology, so valid instrumental variables or other natural sources 
of variation may not always be available or, if they are, may yield estimates that are dif-
ficult to interpret.

Causal claims derived from observational data, rather than being cleanly and defini-
tively proved, are most likely to be credible if they are established through evidence 
gathered and analyzed in multiple ways: as Jackson & Cox (2013, p. 44) put it ‘progress 
typically depends on the synthesis of conclusions from various sources’. Freedman (2003, 
p. 19) suggested a number of ways that a multi-phasic approach to establishing causality 
from observational data can be pursued:

Causal inferences can be drawn from non-experimental data. However, no mechanical rules can 
be laid down for the activity. Since Hume, that is almost a truism. Instead, causal inference 
seems to require an enormous investment of skill, intelligence, and hard work. Many convergent 
lines of evidence must be developed. Natural variation needs to be identified and exploited. Data 
must be collected. Confounders need to be considered. Alternative explanations have to be 
exhaustively tested. Before anything else, the right question needs to be framed.5

4 ‘[E]mpirical researchers in economics have increasingly looked to the ideal of a randomized experiment 
to justify causal inference. . . . researchers seek real experiments where feasible, and useful natural experiments 
if real experiments seem (at least for a time) infeasible. . . . These studies can be said to be design based in that 
they give the research design underlying any sort of study the attention it would command in a real experi-
ment’. (Angrist & Pischke 2010, p. 12).

5 Freedman (2010) presents informative and entertaining historical examples of how causal claims in epi-
demiology were substantiated in this manner.
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The approaches discussed in this paper can play important roles in this process. To 
Freedman’s list should also be added replication, to support or cast doubt on existing 
causal claims. Unfortunately, replication is widely neglected in sociology (see the chapter 
by Auspurg & Brüderl on reproducibility and credibility): this is a barrier to the disci-
pline’s ability to establish well-founded relationships of cause and effect.
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16. Longitudinal designs and models for causal
inference*

Markus Gangl †

1. INTRODUCTION

In all its various shades, rigorous sociology is meant as an explanatory science, where the 
aim is to explain observable social phenomena and where explanation implies reference 
to cause-and-effect statements that are logically consistent and supported by empirical 
evidence (see the chapter by Raub, De Graaf & Gërxhani in this Handbook). Rigorous 
sociology therefore by necessity (though not necessarily in each and every single piece of 
research) combines the analytical layer of theory construction that involves the derivation 
of possibly concrete hypotheses on cause-and-effect relationships from general principles 
of social action and interaction with the empirical layer of theory-testing, where the focus 
is on establishing the validity of some theoretical prediction against observable social 
reality. And when put to the task of evaluating such cause-and-effect statements, longi-
tudinal research designs are those that seek to capitalize on the opportunity to observe 
changes in outcomes in conjunction with some manifest change in the conditions for 
social action. Put differently, the defining feature of any causally-informed longitudinal 
research design is the ability to utilize one or more pretest and one or more posttest obser-
vations of outcomes, where the incidence of some treatment of interest separates the two 
phases and where the goal of research is to learn about the causal impact of that treatment 
on outcomes. The main attraction of longitudinal research designs in this context is that 
they allow the researcher to condition on subject-specific unobservables, i.e. to safeguard 
inferences in very general ways against the confounding impact of subject-specific idio-
syncrasies on outcomes.

Describing longitudinal designs in this standard language of the counterfactual model 
of causality may be seen as carrying undertones of experimental manipulation or adher-
ence to some of the more applied concerns of program evaluation research, yet neither of 
these presumed restrictions is implied in the current context. Instead, the treatment effects 
language seeks to characterize and convey elementary and recurrent analytical features of 
research that aims to test explicit cause-and-effect hypotheses and to permit arriving at an 
estimate of the empirical magnitude of any treatment effect involved (also see Morgan & 
Winship 2015; and the chapter by Breen on causal inference). Core conceptual concerns 
that underlie the counterfactual model of causal inference may usefully be conveyed in 
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* K. Gërxhani, N.D. de Graaf and W. Raub (eds) (2022), Handbook of Sociological Science: Contributions 
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language that resonates experimental research, but that is because causal inference is the 
sole purpose in experimental designs and because experimental designs reflect the relevant 
concerns in prototypical ways, not because valid causal inference presupposes experimen-
tal intervention in the first place. Throughout this chapter, the terminology of treatment 
and treatment effects will therefore be employed in the broader sense of potential causes, 
rather than being restricted to the more specific environment of controlled randomized 
trials and the active manipulation of treatment conditions they embody.

Thus, broadening the notion of ‘treatments’ is clearly useful when aiming to discuss 
the role of longitudinal designs in sociology. While experimental research is common in 
some areas of the discipline and increasingly being pursued in others (see the chapter by 
Gërxhani & Miller on experimental sociology for an overview), observational studies – 
whether in the traditional form of (representative) surveys, based on administrative 
registers or drawing on automated data collection from electronic sources or web 
scrapes – are the undisputed mainstay of the discipline and likely to remain so in a popu-
lation science (see the chapter by Jackson on sociology as a population science). 
Consequently, ‘treatments’ of sociological interest, or at least those at the center of atten-
tion in non- experimental sociological research, are more likely to reflect naturally occur-
ring events rather than any randomized interventions initiated by the investigator 
herself. And while this does create specific challenges in its own right, the counterfactual 
framework certainly helps to discuss pertinent issues within a common terminology and 
also by highlighting the demands of causal inference in the context of observational 
research relative to the prototypical controlled experiment and the analytical and infer-
ential tool it provides (on which, again, see the chapter by Gërxhani & Miller more 
 specifically).

Keeping with tradition in the methodological literature as well as in experimental 
research, this current chapter will indeed use the imagery of some discrete treatment 
occurring at some particular time point and the associated goal of ascertaining its effect 
on subsequent outcomes. In line with all of the foregoing, it should be understood though 
that this choice is meant as a didactical device to focus attention on the prototypical case. 
Of course, treatments may in practice consist of the removal of some condition (rather 
than the incidence of an event only), may involve multiple conditions and status reversals 
(rather than simple on-off comparisons only), may reflect a sequence of multiple status 
categories, if not a continuum of treatment intensity or dosage (rather than any well-
defined binary contrast only), or may indeed represent some particular combination of 
concomitant change in conditions for social action along more than one dimension (as 
opposed to the isolation of treatment effects over theoretically well-defined if not unidi-
mensional conditions in controlled experiments). Yet conceptually, these examples are 
variations on a broader theme and may typically be handled by suitable extensions from 
basic principles.

What certainly is implied by adopting a perspective on longitudinal research design, as 
advocated here, is to carefully distinguish between explicit causal inference versus more 
data-analytic and descriptive goals in longitudinal research. Both employ (often the 
same) quantitative techniques, but the focus of attention is characteristically different: 
whereas the former centers on a clear exposition of cause-and-effect hypotheses and on 
providing an attempt to validly identify a presumed causal relationship, if not a whole 
causal chain involving one or several mediating factors (i.e. generative social 
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mechanisms), from pre- and post-test empirical data, the latter is primarily interested in 
characterizing the distribution or patterns of change over (biographical or historical) time 
and in relating these to predictor variables that may or may not have causal interpreta-
tions attached. Both types of empirical research are complementary and indispensable 
elements of the sociological toolkit that requires the robust description of social facts as 
much as the possibly pinpointed test of some specific causal hypothesis in a more explan-
atory setting. Yet the distinction is meant to insist on the subtle but important question 
of whether or not the observational regime of a study permits recording any changes in 
purported causes and any associated changes in outcomes. If it does, the research in ques-
tion features a longitudinal design in the terminology of the current chapter. I will aim to 
clarify this distinction when discussing a few selected examples in the next section, and 
then move on to discuss models to estimate treatment effects from empirical data.

2.  LONGITUDINAL DESIGNS IN SOCIOLOGICAL PRACTICE: 
SELECTED ILLUSTRATIONS

The power of over-time comparisons to aid causal inference with observational (and 
experimental) data is widely appreciated, and longitudinal research designs are actually 
commonplace in the discipline, albeit not always explicitly recognized or referred to as 
such. Longitudinal designs may be implemented with either micro data on individuals or 
macro data on organizations or countries, and are then characterized as, respectively, 
quasi-experimental designs with pre-tests and non-randomized control groups, and as 
interrupted time-series designs in the methodological literature (e.g., Shadish et al. 2002), 
yet neither terminology is in widespread use in sociology. To fix ideas, it might hence be 
best to illustrate sociological applications of longitudinal designs from concrete research 
practice.

Longitudinal designs (implicitly or explicitly) naturally come into play in all micro 
studies that use panel data on students, workers or families to identify the causal effect 
of certain events on socio-economic outcomes. These could be the (possibly detrimental) 
effect of parental separation on children’s learning outcomes (Kim 2011), the effects of 
job loss on workers’ subsequent wages and earnings (e.g., DiPrete & McManus 2000; 
Gangl 2006), the wage penalty for motherhood (i.e. the effect of childbirth on wages, see 
Budig & England 2001; Gangl & Ziefle 2009), or the effect of separation on both part-
ners’ economic standing and life satisfaction (e.g., Andreß et al. 2006; Andreß & Bröckel 
2007), for example. One common feature of all these studies is the repeated observation 
of outcomes for the same respondents over possibly extended observation windows, i.e. 
the use of genuine panel data. Owing to the repeated observations of outcomes such as 
test scores, wages or life satisfaction for the same individuals, the incidence of life-course 
events such as (parental or own) divorce, childbirth, job loss or job change is what 
creates the longitudinal research design and what enables the researcher to define pre- 
and post-test observation phases from which to study the effect of events on outcomes. 
Clearly, the resulting design is non-experimental in nature, given that events are being 
observed as they naturally occur among subjects rather than being administered in pre-
specified ways to subjects by the investigator him- or herself, and given that the causal 
stimulus corresponds to a real-world event with all its potentially many connotations 

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



290  Handbook of sociological science

and aspects rather than to a well-defined and specific intervention that is being provided 
under the tightly controlled conditions of a laboratory experiment. These critical differ-
ences notwithstanding, all of the above studies retain the major advantage of a longitu-
dinal research design, the availability of empirical within-subject variation in purported 
causes and outcomes.

With respect to causal inference, this defining feature of longitudinal designs implies 
that the causal effect of interest is principally identified through and its empirical magni-
tude estimable from observed changes in causes and outcomes, i.e. from the within- 
subject contrast between pre- and post-test outcomes. Being able to rely on within-subject 
variation for identification and estimation is equivalent to conditioning on any and all 
subject-specific determinants of outcomes that are time-constant.1 As these comprise 
measured and unmeasured factors (and likewise easily measured and hard-to-measure, if 
not highly idiosyncratic factors) that can be understood as unchanging elements of an 
individual’s personality and preferences as well as her closer and wider social context, a 
longitudinal design offers an eminently powerful tool to aid causal inference with non-
experimental data. Characteristically, all of the above-cited studies exploit this feature by 
employing so-called fixed-effects estimators in their statistical analysis, by now a standard 
modeling choice in longitudinal design settings that will be discussed in more detail in the 
next section. At the same time, even though an impact estimate might be obtained from 
within-subject changes in outcomes among individuals who were empirically exposed to 
treatment (i.e. who were observed to empirically have experienced separation, childbirth 
or job loss, for example), all of the above studies incorporate equivalent data from the 
control group of individuals who were not experiencing the treatment condition during 
the observation window into their statistical analysis. This tends to be a second important 
feature of longitudinal designs in sociological research, as it turns out that the availability 
of control group observations is decisive in all cases of systematic temporal drift in out-
comes, whether due to ageing, systematic period effects over historical time or further and 
potentially group-specific over-time trajectories. As with the fixed-effect estimator in 
general, the analytical importance of this second standard feature of longitudinal 
research designs in sociology will be developed more fully below.

Before elaborating on such statistical issues, it seems worthwhile to emphasize that 
many useful variations of this basic longitudinal design exist and are regularly applied in 
empirical research in the discipline. Different forms of program participation – broadly 
conceived – are other discrete events of sociological interest, and the fundamental ration-
ale of a longitudinal research design of course also stays intact when the treatment of 
interest is some variation in dosage or, alternatively put, some quantitative change in a 
potential cause. Panel studies on the relationship between respondents’ income and hap-
piness (i.e. subjective well-being or life satisfaction) are one prototypical example (e.g., 
Headey et al. 2008; Bayer & Juessen 2015), panel studies on the effects of childbirth or 
either partner’s earnings and hours of work on separation risk or on the gender division 
of labor within couples is a second one (see Cooke & Gash 2010; Kühhirt 2012), especially 
when observations on some unexpected income shock might be exploited. Importantly, 

1 Identification from within-subject variation in other words implies holding constant any and all effects of 
those stable characteristics of individuals and of the social environment within which they are acting that have 
time-constant effects on the outcomes of interest.
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the principal logic of a longitudinal design is of course not restricted to microlevel 
research, but is eminently transferable to macrosociological settings, when it would com-
monly be referred to as an interrupted time-series (ITS) design.

Classical ITS designs find ample use in program evaluation and related fields in sociol-
ogy and in the other social sciences interested in the effect of some policy change – i.e. the 
introduction of a policy, a change in some of its key parameters, or also some intervention 
coming to an end – on outcomes. Examples include the summer break literature that 
identifies the role of schooling for (inequality in) learning outcomes by comparing chil-
dren’s cognitive and social development while schools are in session and during summer 
breaks (e.g., Downey et al. 2004; Downey et al. 2019), studies on the effects of raising 
compulsory schooling and other reforms to the educational system on inequality of edu-
cational opportunity and social mobility (see Rauscher 2016; Betthäuser 2017), and 
research on the relationship between parental leave policies and the duration of mothers’ 
actual work interruptions following childbirth (e.g., Lalive & Zweimüller 2009; Ziefle & 
Gangl 2014). Moreover, Goldin & Rouse’s (2000) famous study on the impact of blind 
auditions on the hiring chances of female musicians at major classical orchestras is an 
important reminder that relevant policy changes are by no means restricted to public 
policies in the narrow sense of the term. Characteristically, as macrosociological ITS 
designs involve a contextual-level treatment like a policy change or change of regulation, 
they more often than not consist of single-unit studies at the aggregate level, where causal 
inference rests on a before-and-after comparison of outcomes around the intervention of 
interest in the country, region or community where the change of rules has occurred and 
where valid control group observations may be difficult if not impossible to come by at 
the level of aggregate units. Importantly, the aggregate nature of the intervention implies 
that individual actors are unlikely to be sufficiently powerful to bring about the change 
of rules that may be individually beneficial to them, and actors often also will have limited 
opportunities to choose the specific institutional conditions or constraints that apply to 
them even when rules in question may be group- or location-specific.

In reference to the limited degree of individual agency, corresponding ITS designs are 
commonly known as natural experiments, even though resting on traditional observa-
tional data. And although institutional changes are a self-evident prototype of the design, 
many other aggregate events result in the structure of an ITS design when researchers seek 
to evaluate their impact on some outcomes of interest. A particularly instructive example 
of a non-policy-related ITS design is Kirk’s (2009) widely known study on the role of 
residential mobility for ex-offenders’ risk of recidivism that used the incidence of the hur-
ricane Katrina as a source of exogenous variation in residential location after release from 
prison, a natural experiment in the true sense of the word. With a comparison of recidi-
vism risk between three cohorts of ex-offenders released, respectively, before and after 
Katrina, Kirk’s study is also helpful to illustrate the close connection between ITS designs 
and cohort studies, especially in all those cases where some well-defined event may be 
used to demarcate the distinction of cohorts; another interesting study to combine an ITS 
design and a cohort study is Firebaugh & Chen’s (1995) research on the role of suffrage 
for shaping women’s electoral participation that has been able to draw on repeated obser-
vations of turnout in multiple birth cohorts over an extended observation window and 
that finds turnout rates to be markedly affected by the age at which women had first been 
able to vote even more than 50 years after the extension of suffrage to women. In very 
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rare cases, i.e. when panel data happen to be available over an observation window that 
coincides with a natural experiment at the macro level, it might even be possible to 
combine a longitudinal design at the micro and macro levels simultaneously. One such 
unicorn is the study of Gangl & Ziefle (2015) that isolated a role of public policies in 
shaping mothers’ work orientations by combining the observation of changes in women’s 
work–family preferences around childbirth with an ITS comparison at the macro level 
between three cohorts of mothers who were giving birth under different policy regimes 
that varied in the duration of parental leave entitlements.

Like with longitudinal designs in microlevel research, the principal logic of ITS designs 
is quintessentially suited to cases of some discrete historical event or policy change, but 
is also easily extended to a broader spectrum of quantitative (dosage) changes in some 
contextual condition of action. Classical examples would include studies that examine the 
effect of changing macroeconomic conditions on young adults’ educational attainment 
or enrolment (e.g., Mayer 2001; Lindemann & Gangl 2020), on fertility decisions (e.g., 
Schneider 2015; Comolli & Vignoli 2021; Matysiak et al. 2021), or on citizens’ political 
preferences (e.g., Polavieja 2013; Gangl & Giustozzi 2018), as well as any other strand of 
research where contextual conditions such as neighborhood or school composition are 
observed over time and where the impact of any such change on outcomes is sought to 
be quantified. Evidently, there is a direct connection and a partially fluid distinction 
between ITS designs and data-analytic traditions of time-series (cross-sectional) regres-
sion as well as multilevel modeling, yet it again seems preferable to reserve the language 
of longitudinal designs to situations of plausibly (or near) exogenous changes in circum-
stances and a correspondingly limited role for individual agency, e.g. through mobility 
from disadvantaged to more advantaged environments.

3.  LONGITUDINAL MODELS: DIFFERENCE-IN-
DIFFERENCES, FIXED EFFECTS AND FURTHER 
ESTIMATORS

Reduced to its bare essentials, there is a common observational structure in all of the 
above examples. There are two groups of observational units, both are being observed 
over a certain observation window, at some point in time one of the groups is exposed to 
some event or change in conditions for social action, and the analytical interest lies in 
establishing whether or not (and to what extent) the change of circumstances may have 
induced a concomitant change of outcomes. This is precisely the setup depicted in 
Figure 16.1, where outcomes Y are being observed among two groups D = {0, 1} at 
several time points t, and where one group D = 1 is exposed to treatment at some specific 
point in time, thereby analytically defining a pre-test and post-test observation window.

The minimal requirement for any longitudinal design evidently is to obtain exactly one 
pre-test and one post-test observation on outcomes, which is the setup marked with black 
circles and solid lines in the figure. In this setting, it is natural to conceive of an additive 
(average) treatment effect δ to shift (the distribution of) outcomes Y, and to consequently 
relate observable (average) outcomes by the equality

 δ( ) ( )− = − += = = =E Y Y E Y Yt
D

t
D

t
D

t
D1 1 0 0

post pre post pre
 (16.1)
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Equation 16.1 in fact defines the difference-in-differences (DiD) estimator, the funda-
mental estimator to statistically exploit a longitudinal design. As the apt name implies, 
the estimate of the (average) treatment effect is given by the simple difference in over-
time changes in outcomes Y between the comparison groups around the time point of 
intervention. Due to the central role of observed over-time changes in outcomes for 
estimating the treatment effect of interest, the DiD estimator is often alternatively 
referred to as the change score estimator in sociology (e.g., Allison 1990; Morgan & 
Winship 2015).

The sheer simplicity of the DiD estimator may risk masking two eminently powerful 
features. By deriving the treatment effect estimate from the difference of change scores, 
the DiD estimator effectively entirely abstracts from any pre-existing or permanent group 
differences in outcome levels. That is, one might have a simple linear process that deter-
mines outcomes in the two comparison groups like

 E Y E Y

E Y E Y

t
D

t
D

t
D

t
D

0 0

1 1

post pre

post pre

�

� �

( ) ( )
( ) ( )

= +

= + +

= =

= =

 (16.2)

where there is a common time trend τ in both groups, an (average) treatment effect δ that 
sets in among members of the treatment group (i.e. individuals experiencing event D) at 

Figure 16.1 The basic structure of longitudinal research designs

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



294  Handbook of sociological science

the occurrence of the event D = 1, and where, as in Figure 16.1, outcomes in the treatment 
group also are permanently elevated due to some group-specific condition λ, so that 

 �( ) ( )= += =1 0
pre pre

E Y E Yt
D

t
D  (16.3)

Yet irrespective of whether λ is an observed or unobserved condition, differencing 
(average) outcome levels within groups ensures that λ drops out of the estimating 
Equation 16.1, and that the estimated (average) treatment effect is therefore independent 
of the effect of λ on outcomes. This is a basic, but very powerful feature of the DiD esti-
mator because it implies that the resulting treatment effect estimate is implicitly condi-
tioned on the presence of any time-invariant confounder λ, i.e. on any persistent 
group-specific condition or factor that may affect either outcomes Y or incidence of 
treatment D (i.e. selectivity of treatment D), irrespective of whether λ is actually observed 
by the researcher or not.

The second important feature of the DiD estimator results from differencing change 
scores between comparison groups, as this enshrines an implicit, but critical identification 
assumption. Specifically, Equation 16.1 decomposes the change score in the treated group 
D = 1 as the sum of the observed time trend τ in the control group D = 0 and the unob-
served (average) treatment effect δ. Put differently, Equation 16.1 states the counterfac-
tual assumption that the treated group D = 1 would have seen the exact same amount of 
over-time change τ in outcomes if the treatment (event) D had not actually set in. This is 
the so-called parallel (or common) trends assumption that is inherent in the DiD estima-
tor, and that is illustrated by the dotted line in Figure 16.1. The parallel trends assumption 
is to hold that, absent treatment D, the exact same temporal dynamics govern outcomes 
in both comparison groups. As a result, the counterfactual outcome ( )=1

post
E Yt

*D  follows 
from extrapolating the observable time trend τ in the comparison group D = 0 from the 
pre-test observation of (average) outcomes ( )=1

pre
E Yt

D  in the treatment group D = 1, and 
the DiD treatment effect estimate is the difference between that counterfactual and the 
actually observed (average) outcome ( )=1

post
E Yt

D  in the treatment group D = 1.2

3.1 Multiperiod Settings and Non-parallel Trends

The inconvenient implication of the foregoing discussion indeed is that the parallel trends 
assumption is but one out of infinitely many possible assumptions that could be made 
about the counterfactual time trend, and that an infinite number of different estimates of 
the treatment effect of interest could be produced by varying the identifying assumption. 
Longitudinal designs are extremely versatile and powerful in terms of permitting the 
analyst to control for any and all unit-specific factors that are constant over time, and 
thus to safeguard substantive inferences against a plethora of inferential threats that are 
difficult to rule out with standard cross-sectional designs where inferences instead rest on 
between-unit variation in treatment conditions of interest. Yet even then, further 

2 This way of presenting the estimator may help to explain why in many situations macrolevel ITS designs 
may well yield credible causal inferences even without any explicit comparison group, namely whenever the 
counterfactual time trend may plausibly be extrapolated from observable past trends or when a counterfactual 
assumption of no change absent treatment occurrence may appear justified.
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identification assumptions on the counterfactual time trend are required. The parallel 
trends assumption is an implicit default in many longitudinal studies (not just because of 
the DiD estimator, but maybe even more so due to the popularity of the fixed-effects 
regression estimator that also implies it, see below), it certainly holds strong claims to 
plausibility in many situations, but its presence and necessity inevitably raises the ques-
tion of how the assumption may be tested or defended, and what to do in case one finds 
the parallel trends assumption violated.

Coming to terms with the correct specification for the temporal evolution of outcomes 
is one, if not the most important, reason for extending the basic two-wave longitudinal 
design to a multiperiod setting involving several pre-test and several post-test observa-
tions when causal inference is concerned. In Figure 16.1, such a multiperiod extension 
(depicted by the grey symbols) would not have affected inferences about δ at all, because 
outcomes have been construed to strictly follow the assumptions of the DiD estimator, 
including the parallel trends assumption. Figure 16.2 instead provides some illustrations 
of alternative observational settings that all feature non-parallel trends, and that all may 
have plausible sociological applications. In Figure 16.2, the Type I setting for example is 
one of group-specific trends that are positively correlated with treatment, i.e. where it is 
not just the case that D is raising outcomes Y, but where those units (i.e. individual actors 
or social aggregates) who experience treatment are generally those that happen to be on 
a more positive outcome trajectory irrespective of treatment. Put differently, the social 
process under study does not simply involve selective exposure to D by group differences 
in levels of outcomes, but also by group differences in trends over time.

In this case, the standard DiD estimator will be insufficient, however, because this will 
implicitly mean substituting the flatter outcome trend observed in the comparison group 
for the counterfactual in the treatment group (i.e. the dotted trajectory inserted in the 
post-test observation window for the top panel of Figure 16.2) when in fact the correct 
procedure would have been to extrapolate from the steeper outcome trend that is 
observed prior to intervention in the treatment group to its post-test counterfactual. 
Ignoring selectivity in terms of differential trajectories means that the standard DiD 
estimator will overestimate the treatment effect in a Type I-like scenario, i.e. with posi-
tive selection on trajectories, even when ensuring that any and all effects of time- 
invariant covariates on outcome levels have been accounted for. Yet Type I scenarios 
may not be rare in sociological applications, especially when examining processes that 
exhibit certain (status-dependent) forms of cumulative (dis)advantage (see DiPrete & 
Eirich 2006 for further background). When allocating their training investments based 
on expected productivity returns, firms would surely be expected to consider workers’ 
skill level (indexed by educational degrees, perhaps) as well as workers’ recent career and 
wage growth in the firm (as one indication of effort, growth of firm-specific skills and a 
close match between worker habits and corporate culture) – yet, if so, applying the 
standard DiD estimator would overstate the returns to any additional training invest-
ment in practice because selectivity of treatment by differential wage trajectories would 
not have been accounted for.

In other cases, some processes of (strict) cumulative advantage might also imply non-
parallel trends, yet without threatening the validity of the standard DiD estimator. The 
Type II scenario of the middle panel in Figure 16.2 is an example. Here, both comparison 
groups show parallel trends during the pretest observation window, yet increasingly 
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Figure 16.2 Non-parallel trends in longitudinal research designs
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deviate from each other in the posttest stage. A concrete example might be when the same 
training intervention does not just generate an increase in skills and productivity that 
increases wages, but also facilitated networking among participants, and when those new 
contacts over time lead to interesting job offers over and on top of the more immediate 
effects on workers’ skills as such. A Type II-pattern, in other words, might result from a 
non-constant treatment effect (of an intervention that is triggering some cumulatively 
increasing consequences), yet in this case the DiD estimator is not compromised because 
the parallel trends observed in the pretest period may be taken as evidence to defend the 
imposition of the parallel trends assumption to define the counterfactual net of treatment 
in the posttest stage. Properly diagnosing a Type II-pattern certainly requires a corre-
spondingly flexible model specification in the empirical analysis, yet standard DiD 
remains a suitable estimator because selection into treatment is strictly in terms of 
outcome levels, not outcome trends.

Short of simple sign reversals from patterns of cumulative advantage to cumulative 
disadvantages, regression to the mean is another phenomenon to imply non-parallel 
trends. One illustration is the Type III-pattern in the bottom panel of Figure 16.2, which 
depicts the consequences of an intervention in the treatment group in an environment 
that is characterized by strong regression to the overall mean. Selectivity into treatment 
is positive in outcome levels, as in the illustrations before, but negative in outcome tra-
jectories, and the positive treatment effect is therefore short-lived and withering away 
quite quickly. In the training example, Type III-regression to the mean might be induced 
by either a strongly cooperative or a strongly competitive work environment where skills 
obtained by members of the treatment group quickly dissipate to the control group as 
they get passed on to, or are imitated (or obtained in the next round of training classes) 
by co-workers. DiD is again inconsistent in either case of Type III scenarios because the 
parallel trends assumption is not justified for the social process at hand. If the dotted 
regression-to-the-mean counterfactual is substituted by the one obtained from the paral-
lel trends assumption (i.e. by connecting a trend line that parallels the control group from 
the point of intervention onwards), it is easy to see that standard DiD would lead to 
significant downward bias in the resulting treatment effect estimate.

3.2 Multiperiod Settings and Parametric Regression Models

Through their wider observation window and the possibility to more adequately charac-
terize how process dynamics are evolving over time, multiperiod longitudinal designs 
offer significant leverage over the minimal two-period case. Yet, as may have been 
implicit in the above illustrations, there is an important asymmetry between observing 
outcomes over multiple pretest versus over multiple posttest occasions. Multiple posttest 
observations are primarily attractive on substantive grounds, as they help identify any 
temporal evolution in the magnitude or direction of the estimated treatment effect with 
increasing time since treatment occurrence. Instead, the attraction of having multiple 
pretest observations is primarily methodological, as a sufficient length of the pretest 
window is crucial for establishing the temporal pattern of process dynamics as well as any 
systematic group differences in that respect that need to be conditioned on when estimat-
ing the treatment effect of interest. By necessity, all available econometric tests of the 
parallel trends assumption revolve around the degree (or lack) of alignment in pretest 
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outcome trajectories across comparison groups (see Heckman & Hotz 1989 for the fun-
damental ideas); strictly speaking, one should of course state more correctly that the 
parallel trends assumption itself is untestable in principle (as the counterfactual cannot 
be observed in the posttest stage by definition), but that a sufficiently extended pretest 
window and any associated tests of the parallel trends assumption may be critical in 
marshalling sufficient evidence to sustain, corroborate and defend the plausibility of 
maintaining the parallel trends (or any other) assumption about counterfactual over-time 
dynamics in outcomes.

Distinguishing between these two distinct analytical roles of the pretest and posttest 
window is vital, not the least because the complex data structures in multiperiod longitu-
dinal settings lend themselves naturally to the use of parametric regression models, and 
especially so in microanalytical settings when panel survey or register data may be avail-
able that allow tracking a large N of respondents over some modestly long observation 
window in time. In principle, the DiD estimator itself is obviously nonparametric and not 
requiring reliance on specific functional form assumptions other than additivity of treat-
ment effects, so that panel versions of propensity score or other nonparametric matching 
estimators (cf. Heckman et al. 1998; Rubin 2006; Gangl 2015; Morgan & Winship 2015) 
could be employed to estimate treatment effects in the prototypical setting of a large-N 
moderate-T design that will mainly inform the following exposition.3 In longitudinal set-
tings specifically, matching estimators offer the decisive advantage of clearly separat-
ing  the two asymmetric roles in which multiperiod data structures may inform the 
identification and estimation of some treatment effect of interest by separating the speci-
fication of the assignment model from the estimation of the treatment effect itself (see 
Rubin 2006), yet are computationally intensive and certainly more cumbersome to set up 
than using a readily available canned regression routine in a statistical package. As a con-
sequence, parametric estimation is the rule in studies relying on longitudinal designs, yet 
unfortunately there is a wide variety of applicable models, and these often differ in terms 
of counterfactual assumptions and other substantive implications in non-obvious ways.

The standard regression model to exploit a longitudinal design is a good case in point. 
The starting point is the basic regression equation for panel data

 Yit = δDit + βXit + γt + λi + uit (16.4)

that relates outcomes Yit that are observed for individuals i at several time points t to a 
vector of observed covariates Xit and an associated vector of regression parameters β, a 
flexibly specified time drift γt, a unit-specific individual effect λi, and an error term uit.4 
When informed by an explicit longitudinal design, it is of course the design covariate Dit 

3 Many of the following considerations apply to ITS and related designs in macrolevel studies as well, yet 
the typical setting of a small to moderate-N large-T data structure inevitably will bring a stronger emphasis on 
the modeling of the time-series component than feasible in the panel data literature that informs this chapter. 
Interested readers will find more specific treatments of relevant issues in the encompassing literature on time-
series modeling and on the analysis of time-series cross-sectional data in statistics and econometrics (e.g. 
Greene, 2018).

4 To keep the exposition minimalist, I omit the regression constant from panel model notation. Models 
with an individual-specific effect λi imply an individual-specific constant, but readers who might feel more 
comfortable with an explicit overall constant in the equation may imagine the constant as the first column of 
the covariate data matrix Xit.
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and the associated treatment effect δ that are of essential interest. Mathematically, Dit 
could well be subsumed under the covariate vector Xit, but as Dit records treatment group 
membership and the incidence of treatment at or after some time point t (i.e. defines the 
pretest and posttest observation windows) specifically, it seems useful to preserve the 
conceptual distinction between treatment conditions Dit and potential confounders Xit in 
the current discussion. Under the assumptions of linearity, an additive treatment effect 
and a common time drift in outcomes, Equation 16.4 encapsulates the basic longitudinal 
design depicted in Figure 16.1.

In line with standard econometric practice, Equation 16.4 is usually estimated with the 
fixed-effects (FE) estimator that removes the unit-specific individual effect λi through 
mean-differencing the equation and then applies ordinary least squares (OLS) regression 
on the within-transformed data (see, for example, Halaby 2004; Wooldridge 2010;  
Brüderl & Ludwig 2015; Morgan & Winship 2015); when the time trend γt is modelled 
non- parametrically via dummy terms for the time periods, the resulting model is com-
monly known as the two-way FE estimator. The FE estimator has become so firmly 
ingrained in research practice (and for mostly good reasons) that many researchers seem 
unaware of the fact that the FE estimator is equivalent to the DiD estimator in two-period 
settings only, but deviates in a subtle, but potentially important characteristic from the 
actual DiD estimator in multiperiod settings. Specifically, the parametric panel data 
equivalent to the DiD estimator is not the FE estimator, but the first-differences (FD) 
estimator that also removes the individual effect λi through differencing, but that, as the 
name implies, uses first differences between temporally adjacent observations rather than 
mean-differencing to achieve that purpose (again see Halaby 2004; Wooldridge 2010; 
Brüderl & Ludwig 2015 for further background).5

As a result, the FD estimator requires a less restrictive assumption about the temporal 
dynamics of the model than the FE estimator. The latter specifies a model without any 
over-time feedback, neither in the fixed part of the model nor in the residuals, and hence 
identifies its parameters under a condition of strict exogeneity of all explanatory varia-
bles, where residuals uit are assumed to be independent of the entire time path of all 
covariates, i.e. of past as well as future values of explanatory variables. Another way to 
think about the strict exogeneity condition is to assume that random shocks that occur 
at some point in time do not have any consequences for future outcomes, and that indi-
vidual outcomes therefore immediately revert to the level defined by the systematic part 
of the model and including the unit-specific effect λi. With the FD estimator, random 
shocks may instead transmit their effects to outcomes in future time periods because the 
estimator only requires a condition of weak (a.k.a. sequential) exogeneity in the residu-
als for consistency, i.e. that realizations of current errors uit be independent from past 
trajectories of explanatory variables up until the current observation, which allows for 
serial dependence in the form of a random walk. FE and FD estimates will hence 

5 It would of course also be possible to conceive of λi as a (normally-distributed) random effect, and esti-
mate Equation 16.4 via generalized least squares or similar estimators used in the literature on hierarchical 
(multilevel) regression models. Due to the implicit assumption of a zero correlation between λi and observable 
covariates Xit, random effect models do not remove inferential threats due to unobserved time-invariant indi-
vidual traits, however, and are therefore not considered further in this chapter. More extensive discussion of 
this point is available in Halaby (2004), Wooldridge (2010), Morgan & Winship (2015) or Brüderl & Ludwig 
(2015).
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coincide under strict exogeneity, but deviate from each other with more complex tem-
poral  patterns.

Over and above the distinction between FE and FD estimators of what still is a static 
panel data model along the lines of Equation 16.4, there is a wide variety of further regres-
sion specifications to allow for richer temporal dynamics. The lagged dependent variable 
(LDV) model, also known as the analysis of covariance model,

 Yit = αYit – 1 + δDit + βXit + γt + uit (16.5)

allows for direct feedback across time periods and has a long history in psychology, edu-
cation and sociology, but is well-known to imply a restrictive regression-to-the-mean 
assumption along the Type III-pattern of Figure 16.2 for the counterfactual because α is 
equivalent to the reliability of Yit (an extensive discussion and demonstration of this point 
is provided by Morgan & Winship 2015, p. 375ff.). On the positive side, the LDV is con-
sistent with more complex implicit assignment models for treatment status, because Dit is 
now purged from any association with outcome levels in the previous time period, i.e. the 
occurrence of treatment may depend on random shocks in the past whereas FE/FD only 
permit a correlation with time-invariant sources of unit-specific heterogeneity. Combining 
the assumption of unit-specific effects λi and the possibility of systematic feedback effects 
leads to the class of dynamic panel data (DPD) models

 Yit = αYit – 1 + δDit + βXit + γt + λi + uit (16.6)

that require at least moderately long panel data and either the Andersen–Hsiao or 
Arellano–Bond instrumental variables estimators (see Halaby 2004; Wooldridge 2010; 
Brüderl & Ludwig 2015) or properly specified structural equation models (Allison et al. 
2017) for obtaining consistent parameter estimates. Yet other extensions to allow for 
richer dynamic structures are the first-order autoregressive FE model

 Yit = δDit + βXit + γt + λi + uit (16.7)
 with uit = ρuit–1 + εit and |ρ| < 1 

and the generalized fixed-effects individual-slopes (FE-IS) model 

 Yit = δDit + βXit + γi t + λi + uit (16.8)

that allows for individual-specific slopes γit in the specification in order to accommodate 
group-specific time trends along the lines of Type I-like scenarios in Figure 16.2 (see 
Morgan & Winship 2015, p. 382f.; Brüderl & Ludwig 2015 for expositions; but substan-
tive applications in sociology date at least back to DiPrete & McManus 2000 for the FD 
variant; Gangl 2005 for the FE estimator).

It is impossible to discuss the relative virtues of these different model specifications in 
the space of this chapter, yet an illustrative simulation exercise may help to convince the 
reader of the all-important point that an adequate specification of the temporal dynamics 
in the social processes under study is critical for obtaining consistent estimates of a treat-
ment effect of interest within a longitudinal design setting – and also that the conceptually 
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most elaborate econometric specification is certainly not guaranteed to deliver empirical 
estimates that best approximate the true parameter value under all circumstances. In 
Table 16.1, I report on respective estimation results obtained from simulated data, i.e. 
where the true data generating process is known, where the true value of the treatment 
effect has been set to δ = 1 throughout, and where the performance of each estimator and 
regression specification may be judged against that standard. In order to represent the 
main traditions of longitudinal modeling, four basic models are being used in the simula-
tion exercise: a static panel model conforming to the assumptions of the FE model, a 
dynamic model conforming to the LDV regression specification, and two DPD models 
that combine both strands, and that feature regression to the mean (RM) dynamics in 
one case and cumulative advantage (CA) dynamics in the other. To demonstrate the 
performance of estimators under different types of dynamic complications, I simulate 
each of the four models under three scenarios, namely a first scenario where selection into 
treatment is on the unobservable unit effect λi and where the parallel trends assumption 
holds otherwise (i.e. a scenario conforming to standard assumptions), a second scenario 
that involves person-specific trends and, by implication, selection on unobserved outcome 
trends rather than levels, and a third scenario that retains the parallel trends assumption, 
but allows for selection on Yit – 1 rather than on the unit effect λi. Of course it would also 
be possible to combine these two latter scenarios in order to demonstrate more formally 
that evident biases are compounding each other.

The purpose of the simulation exercise is not to prove the existence of bias or its mag-
nitude with any mathematical exactitude from the specific details of the simulated pro-
cesses, but instead to convey some broader impressions on the performance of the 
different candidate estimators.6 As a bottom line, there simply is not a single estimator 
that would be able to produce the correct treatment effect estimate under all the scenarios 
that have been simulated for Table 16.1. That standard OLS is biased in all cases is well-
known and as expected, the same for the standard FE estimator when confronted with 
individual-specific time trends or the LDV estimator in all scenarios that deviate from the 
strict regression-to-the-overall-mean assumption it implies. Relative to its background 
status in sociology, the good performance of the FD estimator might be noteworthy, 
especially outside of scenarios that involve selectivity on Yit – 1, i.e. on random shocks 
rather than on purely time-invariant sources of heterogeneity. In contrast, the FE-AR 
model or the Arellano–Bond (AB) estimator that involves more elaborate econometric 
specifications of the time series component in the data seem to go astray rather easily once 
brought outside of their neatly circumscribed terrain. Even with a moderate time-series 
length of T = 20 as in the current simulations (i.e. with what would be considered a long-
running panel survey), the FE-AR model is generally worse than applying simple OLS, 
and also the AB estimator loses its attraction in the scenarios that involve either person-
specific trends or selection on Yit – 1 (or both, of course).

As sociologists are not likely to be wedded to specific mathematical models that they 
believe enshrine strong theoretical assumptions about the workings of the social world, 
a pragmatic take from Table 16.1 may indeed be to confirm current intuition in the dis-
cipline about typically robust estimators that might be usefully applied under a wide 

6 A more complete documentation of this simulation study is provided on the author’s website, see https://
www.fb03.uni-frankfurt.de/44509740/Prof__Dr__Markus_Gangl.
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variety of data-generating mechanisms. When ‘typically robust’ is taken to mean estima-
tors that do exhibit some bias, but where resulting biases might be sufficiently small and 
substantively negligible under almost all circumstances relative to the typical inferential 
goals in the discipline, then three of these stand out. The first is the generalized FE-IS 
estimator that performs well unless confronted with the combination of a dynamic panel 
model and person-specific trends (and where one might assume that the impression may 
be generalized to its FD variant as well). The second is the non-parametric propen-
sity score DiD matching estimator, especially when controlling not just for Xit – 1 pre- 
treatment covariates but also for past outcome history Yit – k, k = 1, . . ., t0 in the 
pretest window in the assignment model (which is the sole difference between specifica-
tions I and II in Table 16.1). But the simplest of all may yet be the third, which is given 
in the last column of Table 16.1 and which is the straightforward parametric DiD 
 regression

 Yit = α +δDit + βDi + γt + φ(Di × t) + uit (16.9)

described by Morgan & Winship (2015, p. 387) and Brüderl & Ludwig (2015, p. 335). As 
these authors are entirely correct to stress, when seeking to evaluate the effect of a well-
specified treatment condition within the setting of a longitudinal design, it is analytically 
imperative to condition on differential selectivity into treatment status. Hence, descrip-
tive accuracy of the statistical model is of secondary concern, and a regression specifica-
tion such as Equation 16.9 is sufficient to achieve the purpose. It is unusual to see a single 
regression coefficient β representing all differences in outcome levels between comparison 
groups D (rather than the usual plethora of coefficients for a whole covariate vector Xit), 
but as long as the required parametric assumption about temporal dynamics (linearity in 
the present case) are approximating real-world dynamics sufficiently closely, the analyti-
cal focus that is provided by an explicit longitudinal design often would seem to permit 
considerable simplification of the statistical estimation problem.7

4. FURTHER ISSUES AND COMPLICATIONS

While the choice of an adequate statistical model to properly represent the temporal 
dynamics of the social process under study can evidently be daunting enough, this unfor-
tunately does not yet exhaust the list of potential concerns when employing longitudinal 
designs. To simplify the exposition, this discussion has so far supposed that treatment 
occurrence Dit is exogenous, at least conditional on observed covariates Xit. This assump-
tion may often be plausible in ITS designs and related natural experiments, where the 
event or intervention in question involves a change of universal (i.e. macro) conditions 
of action that are shared in the population under study, and where individual actors lack 

7 It seems worthwhile to add that moderate-length panels are required to even begin testing for pertinent 
temporal dynamics, and for selecting parametric model specifications accordingly. With short panels, the 
performance of the various estimators inevitably converges to the standard FE estimator, thus providing yet 
another justification for its popularity in empirical research. Again, see the documentation of simulation study 
on the author’s website for further details and corresponding results.
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the power to set these conditions. In microlevel research, however, endogeneity is bound 
to become a more forceful consideration because instrumental choice of treatment may 
be possible and theoretically plausible – in the running example of the training 
program,  one may well posit enrolment based on expected career returns, i.e. posi-
tive  selection into treatment based on the expected (unit-level) causal effect of inter-
est.  In  such cases, and likewise in cases of endogenous choice of group membership 
or  social context (e.g.  through residential mobility towards more favored neighbor-
hoods), any empirical estimate will conceptually no longer represent the average treat-
ment effect (ATE)  in  the population, but merely the more circumscribed average 
treatment effect on the treated (ATT) parameter. On the positive side, the ATT might in 
fact often be the parameter of genuine interest, since sociologists tend to be more inter-
ested in understanding and describing social realities as they find them rather than in 
attempts to extrapolate from observed patterns to hypothetical scenarios that involve 
a  (perhaps  policy-driven) manipulation of the rate of treatment occurrence or an 
 expansion of treatment availability (see Morgan & Winship 2015 for a more extensive 
discussion of this point as well as on the larger issue of endogeneity of treatment 
 assignment).

A related issue arises from the fact that identification by necessity assumes a more local 
character, i.e. is likely to be more clearly tied to particular units of observation, in longi-
tudinal designs than in other types of research. Political or macroeconomic events that 
lend themselves to an ITS design are rare events, and may moreover not occur indepen-
dently from other characteristics of the countries, communities or neighborhoods that 
experience such events or that decide to implement some policy change. Likewise, life-
course events such as childbirth, marriage, separation, or career events such as promo-
tions and job loss often exhibit clear age-related patterns, so that respective events 
recorded in the fixed observation window of a social science panel study will not be a 
representative sample of events (and their consequences) in the particular country or 
region, but will disproportionately reflect the experiences of specific (birth) cohorts. 
Unless one would have reasons to assume strong homogeneity in treatment effects, local 
identification may therefore be insufficient to estimate average treatment effects in some 
situations, applications or context, and may also result in observations of systematically 
larger variation in treatment effect estimates obtained across replications in different set-
tings (also see the closely related discussion on treatment effect heterogeneity in Breen’s 
chapter). Yet as sociologists have a theoretical predisposition toward contextualization, 
what might come to be seen as ‘mixed’ evidence in other disciplines might actually provide 
a treasure trove of primary data to study broader contextual conditions that may shape 
the magnitude of some specific treatment effect of interest.

Finally, as the above exposition attempted to focus on essentials, a number of further 
subtleties pertaining to model specification and interpretation had to be glossed over, and 
can also be mentioned only briefly here. That adequate modeling of temporal dynamics 
is critical in longitudinal designs should have become clear already, but it may be helpful 
to remind the reader that the issue has multiple aspects. The temporal dynamics in the 
pretest window are essential to defend the parallel trends assumption or to provide an 
empirical basis for sustaining an alternative counterfactual specification. Temporal 
dynamics in the posttest stage, in turn, are primarily informative about the time path of 
the treatment effect itself, i.e. about the presence of any temporal lag in the build-up of 
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the treatment effect or, alternatively, any pattern of over-time decay in the treatment 
effect, and the timing of observed (treatment) events in either biographical or historical 
time may provide relevant context to understand (or predict) treatment effect heterogene-
ity across settings. In a somewhat less obvious fashion, temporal dynamics may also 
affect the choice of an appropriate definition of the pretest window in itself, depending 
on the extent to which anticipatory behavior may be relevant in the social process at hand: 
one famous example is the Ashenfelter’s dip phenomenon, named after the labor econo-
mist who discovered that workers’ wage trajectories begin to decline well ahead of an 
eventual job loss, so that wage levels at the point of job loss form an inadequate pretest 
observation to judge the magnitude of wage losses due to job loss (see Ashenfelter 1978; 
Heckman & Smith 1999).

Temporal dynamics may also be relevant to the treatment (event) in itself. All of the 
foregoing silently proceeded on the assumption that the treatment of interest would 
consist of a single life-course or historical event, and that the analytical task would lie 
in studying the consequences of this single event. In practice, many treatment events, 
especially at the micro level of households and individuals, may potentially occur in 
sequences of several events and may moreover do so in the form of endogenously linked 
sequences where the probability of a further event is affected by the incidence of an 
earlier one, and the more involved (parametric or marginal structural) models to 
account for so-called dynamic treatment assignment may be required (see Robins et al. 
2000; Hernán et al. 2001; Abbring & Van den Berg 2004; Abbring & Heckman 2007; 
Morgan & Winship 2015, p. 392ff.). Also, while all of the above exposition has 
silently  assumed symmetry in treatment effects, it might be the case that actual 
effects  are  asymmetric, i.e. that the removal of some treatment incurs a (quantita-
tively)  different behavioral response than its original incurrence; see Allison (2019) 
for a general discussion of specification options and Lalive & Zweimüller’s (2009) study 
on the impact of the expansion and subsequent reduction of entitlements in Austria’s 
parental leave system as a unique example of a study on asymmetric policy effects. 
Furthermore, issues of spillover and equilibrium effects may require consideration 
whenever the stable unit treatment effect assumption (SUTVA), i.e. the condition of no 
interference between treatment and control group members, may be violated through 
either direct or indirect interaction that may result in mutual learning about outcomes 
(again see Morgan & Winship 2015 for an extensive discussion), and a discussion of the 
broader substantive, political or societal relevance of any empirical treatment effect 
estimate may require the analyst to attempt quantifying its explanatory power through 
techniques of causal accounting or quantification of attributable risk (see Pearl 2009 for 
further discussion).

5. CONCLUSIONS

Longitudinal research designs are a versatile and eminently powerful tool to the social 
scientist interested in causal inference, and especially so regarding all those questions of 
social causality that expand beyond those microsociological exchange settings that may 
be amenable to controlled experiments in the laboratory or in the field. Repeated observa-
tion of the same actors or the same collective units before and after some treatment of 
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interest provides the non-experimental researcher with the unique opportunity to evalu-
ate the impact of changing conditions for social action on observable outcomes while 
abstracting from the role of all time-invariant characteristics of (collective) actors that 
may otherwise be thought to affect the social process under study. The preceding section 
has tried to sensitize readers to the fact that the identity of the specific (collective) actors 
under study will subtly re-emerge as an element in any nuanced interpretation of findings 
of treatment effect heterogeneity, yet the principal achievement that the estimates of a 
treatment effect of interest may (to a large extent) be shielded from bias that arises from 
who has been experiencing treatment is and remains a major asset of longitudinal designs 
in the empirical social sciences.

Yet powerful as they may be, longitudinal designs evidently find their limits in the 
simple fact of life that some conditions of action do not change or that some events or 
policy changes do not happen, or at least do not do so during the observation window 
a researcher would have at her disposal – and in all such cases, social scientists then need 
to turn to other approaches when trying to learn about the relevance of some time-
constant feature of social life. On the other hand, it is important to also not undersell 
the power of longitudinal designs in these circumstances, when such designs might still 
be applied with some creativity on the researcher’s part. Prima facie, it may seem that 
longitudinal designs have no role to play in, for example, key questions of the discipline 
that surround ascribed characteristics such as gender, race and class that are (mostly) 
unchanging, yet even in those cases longitudinal designs may find suitable applica-
tion  in  the study of key mechanisms that generate (dis)advantage if and when these 
involve the (non-)occurrence of specific events, a point argued more fully in Gangl 
(2010).

Given decided analytical advantages, sociologists would be ill advised to shy away 
from utilizing longitudinal designs in response to the practical econometric complexities 
of dealing with longitudinal data structures. True enough, there is a wide array of appli-
cable regression models that differ in substantive and statistical assumptions about tem-
poral dynamics, yet in essentials the simple difference-in-differences estimator is and 
remains the cornerstone of all attempts at causal inference based on longitudinal designs. 
Trained in complex regression modeling and a data-analytic mindset, sociologists often 
exhibit a fixation on seeing a regression model as a parsimonious, but faithful representa-
tion of some real-world process under study and of the multiple parameters that govern 
the underlying behavior. In comparison, adopting the lens of explicit longitudinal designs 
and of isolating plausibly exogenous changes in conditions for social action and then 
evaluating their consequences, may help sociologists to focus and also ease their statisti-
cal task. When pursuing the more clearly circumscribed goals of causal inference, non-
parametric DiD estimators or the straightforward regression DiD estimator proposed by 
Morgan & Winship (2015, pp. 386–387) would often be all that is required to answer 
interesting substantive questions. In a slight variation on the common quip that one needs 
to learn about experiments whenever one does not like statistics, one could hence add that 
sociologists might wish to train their capacity for spotting exogenous variation in condi-
tions for action whenever they prefer to keep their statistics within easily manageable 
limits. 
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17. Experimental sociology*

Klarita Gërxhani and Luis Miller†

1.  INTRODUCTION: A BRIEF HISTORY OF EXPERIMENTAL 
SOCIOLOGY

Over the last 30 years, social sciences have witnessed an increase in the popularity of 
experimental research. This popularity is evident, for instance, in the number of articles 
using experimental designs published in the main general-interest journals of various 
social science disciplines (Gereke & Gërxhani 2020). However, upon a closer look, the 
tendencies in economics and political science, on the one hand, and sociology, on the 
other, are remarkably different for at least two reasons. First, in the former disciplines, the 
adoption of the experimental method has been more recent, but experiments have become 
increasingly mainstream. On the contrary, sociologists have been conducting experiments 
for more than a century, but the experimental method has never become central in the 
discipline. Second, sociological research employs a wide variety of experimental designs, 
something that is consistent with its theoretical and empirical ‘pluralism’ (for the concepts 
of theoretical and empirical pluralism in sociology, see the chapter by Raub, De Graaf & 
Gërxhani on rigorous sociology in this Handbook). In contrast, in economics, laboratory 
and natural field experiments have dominated the scene and, in political science, the survey 
experiment is clearly the most commonly used experimental design.

For most of the past century, economists and political scientists claimed that the 
experimental method could not be used in their field. In the beginning of the twentieth 
century, the president of the American Political Science Association, A.L. Lowell, argued 
that political science was an observational, not an experimental science (Lowell 1910, 
p. 7). Similarly, the Nobel Prize winner in Economics, Milton Friedman, stated in the 
1950s that economics must rely on ‘experiments that happen to occur’ (Friedman 1953, 
p. 150). In contrast, a few decades later, one could read that in political science ‘The 
number and influence of experimental studies are growing rapidly’ (Druckman et al. 
2011, p. 3) and in economics, that ‘Quite a substantial body of replicable experimental 
evidence has been gathered on a growing number of topics’ (Roth 1995, p. 3). This is not 
the way things evolved in sociology.

In sociology, the most intense debate about the use of the experimental methods 
occurred in the 1930s and 1940s (see Barrera et al. forthcoming, for a more detailed 
history of and elaboration on experimental sociology). But, even then, ‘only a minute 
portion of Sociology [was] experimental’ (Greenwood 1945, p. 5). Moreover, contrary to 
the other social sciences, one can find several definitions of experimental research in 
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sociology.1 In this sense, the discussion of the nature of experimental sociology is more 
complex than the quest for the study of causality typically advocated by the other 
 experimental social sciences.

Although definitions of what constitutes an experiment abound, every definition refers 
to the ideas of ‘control’, ‘manipulation’, or a combination of both. Control refers to the 
capacity of the researcher to keep all the extraneous factors, that could confound 
the investigation, constant. One could argue that control is not enough to characterize 
the experimental method, since the combination of observational data and careful statis-
tical modeling also provides the researcher with a high degree of control of, at least, the 
observable intervening factors in the investigation. Typically, we also expect some kind 
of manipulation to define a design as experimental. Manipulation refers to the purposeful 
intervention of the researcher in the data generation process. An important case within 
this narrow definition is manipulation by ‘random assignment’, in which units are 
assigned to experimental treatments or conditions with known probability. Given that it 
is hard to know all the extraneous variables that could confound an investigation, exper-
iments use random assignment to guarantee that the comparison units are indeed com-
parable. Therefore, an experiment is a methodological tool that allows the researcher to 
draw causal conclusions through control and random assignment.2

As a final remark on the history of experimental sociology, we would like to distin-
guish three stages in the development of this subdiscipline. In an initial stage, which goes 
from the early twentieth century to the 1970s, natural field experiments prevailed 
(Oakley 1998). The focus was on the empirical evaluation of public interventions related 
to topics such as income, employment support or housing allowance. In this first phase, 
most sociologists believed that pure (laboratory) experiments were not feasible in sociol-
ogy and only natural field experiments could be used to study social problems. A second 
stage, starting in the 1960s and lasting for two decades approximately, experienced the 
emergence and rapid growth of laboratory experiments that tested the new micro- 
sociological theories developed in the 1950s and 1960s, particularly ‘social exchange 
theory’ (Blau 1964; Homans 1961).3 Finally, the third and the most recent stage (this 
century) in the development of experimental sociology is more eclectic. Current experi-
mental sociology is influenced by other experimental social sciences, particularly by 
experimental social psychology and experimental economics, and the range of experi-
mental designs is wider than in the previous two phases. The influence of psychology and 
economics has resulted in the use of a variety of methodological choices and standards 
in experimental sociology. For instance, some sociological experiments employ mone-
tary incentives – particularly those testing game theoretical models – while others use 

1 Greenwood’s typology includes five: ‘pure experiment’, ‘uncontrolled experiment’, ‘ex post facto experi-
ment’, ‘trial-and-error experiment’, and ‘controlled observational experiment’. In this chapter, we only focus 
on the first type for reasons discussed below.

2 Note that there are important sociological types of research designs – usually also called experimental – 
that aim to maintain a high degree of control without the researcher’s explicit manipulation or intervention. 
These are the so-called ‘ex post facto’, ‘quasi-experiments’ or ‘natural experiments’. While these are important 
designs in sociology, our overview of the field will be based on the narrower definition of an experiment – what 
many sociologists would call ‘pure experiments’ – which involves both control and manipulation.

3 Another example is the seminal and highly influential study of Marwell & Ames (1979), who were the first 
to conduct experimental public goods games to study the provision of public goods. Their public good experi-
ment was followed by numerous related experimental applications across social sciences. 
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other types of incentives or do not incentivize research participants at all. Similarly, the 
use of experimental designs involving ‘deception’, a common practice in psychology but 
unacceptable in economics, is not always contested in sociology. Some important well-
known experiments deceive participants, for example those studying social conformity 
such as Willer et al. (2009). In contrast, those in the rational choice tradition do not 
typically use  deception.

This chapter aims to highlight some key features of the experimental method in sociol-
ogy. It does so by (1) discussing the need for experimentation in sociology, followed by 
(2) a discussion on an important methodological issue, namely validity, (3) a summary of 
various types of experimental designs, (4) an illustration of the use of experimentation in 
relation to some core sociological research, (5) a selection of new and interesting develop-
ments in experimental sociology, and (6) a concluding section.

2. WHY WE NEED EXPERIMENTS IN SOCIOLOGY

Most textbooks on social science experimental methods distinguish at least two types of 
experiments with regard to their main goal: ‘theory-driven’ and ‘empirically-driven’ 
experiments (Kagel & Roth 2020; Morton & Williams 2010; Willer & Walker 2007). 
Theory-driven experiments test hypotheses derived from theoretical models. In contrast, 
empirically-driven experiments search for empirical regularities and investigate phenom-
ena that cannot be explained by existing theories. Whether an experiment is conceptual-
ized as theory- or as empirically-driven has profound consequences for issues of causality 
and generalizability.

In this section, we focus on causality; generalizability is discussed below. In sociology, 
an ideal theory-driven experiment would start by proposing an action-based sociological 
explanation that can be operationalized and tested by means of a laboratory or field 
experiment. Take, for instance, the puzzle of why people enforce social norms even when 
they privately consider that these norms are false or even harmful. Using agent-based 
computational models, a possible solution of this puzzle was theoretically modelled by 
Centola et al. (2005) and then tested in a series of laboratory experiments by Willer et al. 
(2009). Hence, after establishing a potentially falsifiable hypothesis derived from a socio-
logical theory, mostly about a causal effect, theory-driven experiments become a useful 
tool to test the direction and the strength of the purported effect. When a randomized 
experiment is not feasible, either because of the nature of the research question or because 
of logistical reasons, sociologists rely on other designs to test causal effects, including 
natural experiments and other types of statistical modeling with observational data (for 
the study of causal effects using observational data, see Breen’s chapter on causal 
 inference).

Empirically-driven experiments, on the other hand, are useful for establishing empirical 
regularities (Jackson & Cox 2013; Willer & Walker 2007), which in turn can contribute to 
theory development. These types of experiments rely on the ‘Rubin causal model’ of causal 
inference (Rubin 1974). This model assumes that only the factors that can be purposely 
manipulated in experiments (i.e., the ‘treatments’) can be causal. The paradigmatic 
example of empirically-driven experiments are the so-called ‘randomized controlled trials’ 
(RCTs), especially those purposely designed to test a policy intervention. Take, for 
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instance, experimental studies of the labor market effects of ‘negative income tax’, ‘income 
maintenance’ or ‘housing allowance’ policies. In all these experiments, individuals or 
families are randomly allocated to treatment and control conditions, that is, some par-
ticipate in the program and some do not. Although the interventions might be theoretically 
informed, the main goal of these RCTs is to assess the effects of a specific intervention. 
Thus, the generalizability of the results to other instances or the confirmation of a theo-
retical hypothesis are of secondary interest, at most.4

From the perspective of rigorous sociology, a thorough understanding of a causal 
process via experiments is only possible through the lens of an appropriate theory of 
human action and with a further focus on unravelling mechanism-based explanations 
(see Jackson’s chapter on sociology as a population science where she encourages popu-
lation science sociologists to make more use of experiments for ‘identifying the micro-
level mechanisms proposed as explanations of the macro-level empirical regularities’, 
p. 22). This is in line with the idea of ‘causation as a generative process’, the type of 
causality advocated by analytical or mechanism-based sociology (Blossfeld & Prein 1998; 
Goldthorpe 2001; Hedström 2005; Hedström & Swedberg 1998). For discussions on the 
importance of linking theory construction with empirical research and for searching for 
mechanism-based explanations, see the chapter by Raub, De Graaf & Gërxhani, as well 
as Manzo’s chapter on analytical sociology.

To conclude on why we need experiments in sociology, regardless of whether the goal 
of experimentation is testing a theory, discovering a new regularity, or studying the effec-
tiveness of a new policy intervention, experimental designs have a number of advantages 
compared with observational studies. Beyond a high degree of control and hence a more 
precise estimate of a causal relationship, experiments are easier to replicate. The latter 
contributes not only to the robustness of empirical findings and, thus, to cumulative 
knowledge, but also to more integrity and transparency (see also the chapter by Auspurg 
and Brüderl on reproducibility and credibility). The main disadvantage of experiments is 
artificiality, related to either the setting in which they are conducted or the pool of par-
ticipants whose behavior is under study. Artificiality, in turn, has implications for the 
external validity of the experimental findings. This is what we turn to next.

3. VALIDITY OF EXPERIMENTS IN SOCIOLOGY

When it comes to experiments, the main methodological challenge sociologists tend to 
think about is validity, particularly external validity or generalizability. Validity in 
empirical research refers to the degree in which the empirical results are robust and rep-
licable. In sociology, most researchers use the distinction between internal and external 
validity introduced by Campbell and his collaborators more than 60 years ago (Campbell 
1957; Campbell & Stanley 1963; Cook & Campbell 1979). In their original contributions, 
internal validity relates to causality – inferences ‘in’ or ‘within’ the experiment – and 
external validity to generalizability – inferences ‘beyond’ or ‘outside’ the experiment. 
However, this conceptualization of validity is far from being consensual among social 

4 Deaton & Cartwright (2018) offer an extensive discussion of the pros and cons of RCTs in the social 
sciences.
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science methodologists and practitioners and several debates have emerged since its intro-
duction. For an excellent discussion, see Falk & Heckman (2009).

A prominent debate in social sciences concerns the logical relationship between inter-
nal and external validity. Central to this debate is the idea of a tension between the two, 
that is, there is a trade-off between control (internal validity) and generalizability (exter-
nal validity) of experimental results (Jimenez-Buedo & Miller 2010). To maximize inter-
nal validity one ought to shield the experiment against external disturbances that could 
interfere with the experimental treatment. However, this shielding against extraneous 
factors may limit the transportability of the experimental results to other contexts and 
populations. Conversely, a realistic (i.e., non-artificial) experimental environment may 
enhance the external validity of an experimental design, but limit the capacity of the 
researcher to control all the potential intervening factors that can interact with the treat-
ment. Although intuitive, the idea of the trade-off between internal and external validity 
has been widely contested. For many, internal and external validity cannot be in a trade-
off relationship because internal validity is a pre-requisite of external validity. In other 
words, there is no point in worrying about the generalization of some experimental results 
until one is confident about the internal validity of that result.

The methodological and practical consequences of the assumed trade-off between 
internal and external validity has structured the debate about the validity of social science 
experiments for decades. The most recent instantiation of that debate frames the issue of 
validity in terms of the theoretical and the empirical approaches to validity. This discus-
sion mimics the above-mentioned distinction between theory-driven and empirically-
driven experiments. The empirical approach to validity proposes that there are empirical 
methods (e.g., randomized control trials) that are as good as other methods (e.g., labora-
tory experiments) in attaining internal validity, but superior in achieving external validity 
(Al-Ubaydli & List 2015). This approach refers to the concepts of ‘realism’, ‘similarity’, 
and ‘representativeness’. Intuitively, it requires research constructs to be as similar to or 
as representative as possible of reality. Not surprisingly, it favors methods that rely on 
observations or experiments performed on relevant samples and in natural conditions. 
Depending on the social science discipline, natural field experiments and representative 
survey experiments would be the ‘gold standards’ for valid experimental research. A 
number of social scientists have recently used empirical studies to back their claims about 
the superior validity of natural field experiments and to question the generalizability of 
laboratory results. These studies typically focus on the original preoccupation of Cook 
& Campbell (1979) and try to show that laboratory results cannot be generalized to other 
persons, settings, treatment variables and measurement variables. Their main claim is 
that the absence of correspondence between results in the laboratory and in the field 
is evidence of a lack of external validity of results obtained under laboratory conditions 
(Bader et al. 2019).

In contrast, the theoretical approach to validity argues that there is no gold methodo-
logical standard and that external validity can only be achieved through theory. It is a 
theoretical claim, and not a single empirical finding, that can be generalized. Deaton & 
Cartwright (2018) have recently argued that establishing causality via empirically-driven 
experiments does not guarantee that the causal relation will hold in general in social 
science experiments. Bardsley et al. (2010, p. 51) share this opinion, writing that, ‘strictly, 
all that happens in a particular laboratory experiment is what happens in it’. Thus, using 
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the conventional terminology in the Campbellian approach, experiments would lack 
external validity. However, the main motivation for virtually any experiment is to say 
something of relevance beyond the local conditions of a particular experimental trial. A 
common response to this tension is the argument that when experiments are theory-
driven, what one generalizes is not a particular experimental result, but a ‘theoretical 
construct’ (Deaton & Cartwright 2018). Under this interpretation, ‘the aim of such 
experiments is not to generalize to a wider population, but rather to hone and test a sci-
entific theory that, if validated, could later be applied to a real-world context to explain 
human behavior’ (Jackson & Cox 2013, p. 38). Therefore, an experiment tests a theo-
retical claim and, if the evidence is confirmatory, the theoretical approach to validity 
would argue that the external validity of the experimentally-supported theoretical claim 
has increased.

Finally, an alternative solution to the tension between internal and external validity of 
experimental research is to combine complementary methods with samples from various 
populations and across regions or countries, to cross-validate both theory- and 
 empirically-driven experimental findings. This is elaborated further below.

4. TYPES OF EXPERIMENTAL DESIGNS IN SOCIOLOGY

Similar to related disciplines (experimental psychology, economics and political science), 
experimental sociology has developed different modes to address theoretically- and 
empirically-driven goals. Depending on the purpose and the research question asked, a 
researcher can conduct different types of experiments. In principle, those conducted 
in  the laboratory provide the highest degree of control and manipulation. This 
makes them particularly valuable in serving the purpose of testing and appraising socio-
logical theories, which is central to rigorous sociology as discussed in the chapter by 
Raub, De Graaf & Gërxhani. Given that theory is an abstraction of a complex 
reality, the ability of laboratory experiments to isolate the many complexities of the ‘real 
world’ makes them the best tool to test theories. For instance, if a researcher is inter-
ested  in testing the role of social networks in institutional change (Lin 2002), he or 
she needs to consider that in reality it would be extremely hard, if not impossible, to 
isolate the many additional factors that could confound the causal effect of social net-
works on institutional change. Such factors include social preferences, social norms, 
power and cognitive processes such as emotions. Thus, when the purpose of an empirical 
study is to test theories, the possibility that laboratory experiments offer to isolate the 
causal processes deemed important by the theory from those that are deemed irrelevant, 
is crucial.

Reality is, however, complex and the richness of context can be important for under-
standing human behavior. An experimental design that is too abstract from the context 
it represents may lack relevance even if it tests a theory. While in psychology and eco-
nomics context is often less relevant, the interaction between human action and different 
social and institutional contexts such as culture, religion, family, or workplace is central 
in sociology (i.e., micro-macro links; see the chapter by Raub, De Graaf & Gërxhani). 
Context can be included in laboratory experimentation, for instance, by running the 
same design across different countries (Gërxhani 2020; Herrmann et al. 2008), different 
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regions (Barr & Miller 2020; Bigoni et al. 2016), or across different pools of participants 
(Belot et al. 2015; Gërxhani & Schram 2006). This is one form of what Fisher (1935), 
Campbell & Stanley (1963), and Jackson & Cox (2013) refer to as ‘independent replica-
tion’, which serves the purpose of theory corroboration beyond the scope conditions of 
the original experiment. When, instead, the research purpose is to explore empirical 
regularities or to advise on public policy, field experiments and survey experiments 
have been argued to be more suitable tools because they study human behavior in a 
more ‘natural’ environment (Falk & Heckman 2009; see also Baldassarri & Abascal 2017 
for a recent and excellent overview of studies based on field experiments). Depending on 
the research question and feasibility constraints, field experiments can take different 
forms, from (1) those that try to maintain control by studying the behavior of ‘real 
world’ people (i.e., non-student population) in a laboratory setting; to (2) lab-in-the-field 
experiments that try to maintain the control by bringing the experiment into the field; 
and (3) natural field experiments that are also conducted in the field, but without those 
involved being aware that they are participating in an experiment (Przepiorka & 
Diekmann 2013).

All these forms of field experiments can be implemented either directly in the field or 
through online platforms, such as Qualtrics, Mturk, Prolific, which have become increas-
ingly popular in the last decade or so. The degree of experimental control decreases when 
moving from (1) to (3), because in the field the probability of participants knowing each 
other and communicating, sharing experiences, or using resources (like the internet) 
outside of the experimenter’s control increases. In turn, this introduces unwanted noise 
and confounding factors, which diminishes the internal validity of the research con-
ducted. On the other hand, the more natural the setting in which the experiment is run, 
the higher the external validity of the research, especially when that particular setting is 
representative for a broader group of environments (see the showcase-chapter by 
Salganik, Dodds & Watts for an application).5

Finally, when representativeness is essential to experimental research, survey experi-
ments, a.k.a. ‘population-based survey experiments’ (Mutz 2011) or ‘survey-based 
experimentation’ (Sniderman & Grob 1996), offer an attractive alternative methodologi-
cal tool. By combining experimental techniques with observational studies, that is, by 
running a randomized experiment with a representative population sample of interest, 
survey experiments can provide answers to causal questions that can be generalized to the 
broader population of interest to the study. 

. . . a population-based experiment uses survey sampling methods to produce a collection of 
experimental subjects that is representative of the target population of interest for a particular 
theory, whether that population is a country, a state, an ethnic group, or some other subgroup. 
(Mutz 2011, p. 2)

5 However, as argued by Falk & Heckman (2009), one should be wary of claims that field experiments 
generically have higher external validity than laboratory experiments. It is not obvious, for example, that a 
field experiment conducted in rural India has more relevance for human behavior in New York City than a 
laboratory experiment run at NYU. 
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5.  EXAMPLES OF CORE SOCIOLOGICAL RESEARCH IN 
EXPERIMENTAL SOCIOLOGY

In this section, we review several examples of sociological experiments and how they 
connect with core sociological research, such as social exchange theory, social network 
analysis and social stratification. Although these topics represent important 
research  agendas in experimental sociology, they by no means exhaust the whole 
field.  Other important experimental research topics include procedural and distribu-
tive  justice, cooperation and pro-social behavior, social norms and organizational 
 behavior.

5.1 Social Exchange Theory and Social Network Analysis

Humans are not atomized units that make decisions in isolation. Instead, they interact in 
a plethora of binary and multi-person social relationships. This embeddedness in social 
networks plays a central role in determining how people act (Granovetter 1985). Social 
exchange theory and social network analysis have been developed to better understand 
such human interaction in social contexts. The two are closely interrelated as social 
network analysis focuses on relational and structural characteristics of networks, whereas 
social exchange theory studies conditions and outcomes of human interactions embedded 
in a network structure. Under the umbrella of these two grand theories, a number of 
research streams has evolved that focus on a large variety of aspects of interpersonal rela-
tions, including status and power, trust, fairness, and wealth distribution. When indi-
viduals interact in a network, many of these aspects may play a role. In fact, one of the 
largest literatures in experimental sociology is on the effects of network embeddedness on 
trust in social interactions. In turn, factors such as trust between individuals or their fair-
ness preferences may have an important influence on when networks are formed and what 
shape they take. Numerous game-theoretic models are applied to theoretically under-
stand these dynamics and the resulting hypotheses have been tested experimentally (see 
Diekmann’s chapter on rational choice sociology). Think for instance of the Trust Game, 
the Investment Game and variations of each (see also the chapter by Buskens, Corten & 
Raub on social networks). The hypotheses derived from these games have been fre-
quently tested via laboratory experiments (Cook & Cooper 2003), but also through 
alternative designs such as surveys and vignette experiments (see Buskens & Raub 2013 
for an extensive overview of research in experimental game theory).

Experiments, particularly laboratory experiments, in sociology have proven to be a 
valuable tool for testing and further developing theories on factors like those mentioned 
above and therefore for the further development of social exchange theory and social 
network analysis (Neuhofer et al. 2016). Most experiments on networks and social 
exchange build on the experimental setup introduced by Cook et al. (1983), which 
studies the relationship between (exogenous) network structure and the division of 
power in the network. Each participant is connected to (some) other participants via 
so-called links. One can only engage in exchange with someone to whom one is linked. 
Together, the set of links determines the network structure, which may vary from com-
plete (everyone is linked to everyone) to empty (nobody is linked to anyone), with every-
thing in between. In experiments on network formation, individuals themselves 
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determine with whom they want to link. In early experimental work, the structure in 
which exchange takes place is predetermined by providing an exogenous set of links. In 
the last decade or so, there has been an increasing interest in understanding the endog-
enous emergence and structure formation of social networks (e.g., Gërxhani et al. 2013; 
Raub et al. 2013; and also the chapter by Buskens, Corten & Raub).6

Social exchange theory and its numerous experimental applications relate to social 
network analysis because of the focus on social exchange within networks. The contribu-
tion of social exchange theory does, however, extend to a better understanding of the 
human nature of such interactions (i.e. the micro-level). Rational motives of exchange are 
considered in combination with ‘non-rational’ ones, such as emotions, cohesion and 
social preferences (e.g., Kuwabara 2011; Lawler et al. 2006; Molm 2007). The experimen-
tal research shows that both types of motives drive individual behavior into different 
forms of exchange relations. In turn, the structure of these relations affects which of these 
motives is activated during the exchange. However, a challenge for experimental studies 
on social exchange theory is to consider more realistic and thus more complex dimensions 
of exchange networks. Neuhofer et al. (2016) suggest the use of social media and other 
online networks to capture this complexity. Moreover, doing so provides an opportunity 
for developing further the ‘limited’ existing theories.

5.2 Social Stratification

Social stratification is another core research topic in sociology. It is about inequalities in 
a society based on innate or ascribed characteristics such as race, gender, wealth, educa-
tion, status and power. Beyond the interest in inequalities across individuals, sociology is 
primarily interested in understanding systemic inequalities (i.e. the macro-level) accord-
ing to one’s group membership along these characteristics. As this understanding requires 
more micro-macro explanations, social stratification scholars have increasingly embraced 
the application of experimental methods. ‘Yet social science experiments are often criti-
cized for their lack of external validity, especially their limited generalizability to real-life 
settings’, which has prevented the widespread use of experiments in social stratification 
research (Chen & Tam 2020, p. 1; see also Breen’s chapter). 

That is why the use of laboratory experiments has been rather limited (e.g., Berger & 
Diekmann 2015; Correll et al. 2007; Côté et al. 2015; Gërxhani et al. 2013; Nishi et al. 
2015).7 Because different forms of field-oriented types of experiments are believed to offer 
a higher level of external validity, social stratification scholars have more frequently used 
them. They vary from (1) audit and correspondence designs, aiming to study discrimina-
tion in hiring (based on race, gender, ethnicity, class, etc.; for some excellent overviews, 
see Pager 2007; Quillian et al. 2019; Zschirnt & Ruedin 2016); to (2) field experiments on 
topics such as poverty, education and social influence (e.g., Baldassarri & Abascal 2017); 
and (3) factorial vignette experiments on discrimination, prejudice and judgment related 

6 There is an even earlier and highly influential study on endogenous formation of trading relationships by 
Kollock (1994), which was followed up only years later.

7 See Chen & Tam (2020) for an overview of experimental social stratification research related to the 
evolution of social inequality, social inequality and mobility, and the social status effect. For an overview of 
laboratory experimental studies on the demand side of the labor market and the role of hiring in generating 
labor market (in)equalities, see Gërxhani (2017).
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to hiring, selection and evaluation more generally (e.g. Petzold & Wolbring 2019; 
Wallander 2009). Moreover, there is a recent welcoming development of conducting 
comparative experimental research across countries, which is central in sociology and 
especially in social stratification research (Gërxhani 2020; Lancee et al. 2019).8

6.  FUTURE DEVELOPMENTS IN EXPERIMENTAL 
SOCIOLOGY

Experimentation in sociology has been marginal compared with the other experimental 
disciplines in the social sciences, but has recently shown an increase in popularity. This 
expansion includes new and interesting developments, a selection of which we will high-
light here.

6.1 Incorporation of Experimental Techniques in Surveys

As mentioned above, applying experimental techniques to representative population 
samples offers the best of both worlds. It increases a causal understanding and 
 ‘mechanism-based’ explanations of a complex reality with a relevance beyond the group 
of participants under experimental investigation. Moreover, incorporation of experi-
ments in large surveys allows for controlled variation in a larger number of explanatory 
variables. One of the central focuses of rigorous sociology is on micro-macro explana-
tions, which can greatly benefit from a broader expertise on how to incorporate experi-
mental methods into existing population surveys. Developing such expertise therefore 
provides great potential in making sociological research more rigorous. There are very few 
recent successful examples: Ermisch & Gambetta (2016) and Gereke et al. (2018) embed 
experimental trust games in population surveys in the UK and Germany,  respectively.

6.2 Cross-validation by Combining Complementary Methods

Another way of increasing the validity of experimental results is by combining distinct 
experimental as well as observational methods, a.k.a. ‘cross-validation’ or ‘empirical 
cross-checking’ (see Barr et al. 2021). As outlined in the chapter by Raub, De Graaf & 
Gërxhani and also emphasized in Jackson & Cox (2013) and Buskens & Raub (2013), 
employing different research designs allows for complementary tests of the same hypoth-
eses or for complementary ways of establishing empirical regularities. Doing so contrib-
utes to the robustness of empirical findings and ultimately to cumulative knowledge. 
Indeed, experimental cross-validation is becoming more frequent. Some studies have 
combined laboratory with field experimental designs (Bardsley et al. 2010; Guala 2005) 
or different types of field experimental designs (Sarsons et al. 2021); others have combined 
laboratory- with vignette- and observational-data (Chen & Tam 2020) or variations, such 
as laboratory with vignette (Barr et al. 2021), vignette with observational data (Eifler 
2010; Petzold & Wolbring 2019), or laboratory with audit designs (Correll et al. 2007). 

8 For a recent collection of social stratification studies applying these types of experimental designs, see 
a special issue on ‘Experimental methods in social stratification research’ edited by Barone & Solga (2020).
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The higher the compatibility between the research designs combined in a study, the better 
is considered the balance between the internal and the external validity of the empirical 
findings of that study. Cross-validation is thus a development that deserves to be 
strengthened. A further possible step is to also expand the use of cross-country compari-
sons in experimental research.

6.3 Incorporation of New Cross-disciplinary Techniques to Increase Depth

The strength of rigorous sociology lies in recognizing that a better understanding of social 
phenomena requires a consideration of how human actions both shape and are shaped by 
social and institutional contexts (i.e. the micro-macro link). In studying this mutual inter-
action, the biological basis of behavior has, until recently, been disregarded. A number of 
experimental studies demonstrate the added value of considering humans’ physiological 
and brain reactions to the social context in which they are embedded (see Franks & Turner 
2013 and also the chapter by Hopcroft, Dippong, Liu & Kail on evolution, biology, and 
society). For example, Willer et al. (2013) and De Dreu et al. (2021) find that a variation 
in people’s social environment leads to differential physiological responses and that these 
responses affect people’s attitudinal and behavioral outcomes. Therefore, biological reac-
tions may be activated by situational factors and affect behavior or attitudes (Willer et al. 
2013). Sociological experimentation has yet to more frequently incorporate measures and 
techniques, such as neuro-imaging and psycho-physiological measures, that are becoming 
common in other social science  disciplines.

6.4 Exchange with other Experimental Disciplines

Experimental sociologists interested in causal identification and mechanism-based expla-
nations of micro-macro links have benefited from the advancement of experimental 
methods in behavioral economics and social psychology. Experimental economists have 
become increasingly interested in core sociological topics, such as trust, cooperation, and 
social norms. This has led to a number of insightful interdisciplinary collaborations (e.g., 
Barr et al. 2016; Bigoni et al. 2013, 2016; Efferson et al. 2016; Gërxhani et al. 2013; Schram 
et al. 2019). One of the most important insights is the recognition of the mutual interac-
tion between the micro- and the macro-level of analysis. As extensively discussed in 
Gereke & Gërxhani (2020), breakthrough research can result from a closer cooperation 
between experimental sociologists and experimental economists: ‘. . . we believe there is 
much potential for generating new insights into the foundations of human decision-
making by taking seriously the effects of actors’ socio-environmental context on their 
preferences, expectations and behavior’ (Gereke & Gërxhani 2020, p. 14). Similarly, col-
laborations with experimental political scientists can contribute to a better understanding 
of beliefs, attitudes and opinions, which, in turn, can be used to better understand the 
resulting behavioral outcomes (e.g., Winter & Zhang 2018). An innovative approach in 
this direction, especially when the research purpose is to advise on social policy, is the 
implementation of a randomized field experiment within a deliberative poll (e.g., Farrar 
et al. 2010). The latter has become increasingly popular in political science, because it 
seems to improve public opinion and decision making when those involved in a delibera-
tive poll are given an opportunity to think and deliberate further on the (policy) issues 
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discussed. Thus, in line with Jackson & Cox (2013), we believe that progress lies on the 
synthesis of interdisciplinary research.

7. CONCLUSION

Delimiting the scope of experimental sociology is not an easy task. As with other socio-
logical research, the range of topics covered is wider than in disciplines such as economics 
or political science. Moreover, there is a pluralism of theories, methodologies, and prac-
tical standards that could not possibly be summarized in just one chapter. However, we 
can still extract a few take-away messages from the history and current developments in 
experimental sociology.

First, although sociologists have been conducting experiments for more than a century, 
the experimental method has not become as central as in other social science disciplines. 
This could be related to the much debated tension between internal and external validity 
of experimental research. Owing to the high degree of control and randomization, there 
is general agreement that experiments score highly on internal validity. Regarding exter-
nal validity, the most contested issue of experimental research, it is important to reflect 
on whether the research aims to test a theory or to establish empirical regularities. When 
the purpose of research is to test potentially falsifiable hypotheses derived from a socio-
logical theory, external validity is ensured through the empirical corroboration of the 
theory. When the purpose of research is to search for empirical regularities and investi-
gate phenomena that cannot be explained by existing theories, a researcher should con-
sider experimental designs that are conducted in a relevant social context. Overall, a good 
balance between internal and external validity of experimental research is achieved 
through replication, by combining complementary methods with samples from various 
populations and across regions or countries.

Second, experimental sociology has a strong theoretical focus. That is, experimental 
endeavors to establish causal relationships and unravel mechanism-based explanations are 
driven by micro-macro sociological theories. This is especially the case of experiments that 
have contributed to testing and developing social exchange theory, social network analy-
ses or rational choice theory. Sociological experiments in the social psychology tradition 
too are designed to test socio-psychological theories of identity, altruism or cooperation.

Finally, sociological experimentation is closely linked to rigorous theoretical and 
empirical sociology. Historically, social exchange theory and rational choice theory were 
important in the development of experimental sociology. More generally, when designing 
and conducting experiments, sociologists tend to hypothesize and test generative pro-
cesses at the level of social action. In this respect, we believe experimentation is a 
 privileged method of enquiry for rigorous sociology.
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RIGOROUS SOCIOLOGY IN 
ACTION: SHOWCASES
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18.  Explaining educational differentials: towards a 
formal rational action theory
Richard Breen and John H. Goldthorpe

This chapter was originally published as Richard Breen and John H. Goldthorpe (1997), 
‘Explaining educational differentials: towards a formal rational action theory’, Rationality 
and Society, 9, 275–305. It is reprinted with permission from Sage Publications and is not 
available Open Access.
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19. ‘Explaining educational differentials’ revisited:  
an evaluation of rigorous theoretical foundations 
and empirical findings*

Rolf Becker 

1. INTRODUCTION

Educational differentials are an evident characteristic of modern societies (Blossfeld et al. 
2016; Jackson 2013; Breen et al. 2009, 2010; Shavit et al. 2007). On the one hand, there is 
an unequal distribution of educational attainment in the population. On the other, indi-
vidual opportunities in education can be predicted by characteristics such as social origin, 
gender or migration background (Erikson 2019; Kriesi & Imdorf 2019; Nauck 2019). In 
the long tradition of sociological research, it is well-documented that access to continued 
and higher education is different for social classes in spite of compulsory mass education, 
educational reforms and educational expansion (Breen & Jonsson 2005). On the basis of 
evidence, it is concluded that educational expansion resulted in increased educational 
opportunities for each of these social classes, but not in an overall decline of the inequal-
ity of educational opportunity (IEO) (Erikson 2019; Hadjar 2019). In each of the countries 
with a class structure and a more or less stratified and selective educational system, IEO 
across social classes – i.e. ‘the differences in level of educational attainment according to 
social background’ (Boudon 1974, p. xi) – is still witnessed (Dollmann 2019). Education 
is a significant mechanism behind the reproduction of social inequalities across genera-
tions and throughout the life course (Blossfeld et al. 2019; Müller & Jacob 2008; DiPrete 
& Eirich 2006). 

According to this evidence on IEO, offspring from higher social classes are more likely 
to have access to higher education and the opportunity to attain a university degree than 
working-class children. This is observed even in the cases where working-class children 
show the same school performance and achievements as service class children. In this 
respect, due to the significant value of education for individuals and societal orders, IEO 
is one of the urgent social issues of the twenty-first century. From the viewpoint of socio-
logical science, therefore, two questions arise: how do we explain the persistence and 
change of these class-related educational differentials? How is this phenomenon to be 
explained completely in a way that leaves no open questions on the emergence and repro-
duction of IEO?

Over the past 25 years, in order to answer these questions, there have been increasing 
efforts towards a substantial rethink of the sociological explanation of the intergenera-
tional reproduction of IEO (Erikson 2019; Stocké 2019; Esser 1999; Breen & Goldthorpe 
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* K. Gërxhani, N.D. de Graaf and W. Raub (eds) (2022), Handbook of Sociological Science: Contributions 
to Rigorous Sociology, Cheltenham, UK and Northampton, MA, USA: Edward Elgar Publishing. ISBN: 978 
1 78990 942 5; http://dx.doi.org/10.4337/9781789909432.
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1997; Erikson & Jonsson 1996). Drawing on theory suggested by Boudon (1974), Breen 
& Goldthorpe (1997) published a seminal article entitled ‘Explaining educational differ-
entials: Towards a formal rational action theory’ (see the showcase-chapter by Breen & 
Goldthorpe in this Handbook). Their contribution provides a sociological explanation of 
IEO based on the idea that, although there is no macro theory on IEO, educational dif-
ferentials observed at the macro-level are an aggregated result of an individual’s educa-
tional behavior taking place at the micro-level (Figure 19.1). Educational behavior 
depends on the opportunities and constraints related to both the social stratification 
(macro-level) and the educational system (meso-level). In other words, IEO is mainly the 
unintended consequence of an individual’s school performance and educational deci-
sions, which differ based on social class, across their educational careers.

In order to explain these educational differentials, Breen & Goldthorpe (1997) make 
use of a rigorous formal mathematical model and apply a wide version of the rational 
action theory (RAT), such as a sophisticated theory of subjective expected utility (SEU) 
(Stocké 2019; see the chapter by Diekmann on rational choice sociology). This is used to 
reconstruct the process of sequential educational decisions at different branching points 
in the educational system. At each branching point, Breen & Goldthorpe (1997, p. 282) 
distinguish between two options: leaving or staying on in the educational system. They 
offer three consequences of this educational decision: (1) leaving the educational system 
and entering the labor market; (2) continuing in the educational system and attaining 
educational success; and (3) staying on in the educational system and failing. Three 

Figure 19.1 Micro–macro model for the explanation of IEO
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factors are decisive for an individual’s decision: the cost of continuing in the educational 
system, the subjective probability of educational success and the expected benefit from 
the consequences of each of the three educational decisions. Successfully continued edu-
cation increases the likelihood of being allocated to the upper social class, compared with 
failure or leaving the educational system early. Failure after a decision to continue edu-
cation is more likely to result in allocation to a lower social class than leaving the educa-
tional system: that is, continued education at a higher level in the educational system is 
related to the risk of failing and being allocated to a lower social class. An early departure 
from the educational system is more likely to lead to entering the middle class than to 
allocation to the upper class. Successful attainment of a higher educational degree 
increases the likelihood of becoming a member of the upper class. In contrast to the lower 
social classes, the salariat provide privileged initial conditions for investing in their chil-
dren’s education. On the one hand, the offspring of the salariat yield better achievements 
than working class children. On the other hand, the salariat possesses more financial 
resources, which are relevant to their decision on their children’s education. 

This RAT comprises three mechanisms explaining these educational decisions differ-
ently for social classes. First, the likelihood of realizing ambitious educational attain-
ments is constrained by the impact of social origin on school performance, to the 
disadvantage of lower-class children (primary effect of social origin) (see the chapter by 
Jæger on cultural capital and educational inequality). Due to the favorable social context 
of unfolding genetic and socio-cultural dispositions, children from the salariat have a 
higher likelihood of being successful in the educational system than children from the 
working and lower classes (Boudon 1974, p. 29). Therefore, the subjective expected prob-
ability of success in continued or higher education is higher for socially privileged groups 
than for working class children. Thus, lower-class children are more likely leaving the 
educational system than children from the higher social classes.

Second, relative risk aversion (RRA) – that is, family interest in avoiding social demo-
tion across generations – is the core goal regarding investment in the successful educational 
attainment of their offspring (Breen & Goldthorpe 1997; Goldthorpe 1996, p. 494). RRA 
is identical for all families regardless of social class. It means that families strive for an 
education that will pave the way for their children’s access to a class position (and related 
life conditions) that is at least equal to that of their parents. Theoretically, this motive is 
associated with the prospect theory of Kahneman & Tversky (1979), which stresses that the 
pain of losing is much higher than any pleasure from gaining. Therefore, families and their 
children are more willing to take risks to avoid a status demotion for their children than 
to strive for intergenerational upward mobility (Breen & Goldthorpe 1997, p. 292). This 
is even true in the case of identical expectations of educational success, as well as in the 
case of costless education. Furthermore, in accordance with status position theory (Keller 
& Zavalloni 1964, p. 60; Boudon 1974, p. 29), the same educational decision results in 
status demotion for one social class, while it reproduces the class position for the other 
classes. Thus, not all families have to aim for the highest educational attainment in order 
to avoid status demotion. Against the background of the status maintenance motive and 
their class position in the social stratification, working-class families need to choose lower 
or intermediate educational degrees to avoid social demotion; in contrast, for intergenera-
tional reproduction of the class position, the offspring of the salariat have to attain high 
educational degrees (Breen & Goldthorpe 1997, p. 283; Goldthorpe 1996, p. 494). The 
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motive for status maintenance is the driving force resulting in class-specific educational 
decisions. In contrast to the approaches taken by Erikson & Jonsson (1996) or by Esser 
(1999), in which this factor is one among others, RRA forms the core of the Breen–
Goldthorpe (BG) model for the explanation of education  differentials.

Third, provided that lower-class families strive for the same ambitious education as the 
salariat, the former have to achieve more to promote their ambitions. They are regularly 
more likely to be handicapped by their limited resources when they want to overcome the 
relative long social distances to reach the areas of higher education. Controlling for initial 
achievement, school performance and expected probability of success, class-related cost 
sensitivity also results in educational differentials across social classes.

Overall, in line with Boudon (1974), Breen & Goldthorpe (1997, p. 277) seek to explain 
persistent class differentials in educational attainment by emphasizing the secondary 
effects of inequality – i.e. the impact of class position (including the resources and motives 
for investment in the education of offspring) on educational decision net of the achieve-
ment (Goldthorpe 1996, p. 491). Employing a rigorous RAT, Breen & Goldthorpe (1997) 
identify conditions and circumstances under which this mechanism of risk aversion and 
related educational choice at the individual level results in persistent social class differ-
ences in educational opportunities and attainments at the aggregate level (Goldthorpe 
1996, p. 495). Cultural differences are not necessary to explain inequality (Breen & 
Goldthorpe 1997, p. 238; for another view see Van de Werfhorst & Hofstede 2007). In 
particular, RRA is used to explain persistence in educational inequality across birth 
cohorts in the context of educational expansion. In their initial article, Breen & 
Goldthorpe (1997) conclude that a family’s cost-benefit calculations have changed in 
favor of higher education across birth cohorts and historical periods due to the declining 
cost of higher education. In particular, the decrease of relative costs of education has 
resulted in the increased enrolment of working class children in continued and higher 
education. Because the relation between the costs and benefits of education evaluated by 
parents from different social classes has remained relatively constant within each of the 
social classes – that is, the class-specific relationship between the primary and secondary 
effects of social origin has not changed in spite of a gradual upgrading of educational 
achievements within the population – there is continuity in the social structure of educa-
tional differences (Goldthorpe 1996, p. 492).

Since the contribution by Breen & Goldthorpe (1997) – and in addition to other 
seminal theoretical contributions by Boudon (1974), Erikson & Jonsson (1996) and Esser 
(1999) – sociological research on IEO in an era of educational expansion has intensified 
(Becker, R. 2019; Erikson 2019). Indeed, the BG model has significantly stimulated 
research on IEO (Stocké 2019; Kroneberg & Kalter 2012; Breen & Jonsson 2005). 
Numerous studies have applied the BG model to different issues in the sociological 
research on educational inequalities, such as choice of school tracks (Stocké 2007; Becker 
2003; Davies et al. 2002) or choice of educational level (Hällsten 2017; Tolsma et al. 2010; 
Becker & Hecken 2009a, 2009b). Other issues are the choice of educational attainment 
(e.g. Breen & Yaish 2006), the choice of field (Gabay-Egozi et al. 2010; Jonsson 1999) and 
changes in educational trajectories across periods and countries (Becker & Mayer 2019; 
Erikson 2019; Breen et al. 2009, 2010).

The aim of this chapter is to evaluate the theoretical foundation laid by the BG model 
and to evaluate the empirical research it has initiated. The chapter seeks to continue the 
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first review (Goldthorpe 2007) of the critical reception of the BG model and the body of 
empirical research that has been carried out using it. The chapter briefly discusses the 
conceptual clarity and analytical rigor of the BG model. Against the background of 
the state of the art in the sociology of education and research into social stratification, the 
chapter investigates whether the model provides a mechanism-based explanation that can 
usefully explain phenomena at the level of social systems as well as at the level of indi-
vidual behavior, and whether it can help understand how social system level and indi-
vidual behavior are related (e.g. Hedström & Swedberg 1998; Sørensen 1998). Furthermore, 
the chapter analyses whether the BG model could be extended by additional arguments 
or enriched by the integration of other theories. Overall, the theoretical foundation, 
criticisms and extensions of the BG model are discussed in this chapter. It will also 
evaluate whether the BG model comprises testable implications that have resulted in 
appraisals of sociological explanations of persistent or changing educational differences, 
as well as whether these implications have resulted in the progress of empirical tests and 
applications of this model. In sum, the application of this model in empirical research is 
discussed by considering different methodological problems and findings.

2. THEORETICAL ASPECTS

2.1 The BG Model in a Comparative Theoretical Test

For a complete and exhaustive explanation of a sociological phenomenon for the persis-
tent educational differences related to social class, it is necessary to obtain an empirically 
substantial and mathematically rigorous theory (Esser 1999; Boudon 1998; Hedström & 
Swedberg 1998; Sørensen 1998). Regarding the core features of rigorous sociology (cf. the 
chapter by Raub, De Graaf & Gërxhani on rigorous sociology), does the BG model on 
the formation and reproduction of IEO provide a ‘true’ (falsifiable and empirically ade-
quate), informative and consistent theory – i.e. one that is mechanism-based, probabilis-
tic and entails a causal explanation with a wide theoretical range? There are several ways 
to answer this question. One can formally prove that RRA suffices to explain the persis-
tence of class-based educational differences, as has already been done by Breen & 
Goldthorpe (1997) (see also Goldthorpe 1996, 2007). Another option is a comparative 
theoretical test. Lucas (2009) provides such a comparison of theories seeking to explain 
educational differences, such as the BG model (with an emphasis on RRA), the maximally 
maintained inequality theory (MMI) proposed by Raftery & Hout (1993) and the effec-
tively maintained inequality theory (EMI) proposed by Lucas (2001).

In comparing these theories, Lucas (2009, p. 476) concludes that Breen & Goldthorpe 
(1997) ‘propose a theory of RRA to explain stable class differentials across cohorts, 
declining class effects across transitions, and rapidly changing gender effects’, and that 
among the three perspectives, the theory of RRA is expressed most precisely (Lucas 2009, 
p. 461). Breen & Goldthorpe (1997) developed a scientific theory with RRA as a falsifi-
able core, and analysts may usefully study the degree to which the theory matches 
empirical reality. On the one hand, RRA theory is a collection of several separable com-
ponents, such as primary and secondary effects at the individual level (Boudon 1974), as 
well as status position theory and inequality of resources at the structural level (Keller & 
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Zavalloni 1964). On the other hand, RRA is able to explain cases that are consistent with 
MMI (permanent investment in education) and EMI (investment in education in order 
to establish social distinction), while only the theoretical approaches – RRA and EMI – 
are falsifiable (Lucas 2009, p. 505). Overall, it is an empirical question whether the logi-
cally plausible prediction of RRA theory is true: that educational expansion might not 
be the most efficient way to reduce the effects of social background on educational differ-
ences (in contrast, EMI theory argues the opposite effect of educational expansion).

Such comparative theoretical tests are necessary to evaluate the different theories 
regarding their substance, scope, empirical testing and capacity to solve scientific prob-
lems. Overall, there is still a lack of comparative theoretical tests comparing the different 
RATs on educational differentials. Adoption of the approach taken by Boudon (1974) in 
research on educational differentials has contributed to the understanding of this social 
phenomenon. To some degree, this approach shares the theoretical foundation of the 
human capital approach (Becker 1975) that the benefits, costs and probability of success 
are the main parameters in the process of decision-making on education. However, in 
contrast with this economic model, the sociological approaches suggested by Erikson & 
Jonsson (1996), Breen & Goldthorpe (1997) or Esser (1999) consider typical variations in 
these parameters across social classes, allowing for the explanation of IEO. Boudon 
(1974) in particular considers an individual’s position in the hierarchy of the class struc-
ture and the class-related benefits of human capital investment. In contrast to the human 
capital approach, which assumes constant costs and benefits of education for each indi-
vidual, the sociological RAT shares the common view that individuals evaluate the sub-
jective expected costs and benefits depending on their position in the social stratification. 
Therefore, the educational decisions based on the subjective calculation of these param-
eters vary significantly across social classes. There are similarities within the several 
sociological approaches, but also differences regarding the weight of the primary effect of 
social stratification and the parameters of the educational decision. Compared with the 
approaches taken by Erikson & Jonsson (1996) or Esser (1999), the BG model stresses 
the significance of RRA and its impact on the consequences of educational decisions. In 
contrast to the BG model, status maintenance involves one expected benefit among other 
benefits such as income or social recognition. If one takes the empirical results achieved 
by these approaches into account, there are minor differences. This is at least partially 
confirmed by an empirical comparison of the approaches taken by Erikson & Jonsson 
(1996) and by Esser (1999) (see Becker 2000).

2.2 Extending the BG Model

There have been other efforts to modify and extend the BG model in order to improve 
the mechanism-based explanation. For example, Hillmert & Jacob (2003) include the role 
of more than two educational options at late branching points in the German differenti-
ated educational system, which offers an alternative at an intermediate level, such as 
vocational education and training (VET) – in particular in the so-called dual system of 
(mainly firm-based) vocational training (e.g. labor market entry versus university versus 
VET versus sequence of VET first and university training after that). They also include 
the role of an individual’s subjective expectations of success for different educational 
choices and time-discounting preferences (time horizons) regarding educational choices. 
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In the case of the stratified German educational system, where different parallel educa-
tional tracks lead to different hierarchically ordered educational degrees, they demon-
strate educational decisions beyond the general school system that individuals are indeed 
forward looking, subjectively rational and utility-maximizing agents. They plan their 
educational trajectory by considering the resources they have available for durable invest-
ment in education and training, the subjective expectations of success for different path-
ways in the educational system, and the related subjectively perceived time horizon for 
accumulating the expected income up to a later point in time (see also Breen et al. 2014; 
Jæger & Holm 2012; Gabay-Egozi et al. 2010; Tolsma et al. 2010; Holm & Jæger 2008). 
In this respect, class-related educational disparities could additionally be explained by 
class differences in terms of time preferences (the duration of educational trajectory and 
the postponement of a return to education and training), expectations of success for dif-
ferent educational pathways (including insurance strategies, such as the sequential com-
bination of VET and university training regarding avoiding status demotion) and 
resources for financing short- or long-lasting education and training (Becker & Hecken 
2009b).

This argument has been adopted by Breen et al. (2014, p. 258), considering time- 
discounting preferences. It is obvious that students with a low time-discount rate are 
particularly likely to enter the academic track. RRA deters students from choosing the 
academically challenging but economically rewarding academic track in secondary edu-
cation, while students from advantaged socioeconomic backgrounds are not affected by 
risk aversion when making educational decisions (Breen et al. 2014, p. 258; see also Esser 
1999, p. 274). Another difference between the economic and sociological RATs dealing 
with actor rationality becomes obvious. In contrast to the economic version of strict 
rationality, the sociological RAT considers bounded rationality (Simon 1959) and uncer-
tainty on the benefits expected in future (Breen et al. 2014, p. 261). When the expected 
consequences of an educational decision are set in a remote future, it is assumed that 
individuals might have serious problems in calculating the benefits accurately. It is 
obvious that individuals from the working class – i.e. families with a low income – have 
a relative limited time horizon. The costs of higher education, which are due immediately, 
might be more significant to them than the uncertain returns they might realize in the 
remote future. Owing to their limited time horizon, besides their substandard school 
achievement and rather low probability of success in university training, working class 
children are more likely to be diverted from higher education (Becker & Hecken 2009b). 
In sum, this class-related mechanism also contributes to IEO at the aggregate level.

Another extension of the BG model has recently been developed by Tutić (2017). He 
suggests considering ‘hedging’ as an additional individual strategy of educational choices 
based on RRA. The starting point for this extension is the empirical evidence collected 
by Stocké (2007) and Gabay-Egozi et al. (2010) to show that, contrary to the initial claim 
by Breen & Goldthorpe (1997), RRA does vary by social class when directly measured. 
In particular, Gabay-Egozi et al. (2010) argue that modeling educational decisions as a 
binary choice between high and low educational pathways does not consider that lower-
class families tend to choose a middle way between two extremes (Tutić 2017, p. 391). 
Tutić (2017) includes hedging as an additional mechanism for non-binary educational 
decisions in the BG model in order to formulate a more realistic explanation of educa-
tional disparities by considering intermediate options – such as insurance options (e.g. 
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first VET then university training in the German case, or first the Federal Vocational 
Baccalaureate then choosing a field of study in a university of applied science training 
in the Swiss case) – as well as extreme options, such as staying in the educational system 
or leaving the educational system. It is predicted that ‘hedging’ is rather more attractive 
for lower-class children than for individuals from the upper social classes. This implies 
that the core assumption of the BG model has to be revised due to empirical findings, 
since the degree of status maintenance is not the same for each social class. In sum, the 
theoretical extension by Gabay-Egozi et al. (2010), as well as its formalization by Tutić 
(2017), corresponds with the theoretical model suggested by Hillmert & Jacob (2003). 
Without losing explanatory power, the RRA argument has not been falsified; rather, it 
has been relaxed due to contrary empirical evidence (Tutić 2017, p. 405). According to 
Tutić (2017, p. 406), RRA is sufficient but not necessary for a ‘relaxed version of relative 
risk aversion’ contributing to an explanation of educational difference. However, this 
strong claim is a hypothesis that needs to be tested carefully in the future. It has to be 
considered that, while theoretical problems could be partially responsible for contrary 
empirical findings concerning the RRA paradigm, problems in measuring RRA and 
specification errors in model estimations could be another source of contradictory 
results (see Stocké 2007).

2.3 Explanation of Primary Effect Using Rational Choice Theory and RRA

Like Boudon (1974), Breen & Goldthorpe (1997) stress that it is the secondary effect 
rather than the primary effect – the relation of social origin and children’s achievement 
in education and training – that contributes to the explanation of educational differences, 
as well as to the persistent IEO in the course of educational expansion. This claim is 
indeed confirmed by several empirical tests carried out (just to name a few examples) by 
Becker (2003, 2009), Breen & Yaish (2006) and Karlson (2013). However, this claim has 
been criticized by Nash (2003), as RAT in general and RRA theory in particular do not 
account for the explanation of primary effects (see also the chapter by Jæger). From his 
perspective, RAT is therefore incomplete in terms of explaining IEO. However, this con-
clusion is premature because the BG model integrates consequences of class-related 
academic abilities systematically into the decision-theoretical framework (Stocké 2007, 
p. 506). These consequences are, meanwhile, often confirmed in many empirical studies 
employing RAT (Erikson 2019).

One could further argue that primary effects are necessary but not sufficient for 
explaining educational differentials (Goldthorpe 1996). Of course, the relation between 
social origin, individual talents and school performances are known, but not investigated 
in detail from a sociological view (Jæger & Breen 2016; Stocké 2007). In particular, the 
consequences of the mechanisms of the intergenerational transmission of social and cul-
tural capital for school performance are still obscure. However, besides the social learning 
theory proposed by Bandura (1969), which provides an explanation for the primary effect 
in the logic of RAT, there are efforts to explain the primary effects of social origin 
(Zangger & Becker 2019). They are ignored by Nash (2003). A number of empirical 
studies on the families’ early investment into the children’s education as a rational action 
contribute to the understanding of this phenomenon (e.g. Becker, B. 2019). In the tradi-
tion of the BG model, Cardona & Diewald (2014) have developed a RAT in order to 
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explain the primary effect through a systematic combination of an RRA mechanism and 
a mechanism of cumulative advantage (cumulative processes of skill growth in a favora-
ble learning context), which differ by social class. In order to avoid downward mobility, 
upper-class families are more likely to share time and effort with their children regarding 
investing in their development via cognitively stimulating activities, in contrast to families 
in intermediate and low social positions. These upper-class families are more likely to use 
institutionalized preschool opportunities, such as day nurseries and kindergartens, which 
results in their children’s comparative competitive advantage at and after school enrol-
ment. In sum, the instrumental side of parenting reflects the efforts upper- and middle-
class parents consciously make to secure an advantage for their children in the educational 
system in order to avoid their children’s social demotion across their life course. The 
empirical analysis by Cardona & Diewald (2014, p. 24) confirms that class-specific invest-
ment in children’s cognitive and social development is consistent with social mechanisms, 
such as RRA and cumulative advantage. In particular, the investment of upper-class 
families in their children’s development is insensitive to their children’s skills, in contrast 
to the investment made by families in other social positions. The authors conclude that 
‘parental investments are driven more by class-specific motives and cultural resources 
than simply by composition effects in terms of material resources, which tend to correlate 
with social class’ (Cardona & Diewald 2014, p. 25). The conclusion drawn by Van de 
Werfhorst & Hofstede (2007, p. 391), however – that primary effects are ‘manifested 
through cultural capital and not through RRA (in addition to other potential sources of 
class variations such as genetics)’ – appears doubtful in the face of the findings of 
Cardona & Diewald (2014).

3. EMPIRICAL TESTS AND APPLICATIONS

A number of previous tests and applications of RRA theory have provided different 
degrees of support (e.g. Jæger & Holm 2012; Gabay-Egozi et al. 2010; Breen & Yaish 
2006). Holm & Jæger (2008), for example, distinguish between three groups of empirical 
tests. The first group comprises studies that test parts of RRA theory (e.g. Stocké 2007; 
Van de Werfhorst & Hofstede 2007; Becker 2003). The second group includes studies that 
test ‘reduced-form’ versions of RRA theory (e.g. Davies et al. 2002; Need & de Jong 
2001). The third group considers studies that test RRA theory in its structural form (e.g. 
Breen & Yaish 2006). Holm & Jæger (2008, p. 203) conclude that some core assumptions 
of RRA theory have so far not been tested. In their view, Breen & Yaish (2006) frame 
RRA theory completely in its structural form; however, due to limitations in their data, 
they are not able to test explicitly if education is chosen in a utility-maximizing way, or if 
RRA behavior explains educational decision-making completely. Van de Werfhorst 
(2009, p. 271) also stresses that Breen & Yaish (2006) provide the most precise direct 
empirical test by revealing class differences through the impact of the expected probabil-
ity of success on realizing educational transitions (see also Holm & Jæger 2008, p. 203). 
In line with RRA theory, it is obviously the case that children with lower social origins 
require a higher probability of success in order to make a transition, compared with chil-
dren with higher origins. In a more recent article, Jæger & Holm (2012) confirm this 
conclusion again.
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3.1 Indirect and Direct Test Strategies

Nevertheless, the most important aspect to be considered for an empirical test of RAT 
concerns the question of whether it provides an indirect or a direct test strategy 
(Kroneberg & Kalter 2012; Brüderl 2004). An indirect test strategy is characterized by a 
procedure in which the RAT itself is not tested directly, but only its logical derivations. 
An example is the empirical test of a hypothesis on an individual’s rational action, which 
is deduced to be logical from that individual’s theoretically assumed preferences, beliefs 
and expectations, as well as from the effect of their resources and social contexts. While 
their resources and social embeddedness (e.g. class position, education and status) are 
actually observed, this is not true for their preferences, beliefs and expectations, nor is it 
true for the process of evaluation of alternatives and the selection of an option as pro-
posed by RAT (see the chapter by Diekmann). However, since the core elements of the 
utility function claimed by RAT in general, and by RRA theory in particular, are not 
measured, these theories cannot be falsified; only their deductions can. Since it is possible 
to deduce objectively true assumptions from a false theory, it is not possible to evaluate 
the truth content of the BG model in this way. Thus, such an indirect test strategy – the 
so-called revealed- preference analysis (Jæger 2007, p. 458) – is not useful for testing 
whether the theory has any substance, to obtain indications of whether the inferences on 
preferences are empirically valid, or for determining whether inferences based on incor-
rect expectations assumptions are wrong (Blossfeld 1998, p. 44). Examples of an indirect 
test of the BG model have been provided by Jonsson (1999), Need & De Jong (2001), 
Davies et al. (2002), Morgan (2005), Van de Werfhorst & Andersen (2005), Breen & Yaish 
(2006), Jæger (2007), Holm & Breen (2016) and Hällsten (2017).

The direct test strategy is characterized by the manifest measurement of theoretical 
parameters – that is, the direct measure of preferences, desires, beliefs, expectations and 
perceptions, such as aspirations, benefits, costs, the probability of success and the status 
maintenance motive (e.g. Becker & Glauser 2018; Gabay-Egozi et al. 2010; Stocké 2007; 
Becker 2003; and, partially at least, Van de Werfhorst & Hofstede 2007). This approach 
seeks to overcome the problems of revealed-preference assumptions that do not rely on 
explicit information about an individual’s subjective beliefs, expectations and prefer-
ences. However, these subject parameters, including RRA, are the core element of RAT, 
explaining an individual’s decisions and actions. They have to be considered in empirical 
analysis as a direct measure. Furthermore, the measure of subjective expected costs and 
benefits (particularly RRA) and the probability of success is very different in the empiri-
cal studies. In particular, Stocké (2007), who has provided the most convincing direct test 
strategy so far, has discussed intensively the problem of measuring an individual’s motive 
regarding maintenance of status (see also: Gabay-Egozi et al. 2010). Aside from these 
issues, the methodological advantage of this test strategy lies in the direct empirical test 
of a RAT (Brüderl 2004, p. 167). In order to overcome the identification problem 
(Blossfeld 1998; Manski 1995), some efforts are necessary to obtain a valid and reliable 
direct measure of rational expectation predictions regarding an individual’s future behav-
ior (Manski 1995, p. 236). As outlined by Blossfeld (1998, p. 43), social scientists face the 
most challenging identification problem in distinguishing between the objective and 
subjective determinants of human behavior. This problem lies behind the difference 
between social and natural sciences, where the units of analysis are not thought of as 

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



366  Handbook of sociological science

possessing ‘free will’. In terms of rigorous sociology (see the chapter by Raub, De Graaf 
& Gërxhani), it is obvious that there is a ‘need to explicate the identifying assumptions 
under which claims of rational behavior are made in empirical studies (Manski 1995)’ 
(Jæger 2007, p. 475).

Finally, it has to be stressed that a number of empirical tests of the BG model suffer 
from problems relating to their cross-sectional design. Employing cross-sectional data is 
not really helpful for testing the BG model and its derivatives, since this type of data does 
not catch the process of educational choice and related rational action. Additionally, the 
fact that utility-maximizing individuals are ‘forward looking agents whose educational 
decisions serve future as well as immediate goals’ cannot actually be considered in a cross-
sectional design (Jæger & Holm 2012, p. 222). Since educational choice is a process taking 
place over time, there is a need for prospective longitudinal data. Panel data allows for 
causal analysis when the causes of an educational choice – such as class-related prefer-
ences, beliefs and expectations – and the stages of that educational choice – the percep-
tion, evaluation and selection of options – are measured previous to the actual choice and 
action (see e.g. Stocké 2007; see the chapters by Breen on causal inference). If one checks 
the applications and tests that have taken place since 1997, it is somewhat disappointing 
that longitudinal analyses of the BG model and other RAT applications are still rare (for 
exceptions, see e.g. Becker & Glauser 2018; Stocké 2007; Becker 2003; see the chapter by 
Gangl on longitudinal designs). In the future, there is a need to capture an individual’s 
entire educational trajectory by observing directly the theoretically assumed mechanisms 
at each branching point in the educational system. By applying panel data, including the 
necessary measures of constant or changing parameters and mechanisms, it would be 
possible to get an adequate empirical test of RAT on educational choice. Such a design 
provides the opportunity to take each of the decisions in the previous educational career 
into account when one is interested in analyzing how and why individuals survive in the 
educational system from enrolment up to their dropping out or attaining the highest 
degree. If one has no access to such demanding panel data, simulations by employing 
fictional or real data might be an alternative to real longitudinal data (Müller-Benedict 
2019; Becker 2009). The comprehensive application of such a simulation for ‘testing’ a 
RAT model has already been provided by Boudon (1974, pp. 76–80) himself.

4. CONCLUSION

In this chapter, we have learnt that the BG model has inspired rigorous sociological 
research on IEO. The discussion of RRA theory as a core element of the rational action 
explanation of individuals’ educational decisions in their life course has fueled a theo-
retical progression in sociological research into inequality and has illuminated empirical 
research in this area. Taking this research program, which is obliged to methodological 
individualism, for granted, we have witnessed substantial improvements – extensions and 
specifications – of the initial BG model. These improvements demonstrate the lively and 
innovative research that is taking place in the sense of a rigorous sociology. Measured by 
citations within the scientific community, the article by Breen & Goldthorpe (1997) on 
the explanation of less declining class-related (or changing gender-related) IEO became 
a popular reference. The strength of the BG model – shared with similar models – is its 
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precision, upgradability, compatibility and scope. As we have seen, it is possible to use 
this model for the explanation of many phenomena related to IEO. Breen & Goldthorpe 
(1997) are extremely successful in showing that such a model comes with significant 
advantages. On the one hand, it is possible to integrate a number of single factors related 
to educational differentials into the model (e.g. time horizon, discounting rate, hedging, 
socialization, educational policy and societal change, such as economic modernization 
and cycles of labor market conditions). On the other hand, the model can be used to 
explain different social phenomena such as educational expansion, gender reversal in 
education and the persistence and decline of IEO across time and countries. In this 
respect, the BG model is an important contribution to rigorous sociology in general and 
to sociological research on social stratification in particular.

However, as already mentioned above empirical tests published over the last 20 years 
provide mixed results for the BG model and of the RRA hypothesis. Methodologically, 
this could be explained by differences in the quality of data, appropriateness of the model 
design and specification, and the reliability and validity of the mechanisms and measure-
ment of variables. In a theoretical respect, it has become obvious that the RRA hypoth-
esis is still the most vulnerable area in the BG model. This suggests a need to replicate 
empirical applications and tests of the core assumptions of the BG model. These tests 
must follow realistic and progressive strategies – i.e. the replications should be 
extended to sequential educational decisions across an individual’s educational trajec-
tory. Since the educational trajectory is endogenous, it is plausible that the outcomes of 
previous educational decisions and transitions will have an impact on decisions in the 
future. Such a longitudinal design would be optimal for testing the assumptions of the 
BG model.

Regarding the RRA hypothesis, the following issues should be addressed in detail. 
First, it remains unclear why other benefits are not considered – such as striving for 
income or a prestigious career – that could contribute to status maintenance as an unin-
tended consequence of purposive action. The RRA hypothesis does not explain why 
different social groups in the population strive for different aims by intensive investment 
in their education. The mechanisms behind these desires are not addressed in the RRA 
argument. Of course, it is argued in the BG model that the cost of failure results in the 
case of an uncertain probability of success to take a less demanding educational 
pathway. However, the question arises of whether there are positive incentives that make 
individuals strive for status maintenance (Jæger & Holm 2012, p. 223). Social recogni-
tion related to a specific educational attainment and physical welfare as a consequence 
of an attained class position are examples of such incentives (Jæger 2007, p. 452; Becker 
2003; Erikson & Jonsson 1996). Furthermore, it is still unclear why class position itself 
leads to the desire for maintaining status. Second, the increased enrolment of women in 
higher education and the gender reversal of educational attainment could be explained 
by factors other than RRA. It is evident that a significant characteristic of women’s 
marriage patterns has not changed during the educational expansion: their aversion to 
choosing a partner who provides a lower educational degree or class position than they 
have themselves attained (Becker & Jann 2017). Other aims, such as economic independ-
ence or emancipation, are also motives for attaining higher educational degrees (Becker 
2014; DiPrete & Buchman 2013). Third, the model by Boudon (1974) is applied to the 
explanation of the educational differentials between natives and immigrants owing to 
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the primary and secondary effects of a migrant background (for an overview, see Nauck 
2019). The motive for migration is often an immigrant’s hope of finding better opportu-
nities abroad for an affluent way of living. This is also true for the so-called ‘guest 
workers’ in European countries, who often attain a higher educational degree than their 
parents before they leave their home country. Furthermore, immigrants are afraid that 
there is discrimination against them in the labor market of their destination country. In 
order to avoid potential discrimination, they seek to invest as much as possible in their 
own and in their children’s education (for an overview, see Kristen 2019). According to 
these examples, investment in the education of children as an intermediate good is an 
attempt to solve a problem. One of the  problems – besides other issues, such as subsist-
ence and approval – is the intergenerational reproduction of the class position, which 
might result in desired benefits such as physical integrity and social recognition by a 
family’s social network (Stocké 2019; Jæger 2007). From the perspective of RAT, this 
purposive action is extremely appropriate in modern societies with a public educational 
system and a market-based economy.

Finally, for a sociological explanation of why and how the persistence of educational 
inequalities has changed, a dynamic multi-level explanation is needed. In order to reveal 
situation effects (the macro–meso–micro linkage) on the one hand, empirically con-
firmed ‘bridging hypotheses’ are still underspecified in the current state of sociological 
research. For example, how do different social classes evaluate economic developments 
regarding investment in education? How does an employer’s demand for skill affect an 
individual’s educational decision? Does educational policy have an effect on the cost 
sensitivity of lower-class families regarding higher education? On the other hand, the 
development of transformative hypotheses that translate single educational choices at 
the micro-level into educational inequalities as their aggregated result at the macro-level 
still lags behind the theoretical reconstruction in the spirit of the macro–micro linkage 
(Figure 19.1; see the chapter by Raub, De Graaf & Gërxhani). For a complete explana-
tion of interesting phenomena such as IEO or changes in educational differentials, it 
is  necessary to develop hypotheses for the transformation of single decisions and 
actions  to the social aggregate (Raub et al. 2011; Wippler & Lindenberg 1987). The 
organizational structure and institutional rules of the educational system should 
be taken into account, because the institutionalized procedures of selection and alloca-
tion matter (Dollmann 2019). For example, it could be assumed that the features of the 
educational system affect the primary and secondary effects of social origin. The 
more an education is stratified, the more branching points have to be overcome on the 
route to university; the more segmented and the less permeable the educational path-
ways, and the more different educational options that are offered, the more important 
the secondary effects of the emergence and reproduction of IEO become; and the 
more rigid the sorting and selection functions regarding school performance, achieve-
ments and skills, the more the role of primary effects at the branching points in the 
educational system is strengthened (see Figure 19.1). These transformation problems in 
the explanation of the persistent IEO should be addressed in future research. A complete 
multi-level theory – i.e. a theoretical linkage between each of the analytical levels by 
empirically confirmed hypotheses – provides a sociologically complete explanation of 
IEO in modern societies in the spirit of a modern sociological science and rigorous 
 sociology.
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20. Structural holes and good ideas
Ronald S. Burt

This chapter was originally published as Ronald S. Burt (2004), ‘Structural holes and 
good ideas’, American Journal of Sociology, 110, 349–399. It is reprinted with permission 
from the University of Chicago Press; © 2004 by The University of Chicago and is not 
available Open Access.
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21. Network mechanisms in innovation: borrowing 
and sparking ideas around structural holes*

Balazs Vedres

1. INTRODUCTION

A relational understanding of innovation is a core agenda in science. In biology, parallel 
evolution in separate subpopulations that subsequently mix is seen as a key mechanism 
that leads to outstanding genetic innovation (Wright 1932). Similarly, studies of cultural 
evolution found that where sustained local diversity eventually comes into contact with 
one another, this process results in the most innovative cultural solutions overall (Creanza 
et al. 2017). In psychology, exposure to others with radically different experiences and 
routines is seen to promote innovation by provoking individuals to take diverse perspec-
tives (Steffens et al. 2016), and thus expose them to diversifying experiences: generative 
situations that the individual would not get into otherwise (Gocłowska et al. 2018; 
Tadmor et al. 2012). Sociological and organizational studies of innovation have placed a 
special emphasis on network mechanisms that explain the generation of new ideas, and 
succeeding with innovations (Anderson et al. 2014; Crossan & Apaydin 2010; Pittaway 
et al. 2004), with an increasing attention on knowledge networks (Hansen 2002; Phelps 
et al. 2012; Reagans & McEvily 2003).

Ronald Burt’s ‘Structural Holes and Good Ideas,’ published in 2004 in the American 
Journal of Sociology (Burt 2004), is one of the most influential publications in this 
domain. This publication has attracted about 2000 citations according to Web of Science, 
and about 6000 citations by Google Scholar (by the end of 2020). The impact of the article 
is far reaching, as it provided a first clear exposition of the link between network struc-
tural diversity (being linked to others from relatively disconnected network regions) and 
innovation, in the form of generating useful ideas. As all influential works of science, the 
article gave us a systematic analytical framework to understand a mechanism that we 
intuitively experienced in our everyday lives: that being well connected helps us also to be 
well informed, and thus become inspired to come up with useful ideas.

Burt’s article has continued in the footsteps of key works in relational society, and key 
prior works from the same author. Most importantly, Burt’s earlier book Structural 
Holes – first published in 1992, then in paperback in 1995 (Burt 1995) – outlined a new 
theory of social capital, that emphasizes the control and informational benefits of struc-
tural diversity around ego. This conception of social capital was in stark contrast with 
most earlier conceptions that emphasized the cohesiveness and density of social ties as a 
resource. While the importance of structural diversity had been recognized before – most 
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notably in Granovetter’s idea of the strength of weak ties (Granovetter 1973, 1983) – with 
structural holes Burt had identified the causal mechanism that generates advantage in 
social networks. According to this argument, ties that bridge between otherwise uncon-
nected regions in the network (regions surrounded by holes in the structure) are especially 
valuable, as such bridging ties provide vision and control benefits to those who maintain 
them. By being linked to nodes in the network that are not communicating directly with 
one another, one can be the first to learn about an opportunity, and they can also be a 
‘laughing third’ in negotiations, enjoying control benefits of exerting influence over their 
partners.

In the book Structural Holes Burt had also developed a measure of the extent to which 
an individual’s network is poor or rich in structural holes: the measure of structural con-
straint. Unlike Granovetter, who relied on the proxy of having weak ties to infer benefits 
arising from a structurally diverse network, Burt was proposing a direct measure of the 
causal element in network structure: a measure for structural diversity itself. This con-
straint measure captured the flipside of structural holes: the extent to which an individu-
al’s network is constrained by the lack of structural holes. According to this measure, a 
node in the network can be constrained by two forms of embeddings: by alters being 
directly tied to one another (cohesion), and by alters sharing ties to the same node (struc-
tural equivalence). High constraint means a lack of structural holes, and a lack of oppor-
tunities around the focal node. A recent examination of the constraint measure indicated 
that its range is not between zero and one, and that in graphs larger than seven nodes the 
maximal constraint for a given node is not in a full graph (fully cohesive network), but 
rather in a network where there is a ‘shadow ego’, a fully structurally equivalent node to 
ego (Everett & Borgatti 2020).

With the concept of structural holes, Burt started a revolution in the field of social 
network analysis and economic sociology. The idea of structural holes is attractive, as it 
helps address long-standing theoretical concerns about how structural constraints both 
determine and enable action (Bourdieu 1990; Emirbayer & Goodwin 1994; Giddens 1984; 
Sewell 1992; Simmel 1950), and – a more immediately relevant concern in the literature 
of social networks – this idea helped clarify what social capital is (Coleman 1988). A key 
edge of Burt’s conception of structural holes is a clear empirical capability of measuring 
structural constraint in a way that proved much more practical and accessible than prior 
solutions to capture the significance of gaps in social structures. One could consider 
blockmodeling, for example (White et al. 1976), where the idea of zero blocks was high-
lighted as a key element in social structure. The idea of zero blocks was clearly a source 
for developing the notion of structural holes,1 but the identification of zero blocks 
depends on complex methodological choices, and it does not provide a clear link to indi-
vidual network social capital (see the chapters by Steglich & Snijders on stochastic 
network modeling and Buskens, Corten & Raub on social networks in this Handbook for 
further discussion of some of these issues).

1 In the introduction to Structural Holes, referring to White et al. (1976) on blockmodels, Burt acknowl-
edges that ‘It is clear from their analysis that they meant structural holes to be important for understanding 
network contingent action as well as the task they addressed of clustering network elements into blocks’ (Burt 
1995, p. 26).
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2.  THE MECHANISM CONNECTING STRUCTURAL HOLES 
WITH GOOD IDEAS

The 2004 article ‘Structural holes and good ideas’ had advanced the idea of structural 
holes in significant ways, mostly by elaborating a key mechanism on how structural holes 
provide advantage. In the words of the author: 

. . . there is abundant and accumulating empirical evidence of increased returns to brokerage. 
[. . .] Evidence on the mechanism is not abundant. [. . .] the issue in this article is not whether 
brokerage yields returns; at issue is the mechanism by which brokerage yields its documented 
returns. (Burt 2004, p. 354)

While the book Structural Holes presumed two main mechanisms for how structural 
holes become social capital – via the mechanisms of vision and control advantages – the 
exposition in that book examined correlations between structural holes and outcomes 
(such as individual promotion chances or industry profits). The article advanced our 
understanding of vision benefits in structural holes by unpacking the mechanism for 
vision advantages around structural holes. The unique data on the quality of ideas raised 
by employees gave direct access to the presumed advantage in structural holes to be better 
informed, i.e., having better insights.

To unpack the argument on the mechanism we need to consider key building blocks: 
imagery of ties, assumptions about levels of agency, and the nature of the dependent 
variable ‘good ideas’ (see the chapter by Raub, De Graaf & Gërxhani on how these build-
ing blocks relate to key features of rigorous sociology). The argument is fundamentally 
about opportunities created by variation of network structure, and thus the starting point 
is to clarify the nature of ties that network positions are built of. The article considers 
information flow as the fundamental type of tie – an emergent, informal system of circu-
lating symbolic content that is relatively immutable, in that it survives crossing bounda-
ries of groups within the organization (Littlejohn & Foss 2011; Monge & Contractor 
2003). Burt also makes it clear that network structure should not be considered a causal 
agent, but rather as a context for agency, providing or blocking opportunities for various 
actors to contribute successful ideas.

The article builds on a dual imagery of agency, ascribing distinctive roles for individu-
als and for collectives. A key element in specifying the mechanism of how brokerage 
becomes social capital is the ‘bridge-and-cluster’ structure of social networks, where 
modularity (Newman 2006) is high, while there are long-distance paths connecting clus-
ters of high density, in a ‘small world’ network (Watts & Strogatz 1998). This dual con-
ception of network structure is mapped onto a dual conception of agency, with two 
qualitatively different orientations towards innovation. A group is seen as a site of col-
lective action to develop beliefs and practices, by the virtue of trust that develops in 
repeated, high-bandwidth, and balanced ties of closure within groups. Mechanisms of 
how beliefs and practices develop in groups is not extensively discussed in the 2004 article 
that is the focus of this chapter, but closure is a key topic in Burt’s book Brokerage and 
Closure, published soon after ‘Structural holes and good ideas’ (Burt 2005).

In contrast to groups – that are seen as primary producers of beliefs and practices – 
 individuals are seen as beneficiaries of the diversity across various groups. Individual action 
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is about arbitrage: benefitting from a vision advantage, they have early access to diverse 
ideas that are produced in groups. In the 2004 article Burt elaborated the expected mecha-
nism by which brokers might gain unique insight from their diverse ties by outlining four 
scenarios, each capturing increasing levels of involvement for the broker in diverse com-
munities of knowledge. The first level of involvement for a broker is simply to make two 
communities (workgroups, units in an organization) aware of the difficulties the other com-
munity is facing. The next level of brokerage is when the broker transfers best practices from 
one community to the other. The third level is when the broker draws analogies between 
communities that are deemed to be irrelevant to one another. Finally, the fourth level of 
brokerage is the ability to synthesize knowledge from two disconnected communities.

Expanding the tertius gaudens conception of brokerage (Burt 1995), brokers here are 
not simply takers, taxing flows they are inserted into, but are also envisioned to have a 
translating, synthesizing capacity: ‘New ideas emerge from selection and synthesis across 
the structural holes between groups’ (Burt 2004, p. 350). Brokers in this conception are 
seen to ‘have earlier access to a broader diversity of information and have experience in 
translating information across groups’ (Burt 2004, p. 354).

3. INTELLECTUAL CONTEXT

As already mentioned above, Burt’s article generated over 5000 citations over the 16 years 
since its publication, being one of the outstanding reference points of scholarship on 
social networks. To appreciate the broader location of the article within the field of social 
networks, we rely on a recent study of Shiau and coauthors, who identified a large set (a 
reasonably complete population) of publications on social networks from the ISI Web of 
Science database, published between 1996 and 2017 (Shiau et al. 2017). They analyzed 
2565 matching articles and located all the 81,316 publications that this focal set of articles 
had cited. Of these larger set of cited works, they narrowed their analysis to 67 highly 
influential publications (with ‘Structural holes and good ideas’ among them), and ana-
lyzed the overlap structure of how the larger set of citing works (the dataset of 81,316 
publications) cite these 67 influential pieces together. Arguing that a high overlap indi-
cates close intellectual proximity, the authors proceeded to map the space of the 67 influ-
ential works, using multidimensional scaling. We use this mapping to locate Burt’s article 
in the field, and Figure 21.1 shows the result that was obtained by the mapping exercise 
of Shiau and coauthors with ‘Structural holes and good ideas’ marked.

The first conclusion from Shiau and coauthors’ mapping work, is that Burt’s (2004) 
article is among the most influential publications, and its 370 annual citations (the 
average number of citations for each year since publication according to Google Scholar) 
is above the median of 344 in the set of 67 influential works in social networks. The second 
interesting conclusion is that the article is right in the middle of the map, in the cluster of 
publications that share a focus on social capital (marked as ‘Group 7’ on the figure). In 
the immediate neighborhood of ‘Structural holes and good ideas’ we find Granovetter’s 
‘Strength of weak ties’ (Granovetter 1973), Ahuja’s ‘Collaboration networks, structural 
holes, and innovation’ (Ahuja 2000), and Coleman’s ‘Social capital in the creation of 
human capital’ (Coleman 1988). In sum, ‘Structural holes and good ideas’ has become 
one of the defining works of the social networks paradigm. Its position in the intellectual 
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space of influential works is right in the middle, with close proximity to various clusters 
on substance and measurement in networks.

In a more substantive sense, reviews of the bridging and brokerage literature locate 
Burt’s (2004) article at a crucial juncture: on one hand this article is part of an earlier 
research agenda in the sense that it focuses on brokerage opportunities chiefly, without 
considering resources that might be available in the cohesive, or high-weight ties in the 
network, that became an emphasis over the following years (Schowalter et al. 2019). On 
the other hand this article opened new directions of research by unpacking the mecha-
nisms that provide benefit to brokers, by directing attention to the knowledge and idea-
tional dimension of network processes (Stovel & Shaw 2012). In sum, the article 
represents a moment of opening up the brokerage paradigm, followed by publications 
that brought back strong ties, cohesion, and trust (Kwon et al. 2020). Among these pub-
lications were Burt’s subsequent book, Brokerage and Closure, which added considerable 
discussion on the two sides of social capital: brokerage and embeddedness (Burt 2005).

While the immediate mission of Burt’s 2004 article was to specify a key mechanism of 
how brokerage works – the information benefits of structural holes – with this ambition 
it also joined other discussions in some key areas of networks scholarship. Two of these 
are important to note: scholarship on networks and innovation in organizations, at 
the time of writing this chapter, Burt’s article was best represented by the work of Ahuja 
(2000), and a turn to understanding how the realm of symbols and language can be cap-
tured in network terms, at the time championed by Breiger (2000) and Mohr (1998). 

Source: Shiau et al. (2017, p. 392).

Figure 21.1  The location of ‘Structural holes and good ideas’ (labeled ‘A29’) among 
67 frequently cited publications on social networks
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‘Structural holes and good ideas’ has intended to unpack a mechanism of brokerage, but 
also joined these two broader discussions.

4. THREE PHASES OF RECEPTION

To describe the contours of the reception of the article over the past 16 years, I collected 
data from Google Scholar – arguably the most complete resource on academic publica-
tions, including working papers and books. Working with Google Scholar data is unnec-
essarily cumbersome, as Google does not provide an API to access its records, and often 
interrupts users with puzzle challenges. In addition to Google data, I used Harzing’s 
software Publish or Perish to access the top 1000 citing works from Google Scholar, 
together with their abstracts (Harzing 2020). I used topic modeling of the corpus of 
abstracts, using latent dirichlet allocation (Blei et al. 2003). The details of the methods 
and findings would be beyond the scope of this chapter, so I will only present my inter-
pretations and conclusions based on these analyses.

Figure 21.2 shows the contours of the reception history of the article in terms of the 
numbers of citing articles by year, and the number of top 1000 most cited citing works, also 

Note: Grey bars indicate the total number of citing publications; black bars indicate the number of 
publications that are among the top 1000 most cited according to Publish or Perish. Left vertical axis shows 
the number of publications, while the right vertical axis indicates the mean annual citation count for the top 
1000 most cited publications, with interquartile range as whiskers.

Figure 21.2  Publications citing the 2004 article ‘Structural holes and good ideas’ 
according to Google Scholar by year of publication
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by year. For this latter group the mean annual citation numbers are also indicated (on the 
secondary axis). For the sake of simplicity I discuss reception in three phases, with an empha-
sis on both the overall profile of publications, and identifying outstanding publications that 
brought new framings and arguments: the first phase from 2005 to 2009 saw an early recep-
tion marked by a sharply increasing number of citations and an early group of outstanding 
publications that picked up the article. The earliest of these in 2005 were especially high 
impact ones: a book from Burt among them, Brokerage and Closure, and several key articles. 
The second phase from 2010 to 2015 shows a steady increase of citing publications, and a 
core set of impactful citing works, which indicate a wide adoption and canonization of the 
article as a key piece of scholarship on organizations, innovation, and social networks. The 
third phase from 2016 onwards shows a steady flow of citing publications, and the impactful 
works betray a wide diffusion of the 2004 article from Burt into scholarship on knowledge 
networks, culture and creativity, and general scholarship on innovation. The drop-off of 
impactful citing works (frequency of top 1000 citing works indicated by black bars on the 
figure) is most likely a result of right-hand censoring in Google Scholar, as it takes some time 
for citations (to citing works) to accumulate and show up in the database.

5.  EARLY RECEPTION: BROKERAGE AND INDIVIDUAL 
CREATIVITY

The reception of ‘Structural holes and good ideas’ started with a bang, with highly cited 
articles right from 2005. One can only speculate, but this early reception by outstanding 
pieces might have contributed greatly to the wide diffusion of the article later as well. One 
common thread in these early citing publications was an emphasis on identifying limits 
to brokerage as a strategy in creative contexts, and an added emphasis on thinking about 
agency: the agency of the individual innovator, and the agency of the collective, a team 
that engages in creative tasks.

Obstfeld identified a ‘tertius iungens’ orientation as a predictor of innovation, when an 
actor spanning a structural hole decides to add direct connections between alters, rather 
than to exploit the disconnect in a brokerage fashion (Obstfeld 2005). Obstfeld argued for 
the segregated treatment of the idea problem (identifying what to do) and the action 
problem (following up and realizing an idea) in innovation, and argued that structural 
diversity helps solve the idea problem, while closure is more suitable for solving the action 
problem.

Burt himself published his book Brokerage and Closure in 2005 about a related idea, 
arguing for bringing trust and closure back in the discussion of social capital (Burt 2005). 
In that book many aspects of the ‘Structural holes and good ideas’ are expanded upon, 
giving detail of the supply chain innovation case.

Two articles by Uzzi and co-authors further explored the mix of long-distance paths 
(structural diversity) and closure within teams in the context of Broadway musicals, 
aiming to understand the significance of small world networks in innovation (Guimera 
et al. 2005; Uzzi & Spiro 2005). Guimera et al. (2005) added scientific fields to the study 
of Broadway musicals, to analyze the dynamics of how collaboration networks in fields 
emerge, to show that the likelihood of breakthroughs is greater with teams that have 
both a higher ratio of incumbents and a higher amount of diverse outside ties.
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The overall conceptual orientation as we can glean from the abstracts of all citing 
publications in this phase (relative to later phases) seem to emphasize individual creativ-
ity as opposed to organizational innovation. Several publications were discussing the 
significance of organizational boundary-straddling ties and creativity (Cattani & Ferriani 
2008; Fleming & Marx 2006; Fleming et al. 2007; Tiwana 2008). Two publications 
brought historical cases to understand economic change and creativity (Erikson & 
Bearman 2006; Padgett & McLean 2006). Another paper examined paths of network 
evolution, if all actors in the network strive to become brokers (Buskens & Van de Rijt 
2008). In sum, the focus in this phase of reception seemed to be emphasizing networking 
as opposed to organizing.

6.  ADOPTION AND CANONIZATION: RETHINKING TIE 
STRENGTH AND A FOCUS ON ORGANIZATIONS

The second phase of reception saw a wide adoption of Burt’s article in a broader and 
decidedly management-flavored literature. The overall shift that one can glean from the 
terms in abstracts in general, is a shift to organizational innovation concerns, thinking 
in terms of social structure, and an increased emphasis on performance and outcomes. 
A characteristic publication is Kilduff & Brass’s (2010) synthesis and overview of 
organizational social network research, Borgatti & Halgin’s (2011) overview of network 
research and theory for organizations, or Marin & Wellman’s (2011) summary of net-
works research. One could also mention Ahuja et al. (2012), Stovel & Shaw (2012), 
Mische (2011), Robins (2015), Scott et al. (2007), or Baer (2010) for overview accounts 
from various disciplines. Burt’s article was cited in Pentland’s (2014) book Social 
Physics.

A subtle, but notable shift over this period is the prevalence of the term ‘innovation’ 
over the term ‘creativity’ (Garud et al. 2013), signaling a shift from the focus on indi-
viduals that create ideas, to organizations, institutions, and processes of generating ideas 
that is entailed in the notion of innovation. In sum, these publications indicate the deci-
sive inclusion of ‘Structural holes and good ideas’ into the canon of organizational social 
networks research.

Beyond inclusion in the canon of organizational and management scholarship, recep-
tion in this phase included outstanding articles that proposed to re-think the connection 
between structural diversity and the strength of ties. Outstanding among these are Aral 
& Van Alstyne’s (2011) argument that there was a tradeoff between strong and weak ties 
(high and low bandwidth ties as they conceptualize it) in terms of innovative potential. 
The assumption is that structural diversity (which they still equate with weak ties, as 
Granovetter did) is advantageous only under some circumstances, when the update speed 
and complexity of the knowledge space is not too high. Strong ties do have a place in 
innovation after all. Ideas that examine structural diversity with strong ties started 
to appear, arguing for the creative importance of maintaining strong ties to disconnected 
others as a distinctive phenomenon, not anticipated by either Burt or Granovetter 
(McFadyen et al. 2009; Tortoriello & Krackhardt 2010; Vedres & Stark 2010). Some of 
these works have integrated dimensions of cultural content as well (De Vaan et al. 2015; 
Vedres 2017).

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



Network mechanisms in innovation   431

7.  WIDE DIFFUSION: FOCUS ON KNOWLEDGE

The most recent phase in the impact of ‘Structural holes and good ideas’ is marked by a 
zooming-out to conceptually broader issues, marking an even broader diffusion in the 
engagement with the 2004 article. This most recent phase shows a shift from thinking in 
terms of innovation to thinking in terms of knowledge production (Guan & Liu 2016; 
James et al. 2016; Liao & Phan 2016; Todo et al. 2016). This entails attempts to clarify 
the relationship between creativity, innovation and knowledge, attempting to pinpoint 
how structural diversity and cohesion impacts on the generation of new ideas at various 
stages of the process (Perry-Smith & Mannucci 2017). Discussing the most recent think-
ing about and with the article brings us to reflections about lessons for further research 
that I will discuss along key themes of focus.

8.  DO WE NEED AGENCY?

Burt’s article – and to some extent the scholarship that it inspired – had opened exciting 
opportunities to incorporate fundamental debates in the social sciences about structure 
and agency (compare the following discussion with the chapters by Raub, De Graaf & 
Gërxhani, by Manzo on analytical sociology, by Steglich & Snijders, and by Buskens, 
Corten & Raub). The question of agency is explicitly addressed in ‘Structural holes and 
good ideas’ as an important reminder about the association between brokerage and out-
comes: ‘The association cannot be causal. Networks do not act, they are a context for 
action. The next phase of work is to understand the information arbitrage by which 
people acting as brokers harvest the value buried in structural holes’ (Burt 2004, p. 354). 
But how can we take action and agency into account? Network analysis does not have 
an  easy and open intellectual connection with conceptual discussions of structural 
and  agency. As Burt notes in a subsequent book about the question of agency: ‘The 
 question’s neglect in contemporary network analysis has been noted from a variety of 
perspectives. [. . .] With some exceptions, much of the social capital research on perfor-
mance and network structure reads as though performance springs directly from 
 structure’ (Burt 2010, p. 221).

Agency is often taken as a synonym of action, which is not entirely accurate: agency is 
the capacity to durably alter structures, rather than reproduce them by acting in ways 
made likely, or routine by such structures (Emirbayer & Mische 1998; Mische 2011; 
Sewell 1992; Stevenson & Greenberg 2000). The debate on structure, culture, and agency 
is about the idea that instead of looking for sources of change (agency) in exogenous 
factors, that force otherwise stable structures to change, one should look for sources of 
change embedded in the contradictions of structures.

Do we need to consider agency in network analysis? One possibility is that conceptions 
of agency are indifferent to the analysis of networks. As Burt suggests, ‘Thus, agency is 
not a variable in the analysis; it can be put aside’ (Burt 2010, p. 222). I argue that even 
though agency might not be a variable, it informs the fundamental imagery of what 
network structures are relevant, and what are valid measurement strategies for networks. 
Beyond network ties, valid conceptions of temporality, and relevant concepts of symbols 
and knowledge are also connected with concepts of agency. These in turn influence the 
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definition and measurement of variables. Specifically, the imagery of structure in net-
works research is often left unexamined, which leads to a default ‘circuitry metaphor’ 
driving conceptualization and measurement in many studies. We all too often leave the 
default view of networks as pipes of flow unquestioned (Podolny 2001), neglecting other 
imageries of networks, for example as arenas of status comparisons (White 2002), occa-
sions of joint sensemaking (Bearman & Parigi 2004), often conflictual discursive arenas 
of power (Gibson 2005) and allegiance (McLean 2007). The circuitry imagery clearly 
underpins Burt’s article as well. Introducing the key ideas on a diagram, Burt states: ‘This 
figure shows a sociogram in which lines indicate where information flows more routinely, 
or more clearly, between people or groups, which are represented by dots. Solid lines 
indicate stronger flow’ (Burt 2004, p. 351, emphasis added).

Rather tellingly, Burt starts the exposition of his argument on how structural holes 
contribute to new ideas by excluding novelty (of good ideas) from his discussion: ‘Novelty 
is not a feature of this hypothesis’ (Burt 2004, p. 350). As much of research in the broker-
age paradigm adopts an imagery of circuitry, and diffusion, the search for the network 
sources of new ideas is somewhat paradoxical: new ideas emerge by brokers borrowing 
ideas from elsewhere: from other locations of the network where an unspecified process 
generates new ideas (or at least new building blocks of ideas). Much of the work that was 
done in the second phase of citing Burt’s article (from 2010 to 2015) centered on solving 
this paradox, and locating the source of novel ideas, as opposed to good ideas.

Network analysts (the author of this chapter included) tend to focus on structural 
determinants of action in settings where social structure is presumed to be a stable infra-
structure. Emirbayer & Goodwin (1994) reminded network analysts about the impor-
tance of reflecting on how agency and structure are interrelated, an idea further elaborated 
by Emirbayer & Mische in an article specifically on the nature of agency (Emirbayer & 
Mische 1998). This discussion was within the context of a longer and broader – but nev-
ertheless highly relevant and prominent – debate on rethinking the concept of culture and 
structure in sociology. This debate relied on seminal theoretical works from Giddens 
(Giddens 1984) and Bourdieu (Bourdieu 1990), and was further elaborated in the 1990s 
(Archer 1996; Hays 1994).

The relatively under-theorized nature of the networks field is a weakness (Erikson 
2016), which prevents insights developed from working with network data from permeat-
ing other subfields in sociology, and it leaves some key assumptions and imageries in 
networks research unexamined for critical reflection. The structuralist focus in networks 
thinking prevents us from addressing agency: after attempts to conceptualize robust 
action in network terms in the 1980s and 1990s (Leifer 1988, 1991; Padgett & Ansell 
1993), there were few publications devoted to developing a networks-oriented rethinking 
of agency (for one exception see Stevenson & Greenberg 2000). The structuralist focus 
also prevents us from properly appreciating the analytical autonomy of the cultural 
dimension. Rich debates on framing and frame alignment (Benford 1993; Snow 2004) 
have rarely permeated into the mainstream of networks research (Cornelissen & Werner 
2014). Efforts to adopt networks thinking produced results in discourse analysis, for 
example in the works of Mohr (1994, 1998, 2000; Mohr & Bogdanov 2013), and Fuhse 
(2013, 2016; Fuhse et al. 2020). However, the integration of cultural and social network 
analysis that was called for in the 1990s has not been realized (Emirbayer & Goodwin 
1994).
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Burt’s (2004) article goes beyond the typical structuralist analysis in social networks in 
highly significant ways. Possibly the most relevant exposition of how structures contain 
the tensions and contradictions that open opportunities for agency is in Sewell (1992), 
who argues that for example the transposability of schemas from one community to 
another creates creative openings for agency – this is exactly what Burt argued as a 
mechanism by which brokers can gain an idea advantage. The analysis of the supply chain 
management ideas does not stop at predicting idea value by structural diversity in the 
network of the proposer of the idea. Burt also returns to the field site, and investigates 
how managers mobilized subsequent support for their ideas, and how structural diversity 
predicts such active idea advocacy. This is a clever strategy to address agency, relying on 
evidence of a capacity to intervene in the (social and symbolic) structure of the organiza-
tion: the structural diversity in the managers network is not only an occasion to spark a 
new idea, it is also an enabling structure for activism to institute change.

9.  STRUCTURAL DIVERSITY WITHIN GROUPS

Reflections on agency should extend to conceptions of individual and collective actors in 
network analysis. Burt’s article distinguishes individual brokerage and group level devel-
opment of beliefs and practices. As Burt expanded upon this point in the subsequent book 
Brokerage and Closure, groups should expect to reach maximal performance when they 
are cohesive inside, and have diverse connections outside (Burt 2005, p. 139).

As we discussed, at the first phase of reception of Burt’s article, a focus on teams was 
part of the discussion on structural diversity and creativity from the beginning. Group 
processes in teams are important to consider, as a prior history of working together 
contributes to higher performance by increasing non-codified knowledge – a meta- 
knowledge that researchers refer to as ‘transactive memory’ (Wegner 1995). Working 
together in the past further facilitates coordination by producing shared notions of the 
informal rules and implicit protocols for how to get things done. Such informal proto-
cols are especially important in project work where tight deadlines mean that there is no 
time to wait for formal organizational routines to be developed and/or disseminated 
(Grabher 2004). In sum, to work with others is to learn how they work; to work together 
is also to develop unstated norms and informal rules about how to work; and sharing 
such tacit knowledge of roles and codes with two or more others is to have a sense of 
community.

However, experience and unstated norms are not distributed evenly within a group. 
Teams are composed not simply of individuals, or simple pairs of individuals, but also of 
groups based on the shared experiences of working together. Day 1 of a new project thus 
assembles people; but it also assembles groups. If you have participated in a large research 
project, served on a task force at your university, or attended a workshop, you are famil-
iar with the experience of walking into the first meeting of a new group and the looks of 
recognition exchanged between members who have worked together before. Team com-
position in creative fields is increasingly a task of composing modules – groups of experts 
with a proven added value of synergy – together into a larger collective that will be the 
new team. The building blocks of teams (especially teams relying on the creative collabo-
ration of complex skills) might not be individuals, but groups.
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Once we consider internal diversity in teams, and relax the assumption that higher 
density means uniform beliefs and practices within, a next question is how internal diver-
sity of groups relate to their role in creativity and innovation. Where cognitive distance 
is low across the subgroups that comprise a team, the members of the team share a 
common language. Such low cognitive distance can mean an impoverished repertoire of 
cultural elements, with an ease of communication that is likely to result in conformity. By 
contrast, where the subgroups comprising a team are cognitively (stylistically) distant, 
members might confront a babel of dissonant languages, where even the same term might 
not have the same meaning. Cognitive diversity has the potential to shake up existing 
codes and categories, leading to the development of innovative products (Brown & 
Duguid 1991; Stark 2011).

But it is not enough for codes and categories to collide. The team requires structures 
that make it possible for these to be expressed anew in a lexicon formed out of but not 
reducible to the simple sum of the multiply untranslatable languages. Teams that have 
this ability will be more likely to fully exploit the benefits of this tension. How then can 
cognitive diversity be organized and mobilized for productive ends? The concept of struc-
tural folding is about the distinctive position in network topology at the intersection of 
cohesive communities (Vedres & Stark 2010). Since the time of Simmel, network theory 
has been cognizant of the fact that someone could simultaneously be a member of more 
than one cohesive community.

Whereas the transmission model of networks refers to how ideas flow (Borgatti & 
Cross 2003; Coleman 1988), structural folding refers to how ideas are generated. In the 
former view, which also serves as the underlying imagery to Burt’s article, networks func-
tion as a kind of transportation system, moving information from one social location to 
another, transplanting the kernel of an idea to organizationally more nourishing condi-
tions. Structural folding, by contrast, is more of a production process where new prob-
lems are conceptualized as new resources are identified.

Actors at the structural fold are insiders – insiders to more than one community. As 
insiders, they are trusted. Importantly, as the trusted insiders of multiple groups, they can 
vouch within one group for the members of another. This is an asset for a creative team, 
especially in times when things get difficult. ‘Trust me. You can count on her.’ Trust is not 
characteristic of brokerage across the structural hole. In fact, the opportunism of the less 
constrained broker was seen as one of its key features (Burt 1995, 2015). But trust is a 
resource, doubled, to groups that have a structural fold. And the more distant the groups 
within the team, the more trust matters in regard to the tension – not for eliminating it but 
for holding it in place until new kinds of creatively stylistic combinations can emerge.

Moreover, actors at the structural fold are insiders to the tacit knowledge and informal 
codes of more than one community. Structural folding matters because it does not simply 
facilitate a translation from one code to another but fosters the emergence of the primitive 
lexicon for new languages. That is, structural folding is the agent space for developing 
creole. The value of the intersection (the structural fold) is proportional to the difficulty 
(the distance) of translating the cognitively diverse material of the non-intersecting parts 
of the folded groups (De Vaan et al. 2015). The vital action is not all at the intersection 
but in the kind of interaction between intersecting and non-intersecting parts that is not 
captured with the notion, much emphasized in the conventional network literature, of the 
smooth flow of information.
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Teams with highly cognitively diverse groups held in tension by structural folds not 
only have a greater repertoire of action; they also have the ability to recontextualize 
knowledge, recognizing that the given array of known solutions does not exhaust the 
possibilities for new solutions (Ganz 2000, p. 1012) and, in fact, for new problems (Lester 
& Piore 2006). Structural folding improves the likelihood of innovation by enhancing the 
possibility to override the taken-for-granted and to think deliberately (DiMaggio 1997) 
and reflexively (Stark 2011). By one way of thinking, the mixing of cognitive styles and 
lexicons, the ambiguous semantics of multiple identities, and the tensions about overlap-
ping pragmatics should be a recipe for disaster (Zuckerman 1999). Cognitively distant 
but overlapping cohesive group structures can be productive, not despite such mixing, 
ambiguities, and tensions, but because of them (Giuffre 2001).

Structural folding, especially when the former occurs among cognitively distant 
groups, is different from brokerage. In brokerage, to Burt for example: ‘The certain path 
to feeling creative is to find a constituency more ignorant than you and poised to benefit 
from your idea’ (Burt 2005, p. 389). Thinking in terms of structural diversity within 
groups, that is, thinking in terms of folding, presents another view: The path to promot-
ing creativity is to belong to two constituencies as knowledgeable as you and to ignite the 
value of their misunderstood differences, that is, to spark a new idea.

10.  STRONG TIES AND TENSION

Beyond the duality of groups and individuals, an additional distinction relevant for struc-
tural diversity and innovation is that between strong and weak ties. In the literature on 
structural diversity, the high weight of ties is seen as an obstacle, a hindrance to brokerage 
possibilities (Fararo 1983; Pattison & Robins 2002; Schowalter et al. 2019; Stovel & Shaw 
2012; Tutić & Wiese 2015; Yang et al. 2014). Overlapping closed triads or dense networks 
around contacts in brokerage situations are deemed to be an obstacle (Burt 2015; 
Krackhardt 1999; Krackhardt & Kilduff 2002; Reagans & Zuckerman 2008). More 
recent reformulations of the strength of weak ties thesis evaluate conditions under which 
strong ties might be more beneficial for obtaining diverse information than weak ties 
(Aral & Van Alstyne 2011; Bruggeman 2006; Centola & Macy 2007). However, even these 
arguments sideline strong tie structural diversity as an unlikely network structure, even 
though it is seen to promise the most novelty.

In Granovetter’s original formulation, open but strong triads were exceptions and were 
thus labeled forbidden triads. In his seminal article on the strength of weak ties, 
Granovetter cites sociometric evidence from the 1960s and 1970s that strong ties form 
closed networks. As his focus was on weak, bridging ties, he disregarded any occurrence 
of strong, open triads, because ‘processes of cognitive balance tended to eliminate it’ 
anyway (Granovetter 1973, p. 1364). Strong, open triads are imbalanced structures 
fraught with tension in the sense that they violate powerful mechanisms that were repeat-
edly demonstrated to balance triads in networks (Askarisichani et al. 2019; Cartwright & 
Harary 1956; Doreian & Mrvar 1996; Heider 1946; Hummon & Doreian 2003; Rambaran 
et al. 2015). Balanced triads in the original formulation are those where negative and 
positive ties are arranged in a way that the product of signs is positive (Cartwright & 
Harary 1956). Subsequently, this definition of balance was extended from negative and 
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positive ties to infrequent and frequent interactions, arguing that a triad where two of the 
interactions are frequent, and one is infrequent is imbalanced (Davis & Leinhardt 1972).

While there is certainly much evidence from balance theory that processes of cognitive 
balance tend to eliminate strong and open triads, it is interesting to consider whether the 
cognitive imbalance involved in strong and open triads can become a creative force. 
Starting from exploration and sensemaking that happens in dyads, we can capture the 
moment when new combinations of experiences emerge at the triadic level (Balachandran 
& Hernandez 2018). A strong, open triad is an opportunity for discovery, a conjuncture 
of two dyadic histories (Tilly 2000).

But why would a strong open triad be an occasion for generative, rather than merely 
disruptive tension? Borrowing from the psychology of innovation, I believe that the 
overlap of practices in a strong open triad becomes an occasion to innovate, because it 
serves as a diversifying experience, and thus opens possibilities for perspective-taking. 
Diversifying experiences ‘disrupt conventional and/or fixed patterns of thinking, thus 
enabling a person to view the world in multiple ways’ (Damian & Simonton 2014, p. 375). 
Taking such multiple viewpoints at once are shown to be related to increased creativity 
(Steffens et al. 2016), as exposure to multiple cultural contexts leads to more openness to 
question assumptions and practices (Gocłowska et al. 2018; Tadmor et al. 2012), and this 
openness leads to increased creativity (McCrae 1987). In the strong, open triad, a team 
member faces two colleagues with whom he or she has had long but separate collabora-
tive experiences. By this, he or she is confronted by two different sets of tacit knowledge, 
and two different aspects of own professional identity (Chua 2018). The cognitive imbal-
ance in an open but strong triad stems from the intersection of two distinct dyadic histo-
ries: two histories of collaborative experiences, and with them two distinct perspectives 
and two facets of identity.

Forbidden triads had been shown to contribute to success in such creative endeavors 
as recorded jazz music (Vedres 2017). As a thought experiment, let us compare a trio of 
musicians, A, B, and C, with network tension in their triad, where there are two pairs with 
a long history of collaborations: musician A had played several times with B, and also 
played several times with C, but B and C did not play with each other. As a comparison, 
consider another trio, say with musicians D, E, and F. In this trio D and E had played 
several times with each other, but F is a newcomer that did not have a collaborative 
history with either D or E. While newcomers had been identified as sources of creativity 
before (Ferriani et al. 2009; Perretti & Negro 2006), the task of a newcomer to convince 
seasoned players is clearly an uphill battle (Hansen & Levine 2009; Rink et al. 2013). In 
contrast, the first scenario with a tension triad clearly generates a challenge to be solved: 
it is a provocation to innovate that is difficult to ignore.

Tension in the form of open and strong triads represents a different mechanism to link 
structural diversity with innovation than structural holes with weak ties. It was previously 
demonstrated that tensions in the form of conflict and disagreement about tasks and in 
relationships can contribute to innovativeness in teams (Jehn 1995; Jehn & Mannix 2001; 
Simons & Peterson 1998), and task-related tensions can be beneficial to team perfor-
mance in general (Shah et al. 2020), also in the case of musical collaboration specifically 
(Murnighan & Conlon 1991). Switching from the triadic to the graph level, we need to 
understand how the creative opportunity represented by a strong, open triad can become 
an innovative benefit for the whole group. There are several arguments about how a 
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collective is enriched by maintaining diverse traditions. Population geneticists have long 
recognized that evolution in separate subpopulations brings a larger set of solutions to 
environmental challenges that can be later recombined to benefit the entire population 
(Wright 1932). These ideas have been translated from genetic to cultural evolution, 
showing how local diversity benefits the entire collective (Creanza et al. 2017). Recent 
experimental studies of cultural evolution have shown that collectives that feature a 
diverse set of separate traditions within themselves innovate more, compared with a more 
uniform community (Barkoczi & Galesic 2016; Derex & Boyd 2016).

In organizational settings, membership in multiple teams enhances people’s learning 
potential (Gronow et al. 2020; Lameez & Van Knippenberg 2014; O’Leary et al. 2011; 
Wuchty et al. 2007). According to these studies, communities with longer separate histo-
ries of exploration have a better chance to generate distinctive cultural combinations by 
avoiding early lock-ins into consensus. If diverse experiences are not connected by network 
ties, team members can easily overlook them, as no one would be in a special position to 
bring diverse experiences together (Hoever et al. 2012). In such a fragmented organization, 
subsets of members become segregated into homogeneous subgroups that are not exposed 
to one another. Diversity in itself can be a challenge for team communication, and breeds 
conflict, without organizational networks to turn it into an asset (Guillaume et al. 2017; 
Paulus et al. 2019). Strong, open ties make it more likely that team members contrast their 
diverse experiences, and consider possible syntheses (Lu et al. 2017).

11.  CONCLUSIONS: BORROWING AND SPARKING IDEAS

Burt’s 2004 article, ‘Structural holes and good ideas’ is a key contribution to understand-
ing how the structure of network ties can result in innovation. His article is an exception-
ally rich discussion of the mechanism in network ties that leads to useful ideas, with a 
triangulated dialog with empirical data, that resulted in an account of the interplay of 
individual positioning and group cultures, and manager engagement to advocate for 
ideas. The article presented a rare analytical strategy, with not only a rich data collection 
on collaboration network ties, but also detailed insight into the content and valuation of 
ideas that resulted from this network. In sum, this article is a cornerstone of our literature 
on social networks, creativity, innovation, and knowledge networks.

Tracing the reception of the article led us along streams of scholarship about creativity 
and teams, about the organization of innovation, and about the emergence and function-
ing of knowledge networks. A piece of scholarship such as ‘Structural holes and good 
ideas’ is not one that gives the final word in a debate, but one that rather ignites many 
new discussions. His article had opened up interesting questions and discussions – some 
picked up by Burt himself (Burt 2004, 2005, 2008, 2010) – and opened key debates on 
agency and culture in innovation, on the significance of groups in structural diversity, or 
on the place of the strength of ties in conceptualizing creativity.

The role of network structural diversity in innovation seems to be dual. First, networks 
of communication and collaboration serve as a circuitry to borrow elements of ideas 
evolved elsewhere. From this perspective, brokers are uniquely positioned to capture 
diverse elements of ideas, and access these elements before others. Second, networks are 
also engines of generating novel ideas within communities, as structural diversity with 
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strong ties – as folds or network tension – serves as an occasion to contrast beliefs and 
practices, and come to a novel synthesis. It is likely that all network processes of creativ-
ity combine these two aspects – the borrowing and sparking of ideas. No broker is a 
complete outsider, and communicating elements of ideas is important even within the 
most cohesive team.
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FURTHER PERSPECTIVES
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24.  The climate crisis: what sociology can 
contribute*

Dingeman Wiertz and Nan Dirk de Graaf †

1. CLIMATE CHANGE AND SOCIOLOGY

Climate change provides a major challenge to contemporary societies. Whether the 
problem is best portrayed as our house being on fire (Thunberg 2019) or as our house 
being imperceptibly eaten away by dry rot, there is little doubt that we do indeed have a 
problem. Global temperatures have risen substantially, and heatwaves, hurricanes, 
floods, and droughts have become increasingly common. There is overwhelming evidence 
that these trends are, at least for a large part, caused by human activity, with increases in 
greenhouse gas emissions being the prime culprit (IPCC 2015). According to some ana-
lysts, we have entered a new geological era, the Anthropocene, in which humankind has 
become a global geological force in its own right (Steffen et al. 2011).

Climate change is thus more than merely an environmental phenomenon. Not only are 
its causes rooted in societal practices, its consequences also extend far beyond its immedi-
ate natural impacts. Direct impacts such as rising sea levels and changes in the distribu-
tion of rainfall may make areas uninhabitable, disrupt critical infrastructure, impose 
health risks, threaten food security, and undermine livelihoods that depend on natural 
resources (Klinenberg et al. 2020). Critically, these impacts are unequally distributed, 
reflecting variation in exposure to climate change as well as in the extent to which people 
can adapt to it. Globally, this gives rise to the cruel fact that ‘those nations most respon-
sible for emitting greenhouse gases are best positioned to protect themselves [. . .] whereas 
nations with the lowest carbon footprint generally possess few resources to do so’ 
(Klinenberg et al. 2020, p. 653). At the same time, climate change may also aggravate 
social inequalities within countries (Dietz et al. 2020).

When we view climate change as a problem that is social in both its causes and conse-
quences, it requires little explanation that sociologists are well-placed to contribute to the 
study of climate change. In recent decades, many sociologists have already responded to 
this call, analyzing attitudes to climate change, the adoption of green behaviors, and issues 
of climate justice, to name a few examples. Nevertheless, the study of climate change con-
tinues to occupy a rather peripheral position within the sociological discipline. As becomes 
clear from two recent reviews (Dietz et al. 2020; Klinenberg et al. 2020), climate change 
rarely features outside field-specific journals, and there remain significant gaps in our 

The climate crisis

* K. Gërxhani, N.D. de Graaf and W. Raub (eds) (2022), Handbook of Sociological Science: Contributions 
to Rigorous Sociology, Cheltenham, UK and Northampton, MA, USA: Edward Elgar Publishing. ISBN: 978 
1 78990 942 5; http://dx.doi.org/10.4337/9781789909432.

† We are grateful to participants at the Handbook online meetings for valuable feedback on this chapter. 
We especially thank Andreas Diekmann, Klarita Gërxhani, Werner Raub, and Arnout van de Rijt for their 
helpful suggestions.
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understanding of the social nature of the climate change problem. This is a real pity, as 
improved insights on this front are indispensable for combatting the climate crisis.

Against this backdrop, this chapter gives an overview of some of the important 
research that sociologists have already done in relation to climate change. At least as 
importantly, we also highlight underexplored research areas where sociologists have 
something unique to contribute. While we can inevitably only scratch the surface on both 
accounts, we organize our discussion around three connected themes that capture key 
obstacles to solving the climate crisis: (1) attitudes to climate change, (2) diffusion of 
climate-friendly behaviors, and (3) opportunities and challenges for government inter-
vention to address climate change. We start, however, with a brief look at the collective 
action problem that underlies human-driven climate change.

2.  CLIMATE CHANGE AS A GLOBAL COLLECTIVE ACTION 
PROBLEM

Hardin’s (1968) reflections on ‘the tragedy of the commons’ neatly demonstrate that 
individual actors often lack incentives to take public interests, such as the preservation of 
the environment, fully into account. When their goal is to maximize utility in the short 
run, it can be entirely rational for actors to exploit collective resources, even when the 
whole community will eventually suffer losses as a result. This represents a classic case of 
a collective action problem or social dilemma (see Diekmann’s chapter on rational choice 
sociology in this Handbook), with every actor facing incentives not to take any precau-
tionary actions, even though a collective failure to act will ultimately harm everyone’s 
welfare.

Like the commons that Hardin wrote about, the atmosphere can be regarded as a 
common-pool resource, serving as a dump for greenhouse gases emitted through human 
activities. As for other common-pool resources, anyone can access the atmosphere (i.e., 
emit greenhouse gases), yet not without costs (i.e., a destabilized climate). The fact that 
the atmosphere is a global common-pool resource makes it especially challenging to avoid 
overexploitation, as problems related to the atmosphere inevitably transgress boundaries 
(cf. Dietz et al. 2003). Moreover, while one could think of a system of tradable emission 
permits, as exists for industrial polluters in the European Union, one would run into 
numerous problems when trying to roll out such a system on a global scale and for all 
greenhouse gas emissions (De Graaf & Wiertz 2019).

One of the key complexities is that the global character of the atmosphere implies that 
every person on our planet is involved, as potential culprit and victim. This makes it 
practically impossible to agree on common rules, to monitor behavior, and avoid free-
riding. In addition, people cannot easily observe the effects of climate change in their 
everyday lives. For example, the rise in global temperatures – one of the prime symptoms 
of climate change – amounts to ‘only’ one degree Celsius over the past 50 years. For 
many, climate change is also a distant phenomenon, with the gravest consequences occur-
ring far into the future and in areas far away. Another complexity is that human-driven 
climate change is a problem that humankind has not encountered before. As such, it 
remains uncertain how it will evolve, leaving ample room for disagreements about the 
urgency of the situation.
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Altogether, we are still far from sustainable management of the atmosphere, with little 
action taken to combat climate change, whether we consider citizens, businesses, or gov-
ernments. This lack of response represents a tantalizing puzzle: why, given the looming 
consequences of climate change, do we not take more effective action against it?

The collective action problem behind this puzzle can be analyzed using a macro-micro-
macro framework as introduced in the chapter by Raub, De Graaf & Gërxhani on rigor-
ous sociology. Figure 24.1 illustrates this, displaying the basics of the problem in a 
Coleman boat. The starting point of the figure is a small rise in global temperatures, with 
little action taken in response. This societal context influences the beliefs of individual 
actors about the nature of the problem (‘perhaps it is not so bad’) and the behavior of 
other actors (‘others do not seem to care’). Based on such beliefs, actors may end up doing 
little to avoid climate change, thinking that their actions will make no difference, while 
they do involve costs. With many actors behaving this way, the aggregate outcome is that 
climate change continues to unfold unconstrained. That outcome subsequently forms the 
starting point of a new cycle through the diagram. In the remainder of this chapter, we 
zoom in on different segments of this Coleman boat, thereby demonstrating how socio-
logical analysis can illuminate various aspects of the societal dynamics underlying the 
climate change problem.

3.  ATTITUDES AND BELIEFS CONCERNING CLIMATE 
CHANGE

Understanding people’s perceptions, beliefs, and attitudes to climate change goes a long 
way to understanding the climate crisis. For one thing, these views can affect behaviors, 
such as the car one drives or the party one votes for. Moreover, widely shared concerns 
about the climate can trigger public policies to combat climate change, with any such 
policy only standing a chance of making a difference when it is supported by a broad 
coalition of citizens. Since a detailed account of public opinion on climate change is 
beyond the scope of this chapter (we refer the reader to Shwom et al. 2015 and Capstick 
et al. 2015 for comprehensive reviews), we focus in this section on two questions that are 
particularly relevant for sociologists, namely: what explains attitudes to climate change 
and how do such attitudes influence climate-related behaviors?

Figure 24.1 Summary of the collective action problem behind climate change

Actors form their beliefs
about the problem and
about potential actions

Actors end up doing little, 
given the limited benefits but

substantial costs of taking action

Small rise in temperatures;
little action taken

Climate change continues 
to unfold unchecked
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Concerning the drivers of attitudes to climate change, evidence indicates that beliefs in 
human-driven climate change, concerns about this, and support for policy responses tend 
to be stronger among women, the higher-educated, and younger generations (Poortinga 
et al. 2019). Common explanations are that women are more altruistic and risk-averse 
than men, that education boosts climate change awareness, and that younger people are 
more future-oriented, whilst older people have greater stakes in the status quo. Economic 
interests matter as well. Bechtel et al. (2019) show in this context that people who are 
employed in more polluting industries – and who would thus face a bigger burden of any 
mitigation efforts – are less supportive of action against climate change. At the same time, 
social norms and values are shown to be important, too: support for abatement of green-
house gas emissions is stronger among reciprocal and altruistic individuals.

We can also link people’s attitudes to climate change to the contexts they are embedded 
in, which brings us to the macro-to-micro link of the Coleman boat in Figure 24.1. One 
of the strongest divides in this regard is between people living in industrialized versus 
less-developed countries, with the latter being considerably more worried about climate 
change (Stokes et al. 2015). This gap may reflect variation in countries’ exposure to 
climate change, their adaptive capacities, or their reliance on greenhouse gas emissions. 
Also within countries, contextual forces play a role. For example, public concerns about 
climate change tend to weaken as economic insecurity rises (Scruggs & Benegal 2012), in 
line with the ‘finite pool of worry hypothesis’ (Capstick et al. 2015). This is one reason 
why climate change – despite being considered an important global threat (Poushter & 
Cornibert 2019) – continues to rank low on domestic agendas, after issues such as unem-
ployment, immigration, and local environmental problems such as air pollution (Steentjes 
et al. 2017). Evidently, this low salience is a major obstacle to collective action to tackle 
the climate crisis.

Finally, and now we really enter the area where sociologists have a comparative advan-
tage, there are many cases where individual and contextual factors interact in shaping 
attitudes to climate change. A notable example concerns the role of political attachments. 
While progressives are generally more concerned about climate change than conserva-
tives, the magnitude of this gap strongly depends on how polarized societies are along 
ideological lines. This explains, for instance, why there is a closer connection between 
political ideology and climate change attitudes in the United States than elsewhere 
(Hornsey et al. 2018). The susceptibility of climate-related attitudes to political influences 
stems directly from the complex and uncertain nature of climate change. This makes it 
difficult for people to form an independent opinion, with many instead relying on others – 
including politicians, media, and interest groups – for their understanding of the problem. 
Yet, many of these groups apply ideological filters in the information they share, and 
more so in polarized environments, such that only views that conform to the group’s pre-
existing beliefs trickle through.

Without a doubt, sociological work can be of great use for advancing our understand-
ing of attitudes to climate change, especially in relation to the interplay between indi-
vidual and contextual factors. For example, a recent study by Rüttenauer (2021) applies 
rigorous modeling to demonstrate that the extent to which extreme weather events bring 
about shifts in climate change beliefs depends on people’s trust levels. However, when we 
consider the climate crisis, attitudes on their own ultimately only have limited relevance. 
After all, a solution to this crisis requires more than sympathy with the cause. This brings 

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



The climate crisis   479

us to the question of how attitudes to climate change influence behaviors: the micro-to-
micro link of the Coleman boat in Figure 24.1 and another topic where sociologists have 
much to contribute.

That concerns about climate change will translate into actions to avert climate change 
can by no means be taken for granted. Even if people believe that climate change is a 
dangerous threat that requires immediate action, there are many factors that could still 
prevent them from taking any action, be it the influence of competing attitudes or expec-
tations about other people’s behaviors. Indeed, if there is a lack of trust that others will 
follow suit, society may end up in a social trap, where nobody is willing to adopt more 
climate-friendly behaviors (Smith & Mayer 2018). In line with this argument, Tam & 
Chan (2018) show that the link between environmental concerns and pro-environmental 
behavior is stronger for individuals and societies with higher levels of trust.

Another potential obstacle concerns the cost of the behavior in question. In this regard, 
the ‘low-cost hypothesis’ (Diekmann & Preisendörfer 2003) predicts that environmental 
concerns are likely to stimulate ‘green’ behaviors when there are low costs and little 
inconvenience involved, but less so in situations where costs are high (i.e., where it is more 
expensive to act on one’s concerns). The underlying idea is that people are generally eager 
to avoid cognitive dissonance stemming from a discrepancy between their attitudes and 
behaviors, but that they are only willing to go to certain lengths to achieve this. An inter-
esting implication is that the availability of low-cost options for green behaviors may 
possibly crowd out more effective behavioral reforms (Farjam et al. 2019). For example, 
using less paper and voting for a green party may already be enough to reduce the cogni-
tive dissonance experienced by climate-concerned citizens, thereby reducing the incen-
tives for more far-reaching actions such as flying less often or selling one’s car. 

More generally, any gap between attitudes and actions may reflect that surveys often 
fail to portray the problem of climate change as it is encountered in real life. When asked 
about climate change, it is easy for people to fall prey to ‘ecological correctness’ 
(Diekmann & Preisendörfer 2003) and to focus on their role as citizens while disregarding 
the implications of their responses for themselves as consumers or taxpayers. When indi-
viduals are, in contrast, informed about the costs involved, support for climate action 
drops substantially (Bechtel & Scheve 2013). What is more, support drops even further, 
at least in the United States, if the costs are labelled as ‘taxes’ rather than ‘generic costs’ 
(Bowman & O’Neil 2017). 

Nonetheless, recent studies on the influence of climate concerns on personal behaviors 
demonstrate that it is not simply ‘all talk and no action’, with climate concerns being 
positively associated with environmentally responsible behaviors. This is true for self-
reported behaviors (Bouman et al. 2020), which may still be biased towards ecological 
correctness, but also for more objective outcomes such as electricity usage (Bruderer 
Enzler et al. 2019). There is thus reason for some optimism as to whether increased con-
cerns about climate change will bring about much-needed behavioral changes. This is 
especially so given technological innovations that make green behaviors such as the 
installation of solar panels increasingly affordable or even financially attractive.

A fruitful task for sociologists in this context is to identify the precise circumstances 
under which attitudes translate into actions. Such insights can help policymakers deter-
mine when to appeal to people’s environmental consciousness or to promote climate 
change awareness and when to resort to other tools. Work on the low-cost hypothesis 
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sets a great example in this respect, even though this hypothesis may itself also be 
subject  to scope conditions. Keuschnigg & Kratz (2018), for example, demonstrate 
that  environmental attitudes only matter as drivers of green behaviors when costs 
are  low and when there is no strong social norm prescribing the behavior in ques-
tion.  Otherwise, even people less concerned about the environment will take up the 
behavior. 

4.  HOW CLIMATE-RELATED BEHAVIORS SPREAD 
THROUGH SOCIETY

While there is by now a good amount of sociological research about the drivers and 
consequences of attitudes to climate change (albeit largely outside the discipline’s flag-
ship journals), the sociological community has remained relatively silent on the issue of 
how individual actors interact and how their behaviors add up to produce the climate 
crisis. This is a missed opportunity, as the study of such micro-to-macro links is a core 
feature of sociology (see also the chapter by Raub, De Graaf & Gërxhani and the chapter 
by Steglich & Snijders on stochastic network modeling), with a rich stock of insights 
and  tools to draw upon. In this section, we capitalize on these resources, to show 
what is possible when we subject the micro-to-macro dynamics behind the climate crisis 
to a sociological analysis. We argue that the payoffs come in two forms: a better under-
standing of the climate crisis as well as some concrete pointers on how to tackle this 
crisis.

Recalling Figure 24.1, the key to the climate crisis is that, no matter how strongly one 
cares about climate change, there is always an incentive to hitch a free ride by taking 
advantage of the efforts of others while not getting one’s own hands dirty. These free-
riding incentives lead to a stable but suboptimal societal equilibrium, where virtually 
nobody takes action against climate change, even though most people would be better off 
if concerted action were taken. Nonetheless, recent sociological research suggests that 
reality might not be quite as gloomy: as long as there is some commitment to climate 
action within the population, this could set off social dynamics that may eventually over-
come the collective action problem sketched in Figure 24.1.

Van de Rijt’s (2019) work on self-correcting dynamics in social influence processes, 
included as a showcase chapter in this Handbook, offers a useful starting point. Van de 
Rijt studies settings where, for whatever reason, an ‘inferior option’ is initially more 
popular than a ‘superior option’. In the current context, the inferior option could refer to 
making no effort to tackle climate change, while the superior option corresponds to 
taking effective action. It is commonly expected that we will in such situations observe 
self-reinforcing influence dynamics that lead ‘the early popularity advantage for the infe-
rior object over the superior alternative to be perpetuated’ (Van de Rijt 2019, p. 1469). 
Crucially, though, Van de Rijt (2019, p. 1471) shows that ‘accidental majority support 
for an inferior option will often self-correct’, with the superior alternative recovering 
from the initial setback.

It is interesting to consider whether these findings also apply to the climate change 
problem. That is, if we are currently stuck in an inferior equilibrium where taking no 
action against climate change is the most popular behavior, could we then still, via 
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self-correcting dynamics, reach a situation where behavioral changes are implemented, 
such that dangerous climate change is curbed or avoided? 

On the face of it, such self-correcting dynamics may well occur. The underlying idea 
is that people choose their behavior by balancing personal preferences against a social 
signal in the form of other people’s behavior, which may carry normative pressures or 
reduce uncertainty about different courses of action. With people’s behaviors reflecting 
an amalgamation of their personal preferences and this social signal, some people will 
plausibly end up acting against climate change even if nobody else does. The personal 
preferences of these ‘climate activists’ are so strong that they are willing to act no matter 
what. These acts will, in turn, convince some more people to jump into action, and so 
on and so forth. Hence, a small number of activists marching ahead of the troops 
may set off a feedback process whereby fence-sitters are persuaded to join the band-
wagon. If these dynamics are strong enough, a new equilibrium may emerge 
that  matches  society’s underlying preferences for climate action. The crux of these 
dynamics is that every actor’s behavior has spillover effects, by altering the social signal 
received by others. The self-correcting process may accelerate further as more informa-
tion becomes available about climate change. For example, if scientists increasingly 
agree that urgent action is necessary, this could strengthen the pull to the superior equi-
librium.

Yet, whether such self-correcting dynamics materialize depends on multiple factors. To 
begin with, the superior option needs to be clearly better than the inferior option. Frey & 
Van de Rijt (2020) show in this respect that self-correcting dynamics are less likely to 
emerge when actors find it difficult to identify a superior option. Moreover, Van de Rijt 
(2019) assumes there are no strategic interdependencies between actors: other actors’ 
behavior may exert normative pressures or convey information about the value of differ-
ent options, but should not affect the actual costs or benefits of adopting a certain behav-
ior. For example, for the study by Salganik et al. (2006), also included as a showcase 
chapter in this Handbook, this implies that the popularity of a song may provide informa-
tion about the quality of the song, but that it should not make it any easier to download 
the song, nor should it affect people’s enjoyment of the song.

While this assumption may be tenuous for music downloads, it is certainly untenable 
for actions to curb climate change. After all, because the battle against climate change 
resembles a public good, the value of individual efforts to slow climate change will 
hinge on the efforts of others. If enough others contribute, individual contributors may 
taste the fruits of their labor, yet if too few people contribute, a climate disaster remains 
possible. Therefore, if any self-correcting dynamics do not sooner or later result in a 
participation rate that is high enough to slow climate change, individual contributors 
may well decide to pull out, seeing no benefits of their actions despite incurring real costs. 
In this scenario, society may still end up locked into an inferior equilibrium. Conversely, 
if contributors witness that the climate movement is gaining momentum, even if only 
slowly and in their immediate surroundings, this may encourage them to sustain their 
efforts. The momentum can then continue to grow, possibly resulting in a positive 
 feedback cycle towards more climate action.

A crucial factor thus seems to be how long it takes to make progress. What can we, in 
this context, say about the speed with which climate-friendly behaviors may spread 
through society? It is useful to draw a link here with the concept of complex contagions, 
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as introduced by Centola & Macy (2007). Starting from the conventional wisdom that 
any type of phenomenon will spread most quickly via weak ties (Granovetter 1973), 
Centola & Macy argue that a distinction needs to be made between simple and complex 
contagions. Simple contagions concern phenomena such as disease or information, which 
can be transmitted via a single contact. Complex contagions, on the other hand, concern 
phenomena that require contact with multiple sources of activation. They involve some 
cost, risk, unfamiliarity, or strategic interdependence, such that the decision to adopt 
depends more strongly on social confirmation.

Taking action against climate change qualifies as a complex contagion on account of 
at least two social processes. First, there is a credibility mechanism: given uncertainties 
about climate change and the effectiveness of potential countermeasures, individuals 
require a strong social signal that a measure is worthwhile before being willing to adopt 
it. Second, there is a strategic complementarity mechanism: as for any public good, the 
benefits of individual investments to tackle climate change depend on how many others 
are making similar investments. Due to both mechanisms, people will often require con-
firmation from multiple contacts before adopting more climate-friendly behaviors. 
Indeed, even the spread of information about climate change may already constitute a 
complex contagion (despite information diffusion usually being regarded as an arche-
typical example of a simple contagion), given the complex, uncertain, and contested 
nature of climate change.1

Viewing climate-related behaviors as a complex contagion, we can draw on a broad set 
of insights to predict how these behaviors will spread through society (Centola 2018). 
The analytical underpinning of these predictions is a socially enriched version of the col-
lective action problem depicted in Figure 24.1. Instead of framing this problem as the 
challenge of achieving cooperation among numerous separate entities, we now also con-
sider the social networks that actors are embedded in, the structure of which can make a 
big difference for the diffusion of complex contagions.

While simple contagions spread fastest through networks with many weak ties, the 
opposite is true for complex contagions. Complex contagions may even fail to diffuse 
altogether in such networks. The reason is that individual actors will only adopt a 
complex contagion after receiving encouraging signals from multiple others, which is less 
likely to happen in a dispersed network with many weak ties than in a clustered network 
with many strong ties. As Centola (2018, p. 43) puts it: ‘a signal that travels across a 
[weak] tie arrives alone, without any social reinforcement’. Moreover, if individual actors 
not only look at how many people in their network have adopted the behavior in ques-
tion, but also at how many have not, weak ties impose an even stronger drag on the dif-
fusion process.

For complex contagions, clustered networks thus do not only have a relational 
 advantage – people are more likely to take cues from close ties – but also a structural 
benefit  – with many wide bridges (i.e., nodes or neighborhoods are connected via 

1 This conceptualization of information as a complex contagion calls into question the effective-
ness  of  mass information campaigns. Such campaigns focus on reaching as many people as possible 
with  their message, yet when the information in question concerns a complex contagion, a more targeted 
approach may result in more people eventually taking on board the information. See also the discussion of 
Figure 24.2. 
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DAY 1

DAY 1 DAY 9 DAY 16 DAY 26

DAY 2 DAY 100

A: Diffusion of a complex contagion in a clustered network 

B: Diffusion of a complex contagion in a network with more weak ties 

multiple overlapping ties). Figure 24.2 illustrates this point, comparing how a complex 
contagion spreads through a clustered network with only strong ties versus a network 
that has more weak ties but is otherwise the same. In this stylized example, the complex 
contagion spreads slowly but steadily through the clustered network (Panel A), whilst 
in the more dispersed network it already runs into a roadblock right after setting off 
(Panel B).

Based on the apparent importance of the social networks that people are embedded in, 
Figure 24.3 redraws the Coleman boat from Figure 24.1 by adding social networks as 
meso-level entities that sit between the macro level and micro level. Once we look at the 
collective action problem behind climate change through the lens of this three-level 
framework, we can start to see potential exit routes out of the suboptimal equilibrium in 
which nobody contributes anything to address the climate crisis. The general logic behind 
these exit routes is to carve up a seemingly insurmountable macro-level problem into 
more manageable meso-level chunks. After all, while it will be incredibly challenging to 
get numerous individual-level actors from across society to jointly commit to more cli-
mate-friendly behaviors, it will be more feasible to attain such cooperation within the 
bounds of social networks.

Notes: Dark nodes indicate actors who have adopted a new behavior; light nodes indicate those who have 
not yet done so. In this example, actors only adopt the new behavior if two of their social ties have already 
done so. These illustrations are reprinted with permission from How Behavior Spreads: The Science of 
Complex Contagions by Damon Centola (Copyright © 2018 by Princeton University Press).

Figure 24.2 Diffusion of a complex contagion for different social network structures

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



484  Handbook of sociological science

In general, local pockets of social reinforcement can relatively easily arise in social net-
works of like-minded people, whilst such ‘incubator networks’ can simultaneously shield 
network members from countervailing influences from wider society. Thus, a process 
akin to Panel A of Figure 24.2 may lead to a meso-level equilibrium where everyone 
in  a  network adopts climate-friendly behaviors. This equilibrium can become self- 
sustaining if a stable social norm of climate-friendly behavior emerges. In that sce-
nario,  the new behavioral standards will ‘stick’ at the network level even if some 
network members revert to climate-unfriendly behaviors. Building up climate coopera-
tion from within social networks might thus defuse the threat posed by individual acts 
of defection.

The next step is then for the desirable behavior to spread across networks. This sounds 
easier than it is: because we are dealing with a complex contagion, between-network dif-
fusion requires wide bridges between networks (i.e., multiple overlapping ties), which 
may well be in short supply. A potential way out is to exploit cross-cutting social circles 
by considering different types of social networks. Take the example of a neighborhood 
where residents have given up their private vehicles in favor of membership of a car 
sharing scheme. If a non-negligible proportion of these residents are members of the same 
sports club or attend the same church, they may help to also establish a car sharing norm 
within this club or church. Other club or church members may subsequently help to 
spread this norm to their own neighborhoods, from where it can then travel further, for 
example via a company that many people in this neighborhood work for.

In short, rather than trying to universally stimulate the adoption of green behaviors 
across society, a more effective (and cheaper) strategy may be to take note of the structure 
of social networks and to exploit this to one’s advantage, by focusing on first reaching a 
critical mass within specific segments of society, from where green behaviors can then 
spread to the rest of society. The rationale behind such ‘clustered seeding’ strategies is 
that by selectively targeting key players or communities one eventually stimulates change 
in the greatest number of people. From this perspective, there is once again cause for 
cautious optimism in the battle against climate change. Even though it may initially be 
difficult to get the diffusion of climate-friendly behaviors underway, once a norm takes 
hold in frontrunner communities, this can domino outwards. Recent increases in climate 
change concerns among younger generations could thus be the early signs of a movement 
that will ultimately translate into a large-scale societal response to climate change.

Figure 24.3 Incorporating social networks in our macro-micro-macro framework

Starting point at
macro level

Outcome at
macro level

Starting point in
social network

Outcome in
social network

Perceptions of 
individual actor

Actions of 
individual actor
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Importantly, however, more work remains to be done on how climate-related behav-
iors spread through society. In this section we have cast several hypotheses on these 
dynamics, but there is as yet hardly any empirical evidence to test these hypotheses 
against. Existing empirical work on complex contagions looks at topics such as the spread 
of health-related behaviors (e.g., Centola 2010) and information diffusion via social 
media (e.g., Mønsted et al. 2017), and it remains to be seen how generalizable the findings 
of these studies are. Furthermore, given that the success of diffusion processes depends 
on network structure, it is important that future studies of complex contagions mimic 
real-world networks more closely (Badham et al. 2021). It will, among other things, be 
relevant to allow for differential thresholds in terms of how much encouragement people 
require before adopting a green behavior, possibly mirroring variation in concerns about 
climate change as discussed in the section on attitudes and beliefs on climate change.

5.  GOVERNMENT INTERVENTION TO ADDRESS CLIMATE 
CHANGE

There is a widespread belief, shared across nearly the entire political spectrum, that gov-
ernments have a role to play in combating the climate crisis. From our preceding discus-
sion it should be clear that sociological research could offer valuable recommendations 
in this regard. Indeed, the section on attitudes and beliefs on climate change provides 
clear pointers on when it is useful to appeal to citizens’ environmental consciousness or 
to promote climate change awareness. The section on the diffusion of climate-related 
behaviors, in turn, calls attention to interventions that exploit social network structures 
to expedite the spread of sustainable behaviors.

In the latter context, there is ample evidence that social networks matter for the spread 
of climate-related behaviors. For example, households’ propensity of installing solar 
panels rises sharply with the number of neighbors that have previously adopted this tech-
nology (Graziano & Gillingham 2015), especially when neighbors’ solar panels are clearly 
visible (Baranzini et al. 2017). Nevertheless, while such evidence underscores the scope 
for policies that exploit social network mechanisms, most public interventions to date do 
not fully capitalize on this potential, making them less effective and potentially more 
costly. Universal subsidies for the installation of solar panels are a good example. A more 
promising approach may be to first identify households whose actions are likely to influ-
ence others and then to selectively target these households with stimuli, so as to create 
incubator neighborhoods from where the innovation can spread.2 This process might be 
accelerated by subtle changes in people’s ‘choice infrastructure’ (Thaler & Sunstein 2008) 
that encourage them to consider the behavior of others when making their own choices. 
In the solar panel example, households might for instance be told how many neighbors 
have already taken the plunge. Similarly, it may help to present green behaviors as default 
options. 

In any case, all policies will need to be carefully crafted and evaluated, because what 
works in one setting does not necessarily work elsewhere, and there are many examples 

2 A recently launched project in the Netherlands, intended to stimulate households to move away from 
natural gas towards greener alternatives, takes exactly this approach. See http://enrgised.nl for details. 
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of policies that did not work out as intended. For example, an intervention whereby 
households were told about their neighbors’ energy usage led households that were ini-
tially relatively eco-friendly to converge to the neighborhood average by increasing their 
own energy consumption (Schultz et al. 2007). Another case in point concerns local, non-
commercial energy cooperatives, which have been subsidized by governments to help 
bring about the transition to renewable energies. Evidence, however, indicates that such 
cooperatives often struggle to become self-subsistent, facing cutdowns or collapsing alto-
gether when government support is tightened (Wierling et al. 2018).

Whatever one expects from policies that address climate change from the bottom up 
(even from cleverly designed applications), the sheer scale of the climate change problem 
implies that more radical interventions, in all likelihood, remain necessary. In this 
context, climate scientists, environmental activists, and economists agree that there is one 
intervention that can make a particular difference, namely emission taxes. Such taxes – 
often referred to as carbon taxes – directly charge consumers, businesses, and other actors 
for the greenhouse gas emissions associated with their activities. They thus force actors 
to internalize the environmental externalities of their behaviors. Compared with other 
interventions, carbon taxes have the advantage of bringing in money rather than requir-
ing money, of being relatively easy to understand, and of being less susceptible to rent-
seeking behavior (Nordhaus 2013). Importantly, they could also be rolled out on a much 
larger scale than many other interventions, requiring less tailoring to local circumstances.

Yet, if carbon taxes have so many benefits and are advocated by so many groups, why 
then do we still have no effective system of carbon taxes in place? One obstacle is that 
governments lack the incentives to unilaterally introduce a carbon tax. The costs of a 
unilateral carbon tax would be felt locally, in the form of higher living costs and a wors-
ened competitive position, whereas the benefits in terms of slowing down global warming 
would be dispersed globally. This combination implies that individual governments face 
incentives to free ride on the efforts of other countries – like past and current generations 
are enjoying ‘dirty’ lifestyles at the expense of future generations. The situation is quite 
different for local pollutants such as nitrogen dioxide, the impacts of which are bound to 
the localities where they are emitted. This reduces governments’ free-riding incentives and 
various governments have, as a result, introduced taxes to address this type of pollution. 
In 2019, for example, London launched its Ultra Low Emission Zone, charging vehicles 
to enter this zone depending on their nitrogen dioxide emission levels.3 To persuade gov-
ernments to act against greenhouse gas emissions, by contrast, seems to require cross-
national coordination.

Achieving such coordination has, however, proven difficult. The Kyoto Protocol of 
1997 only had 36 full participants and many of them only managed to deliver on their 
emission reduction targets via buying so-called carbon credits or outsourcing polluting 
activities to other countries, or thanks to the economic downturn following the financial 
crisis of 2007. The Paris Agreement of 2015, on the other hand, comprises nearly all 
countries in the world, but is more modest and less binding in its commitments, and 

3 Already in 2003, London introduced a charge for driving during prime hours through its central district. 
However, this policy on balance increased nitrogen dioxide emissions, as many people ended up switching 
from their petrol-run private vehicles to diesel-run buses or taxis, which were exempt from the charge yet more 
damaging in terms of nitrogen dioxide emissions (Green et al. 2020). 
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several countries have already withdrawn from the agreement. Most revealing perhaps, 
neither agreement includes any mentioning of a carbon tax.

What is going wrong here? The crux is that any promises made in these agreements 
ultimately have a voluntary character, because there is no global authority that can keep 
countries accountable and sanction them if needed. Any climate agreement can thus only 
be effective if it becomes self-sustaining, with no reason for individual countries to deviate 
from what has been agreed. But reaching such an agreement is an immense challenge. 
This can be illustrated using game theory, which analyses how the behavior of individual 
actors is influenced by institutional contexts and the behavior of other actors. As such, 
game theory is fundamentally sociological and offers another perspective through which 
sociologists can contribute to the study of climate change.

In the simplest set-up, the challenge of reaching an international climate treaty can be 
modelled as a one-shot prisoner’s dilemma involving two countries. In the societal 
optimum, both countries take environmental action, thereby slowing down climate 
change. However, this optimum is unstable, as each country can – given the efforts of the 
other country – improve their outcome by not taking any steps themselves. If both coun-
tries act accordingly, the result will be a suboptimal but stable equilibrium where neither 
country takes any action against climate change. Nevertheless, this bleak outcome par-
tially reflects the simple set-up of this game and there are many ways to modify the game 
to make it more resemblant of real-world climate negotiations. 

Milinski et al. (2008) apply several such modifications, framing the problem as a col-
lective-risk social dilemma. They consider repeated interactions between players and 
introduce the possibility of dangerous climate change, whereby players run the risk of 
losing all their resources unless some collective target is reached (e.g., the avoidance of a 
temperature rise of more than 2ºC, beyond which natural disasters would become very 
common). Repeated interactions imply that parties have incentives to invest in coopera-
tion. The existence of a dangerous climate threshold, in turn, transforms climate treaty 
negotiations into a coordination game, aligning individual and joint interests, although 
there remains a potential conflict between short-run and long-run interests. Together, 
these two features increase the chances of cooperation between actors. As Milinski et al. 
(2008) show, this is especially the case when there is a high risk of losing everything if the 
collective target is not met; for lower-risk scenarios, free-riding incentives may still 
dominate.  

These results provide some hope for the achievement of international climate coopera-
tion, only more so given that countries are not anonymous players but entities that can 
communicate, build relationships, and learn about each other’s strategies, interests, and 
motivations (Tavoni et al. 2011). However, more recent experimental evidence indicates 
that uncertainty and ambiguity about the exact location of a dangerous climate threshold 
(e.g., is it about a temperature rise of 1, 2, or 3 degrees Celsius?) turns the game back into 
a prisoner’s dilemma. Free-riding then becomes hard to resist, such that ‘countries are 
very likely to propose to do less collectively than is needed to avert catastrophe, pledge 
to contribute less than their fair share of the amount proposed, and end up contributing 
even less than their pledge’ (Barrett & Dannenberg 2012, p. 17375). 

Uncertainty about the costs of climate change is not the only obstacle for climate nego-
tiations. Another complication is that there are not just a few countries involved – e.g., 
Milinski et al. (2008) consider groups of six players – but around 200, making 
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coordination more difficult to achieve. In addition, countries also have different stakes, 
histories, and resources. For example, while poor countries are most exposed to the con-
sequences of climate change, climate change is mainly caused by rich countries. Such 
inequalities make coordination more difficult to realize. Tavoni et al. (2011) suggest that 
successful climate cooperation under these circumstances hinges on whether rich coun-
tries are willing to take on a sizeable share of the abatement burden early on and whether 
they can signal this commitment convincingly to other countries. But this is easier said 
than done.

Altogether, we arrive at the sobering prediction that a global climate treaty that is 
both broad (in terms of its number of participants) and deep (in terms of its ambitions) 
is unlikely to become a reality in the foreseeable future. Analysts have, therefore, shifted 
their attention to an alternative approach. Rather than aiming for a global climate deal, 
their idea is to establish decentralized agreements or ‘climate clubs’ (Nordhaus 2015; 
Pacheco et al. 2014). Such agreements would involve smaller and more homogeneous 
sets of countries, thus reducing problems related to unequal endowments, conflicting 
interests, and communication. These agreements would also make it possible for coun-
tries to share the ‘first-mover burden’ and to capitalize on mutual loyalties and 
shared norms. For example, if there is a strong norm of reciprocity, obligations for each 
country could be based on other countries’ prior efforts. Additionally, a sanctioning 
mechanism may be added whereby non-compliance with the climate agreement is tied 
to other ‘club business’, and non-members might be levied tariffs on their imports into 
the club region.

Similar to the section on the diffusion of climate-related behaviors, the idea behind 
climate clubs is that breaking up the challenge of reaching a global climate deal into 
smaller parts will make it more likely that any progress is made at all. Moreover, it is 
expected that a decentralized approach involving multiple bottom-up agreements pro-
vides a foundation from where ultimately more widespread cooperation may emerge. 
Political leaders seem to increasingly subscribe to this vision. The European Union, for 
example, recently launched its European Green Deal, including a proposal for 
a  European Climate Law that stipulates climate-neutrality by 2050. Time will 
tell  whether  this approach proves successful. For now, the proposed European 
Climate Law admittedly still looks a little toothless: it puts goals into law and moni-
tors the progress of member states, but if this progress is deemed insufficient, a mere 
‘recommendation’ will be issued, based on the principle that ‘the Member State con-
cerned shall take due account of the recommendation in a spirit of solidarity between 
Member States and the Union and between Member States’ (European Commission 
2020, article 6.3a).

Building on the research discussed in this section, sociologists can help to identify 
institutional regimes and social contexts that are conducive to international cooperation 
to tackle climate change. In doing so, they should, however, pay attention to the fact that 
governments are not unitary agents or ‘corporate actors’ (see the chapter by Raub, De 
Graaf & Gërxhani) with consistent beliefs and preferences, who base their choices on 
costs and benefits that are simple national aggregates (Marchiori et al. 2017). Instead, 
they represent populations that exhibit considerable variation in terms of their views and 
how they are affected by particular measures and events. In developing their policies and 
strategies towards climate change, governments may thus have to negotiate conflicting 
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pressures, for instance from an industrial lobby that tries to limit any regulations and 
environmental activists who call for the exact opposite.

Such cross-pressures may lead to policies and strategies that are less consistent than 
one might expect if governments were true ‘corporate actors’. Among other things, any 
change in a country’s government may bring about a change in its climate policies. A clear 
example is the United States’ involvement in the Paris Agreement: the US originally 
signed this agreement under President Obama, then withdrew from it under President 
Trump, and then joined again under President Biden. Aside from actual transitions of 
power, just the prospects of an election may also lead to changes in climate policies. After 
all, since governments are usually eager to be re-elected, they will in the lead-up to elec-
tions carefully weigh which actions maximize their popularity, possibly cutting back on 
costly environmental policies that only deliver benefits in the longer run, in favor of 
measures such as immediate tax reductions, which can gain them more votes in the short 
run. Improved insights into such domestic dynamics and any resulting policy swings 
represent an essential supplement to the insights gleaned from the game theoretic studies 
discussed earlier in this section. Once again, sociologists are well-equipped to make a 
valuable contribution on this front.

6.  CONCLUDING REMARKS

The goal of this chapter has been to show that sociologists can productively contribute 
to the study of climate change. The underlying idea is that, although climate change may 
express itself first and foremost as an environmental phenomenon, it is deeply rooted in 
human actions and interactions. As such, sociological insights can be of great value for 
illuminating the causes of climate change, its consequences, and what can be done about 
it. More specifically, we have proposed a macro-micro-macro approach to the climate 
crisis, followed by an in-depth analysis of: (1) what individual actors think about climate 
change and how this affects their behavior; (2) how climate-related behaviors may 
spread through society; and (3) how governments can and do respond to the climate 
crisis.

We have demonstrated how sociological analysis can help to answer all of these ques-
tions. This partially reflects the breadth of methodological approaches applied within 
sociology. Indeed, much research discussed in the section on attitudes and beliefs on 
climate change was based on social surveys. The section on the diffusion of climate-
related behaviors subsequently covered insights from social network analysis and agent-
based modeling. Finally, the section on government interventions focused on game 
theory and experiments. To date, this rich toolkit, however, remains underutilized for the 
study of climate change, as is evident from two reviews of the ‘sociology of climate 
change’ that recently appeared in the Annual Review of Sociology (Klinenberg et al. 2020; 
Dietz et al. 2020). This is indisputably a missed opportunity for our understanding of the 
climate crisis as well as for the wider relevance of the sociological discipline (see also 
Turner 2019).

We therefore encourage sociologists to engage more with the topic of climate change. 
This endeavor does not necessarily require the development of new ideas from scratch 
though, as sociology already harbors many insights that may be fruitfully applied to the 
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problem of climate change. The insights about the diffusion of complex contagions dis-
cussed in the section on the diffusion of climate-related behaviors provide a 
good example. Ultimately, the broader message of this chapter is that sociology can 
advance our understanding not only of the climate crisis, but also of many societal chal-
lenges of our time. This knowledge can, in turn, help to find new ways of tackling 
these  challenges, whether we are considering refugee crises, the rise of fake news, or 
 pandemics. 
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25. Roots of sociology as a science: some history
of ideas*

Thomas Voss †

1. INTRODUCTION

The core features of a scientific approach to sociology as described in this Handbook (see 
the chapter by Raub, De Graaf & Gërxhani) are as follows: sociology and social science 
in general is an explanatory empirical science – at least it is the goal to establish such a 
science. The aim of science is the explanation of regularities that have been established 
by systematic observation. Theories specify causal relationships and in conjunction with 
boundary conditions imply testable hypotheses. There are obviously some contrasts 
between the natural and the social sciences. However, scientific sociology is based on the 
idea of the unity of science, the conviction that there are no fundamental differences with 
respect to the methodological rules and criteria of evaluating theories between the sci-
ences, such as physics or biology, and the social sciences.

Rigorous sociology has a variety of roots. Science is a social activity that is embedded 
in institutions and in organizations (such as research universities). Establishing institu-
tional contexts which foster a viable rigorous approach to sociology can hardly be over-
estimated. However, in this chapter I will primarily focus on cognitive aspects. In 
focusing on a variety of intellectual traditions from different historical periods which are 
presented in chronological order I do not want to argue that there has been a cumulative 
quasi-linear development. A further caveat is in order: The selection of contributions that 
are covered comprises a small and possibly biased sample from a much larger set of 
important other scientists and research traditions. The chapter accentuates social theory 
and does only in passing refer to developments in statistical and other methods which are 
central in rigorous quantitative research.

2.  THE BRITISH TRADITION OF EMPIRICIST SOCIAL 
THINKING

It may seem uncommon to start with the discussion of ideas from a tradition that is 
usually considered as belonging to philosophy. In contrast to many surveys on the history 
of sociological thinking, but in accordance with some other work (e.g., Schneider 1967; 
Vanberg 1975; Levine 1995), the impact of thinkers from the British tradition should be 
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* K. Gërxhani, N.D. de Graaf and W. Raub (eds) (2022), Handbook of Sociological Science: Contributions 
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recognized. In the seventeenth and eighteenth centuries, the division of labor between the 
various scientific disciplines was not yet well developed. What is now labeled sociology, 
economics or political science was in this time called philosophy or ‘moral philosophy’. 
The British philosophers Thomas Hobbes and David Hume may therefore, as Hardin 
(2007, pp. 3–4) succinctly put it, be characterized as ‘proto social scientists’ because they 
‘solidly ground their theories and explanations in the real world. [. . .] They are driven by 
theory, or deduction from a few given objective principles, and are therefore early 
moderns in their approach to science’.

Thomas Hobbes (1588–1679) is well-known for his Leviathan (1651). In this work, 
Hobbes sketches the so-called problem of ‘social order’. Hobbes uses a Gedankenexperiment 
for an explication of the problem, namely the ‘state of nature’. In this hypothetical situ-
ation, which is approximated by real-world conditions in stateless ‘primitive’ societies, by 
international relations or by civil wars, goal-directed actors attempt to achieve ‘goods’. 
They want to secure their physical existence, collect material resources and also achieve 
social approval (status, reputation). In the state of nature, rules of cooperative conduct 
are mutually profitable but cannot be enforced because the individuals interact in a kind 
of social dilemma. Everyone knows that everyone would be better off if rules were uni-
versally accepted but every individual has an incentive to let others cooperate. The state 
of nature thus is akin to a Prisoner’s Dilemma or public goods production situation where 
individual rationality yields suboptimal collective results. Hobbes’s solution to this 
problem is the state (‘commonwealth’). Every individual joins a social contract with every 
other individual and transfers the right to control one’s actions to the state. The state in 
this way receives the power to monitor and sanction the ‘natural rules’ which require 
cooperation.

Hobbes’s thinking is modern not only because it has supplied one of the most basic 
problems of social theory to this day (the problem of cooperation). In addition, the fol-
lowing components of Hobbes’s ideas are constitutive to a modern social science:

1. Social science (in Hobbes’s times still a branch of ‘philosophy’) has the task to explain 
real world phenomena by principles which are based on causal relationships among 
objective factors. There is no need to postulate divine or metaphysical forces which 
act in the natural and the social world.

2. Hobbes’s approach is empirical. Being impressed by the success of Galileo Galilei’s 
mechanics, Hobbes assumes that the empirical laws of motion apply to both, activi-
ties of unconscious bodies and of human bodies: Hobbes’s ‘philosophy is an attempt 
to see how far the Galilean dynamics can be pushed as an explanatory principle’ 
(Copleston 1959, p. 23). Hobbes therefore can be considered as an early thinker who 
subscribes to the idea of the methodological unity of science. For him, there is no 
contrast between natural and social science. Hobbes pushes this idea as far (possibly 
too far) as arguing in favor of a materialistic and mechanical view of the social world.

3. Another important element of Hobbes’s thinking is due to his admiration of axio-
matic and deductive reasoning in Euclid’s geometry. Hobbes attempts to develop his 
arguments ‘more geometrico’ (in a geometric manner) like geometers who deduce 
theorems from primitive assumptions (axioms).

4. Hobbes tacitly uses a heuristic postulate that has been made explicit much later, namely, 
the principle of methodological individualism. Social phenomena must be explained by 
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principles which apply to the behavior of individual agents. The distinction between 
individual action and social outcomes is fundamental in Hobbes’s thinking.

The Hobbesian idea of a social contract has been a target of empiricist attacks from 
authors of different theoretical camps. One of the most prominent critics is David Hume 
(1711–76) who argues that social order can be a result of ‘convention’. That is, self-
interested individuals cooperate under the condition that their interaction partners will 
likewise cooperate. Conditional reciprocal cooperation can emerge in small groups and 
communities even in the absence of a coercive authority (cf. Hume 1739 [1978], pp. 490, 
520–521 and passim; Hardin 2007, pp. 81–133). In a similar vein, the idea of a ‘spontane-
ous’ social order has been used by Adam Smith (1723–90) to characterize the workings 
of the ‘invisible hand’ of market institutions. Bilateral exchange relations among agents 
who are purely motivated by their narrow self-interests produce, under certain condi-
tions, collective results which appear as being outcomes of intentional design.

There are at least two main ideas of the Scottish tradition that are constitutive to 
modern social theory.

1. Hume (like Hobbes and other British authors) conceptualizes micro-macro transi-
tions from a methodological individualistic perspective. In contrast to the contractar-
ian approach of Hobbes, Hume stresses the idea of spontaneous gradual evolution of 
social institutions such as informal norms (coined ‘artificial virtues’) and conventions.

2. To realize the aims of methodological individualism one needs to establish the 
empirical laws of human behavior. This is possible due to the ‘uniformity’ of human 
nature. There are law-like empirical regularities of human behavior which are at work 
in every culture and in every historic period (Hume 1777 [1975], p. 83).

Space limits prevent a more detailed discussion of Hume’s impact on modern social 
theory (see Hardin 2007). Hume’s epistemology is that of a radical empiricist. With an 
anti-metaphysical furor, Hume expresses his view about the criteria of cognitive validity 
in famous albeit drastic words:

When we run over libraries [. . .] what havoc must we make? If we take in our hand any volume; 
of divinity or school metaphysics, for instance; let us ask, Does it contain any abstract reasoning 
concerning quantity or number? No. Does it contain any experimental reasoning concerning 
matter of fact and existence? No. Commit it then to the flames: for it can contain nothing but 
sophistry and illusion. (Hume 1777 [1975], p. 165)

Framed in more recent terminology, Hume’s epistemology is based on the thesis that the 
set of cognitively meaningful statements contains two disjoint subsets: analytic proposi-
tions, which can be proven to be true or false by deductive reasoning, and empirical 
(‘synthetic’) propositions, which can be tested by empirical observation and experiment.

3.  TWO CLASSICS OF RIGOROUS SOCIOLOGY: EMILE 
DURKHEIM AND MAX WEBER

The beginning of sociology as an academic discipline in Europe (circa 1900) is linked to 
the names of Emile Durkheim and Max Weber. At the risk of over-simplifying, Durkheim 
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(1858–1915) can be described as a sociologist who attempted to create a new science that 
aims to discover and test via empirical observation nomological, causal regularities about 
‘social facts’ which resemble the laws of natural science. Max Weber (1864–1920) set up 
the vision of a theoretically sound discipline that explains social macro-phenomena 
(social facts in Durkheim’s sense) by using law-like assumptions about individual action. 
In contrast to Durkheim, Max Weber supported methodological individualism and the 
idea that sociology and economics are akin in that both disciplines use rationality 
assumptions to explain human action.

Durkheim’s (1895) Règles de la méthode sociologique is an attempt to demonstrate that 
sociology is a scientific discipline with a domain that is different from the domains of other 
subjects in the natural sciences and the humanities. The domain of sociology is ‘faits 
sociaux’ (social facts). Examples of social facts are conventions, informal and legal social 
norms, collective behavior, fads and fashions, and properties and products of populations 
of individuals (such as birth and death rates, suicide rates or crime rates). Social facts are 
the results of the behavior of individuals and their associations. They are different from 
physical objects, but they should nevertheless be treated like physical objects. Sociology’s 
task is the explanation of the emergence and effects of empirically observed social facts, it 
is not a science of conceptual abstractions (cf. Durkheim 1895, p. 20). How are social facts 
explained? Durkheim argues that social facts are emergent collective phenomena ‘sui 
generis’. They are not reducible to their constituents (namely, individuals and their psy-
chological traits) but must be causally explained by preceding social facts (Durkheim 
1895, p. 109). Thus, Durkheim explicitly rejects methodological individualism. This holis-
tic approach corresponds to influential intellectual currents in France, in particular 
Auguste Comte’s (1798–1857) ‘positivist’ kind of ‘sociology’. However, Durkheim in fact 
frequently deviates from his own methodology by introducing social psychological con-
cepts and theories in his attempts to explain social facts (cf., e.g., Lindenberg 1975). A case 
in point is Durkheim’s Suicide (1897). Under the influence of forerunners in social statis-
tics such as Adolphe Quetelet (1796–1874), albeit analytically less sophisticated than 
Quetelet (see on this point Goldthorpe 2021, pp. 36–37, who is critical of Durkheim), 
Durkheim argues that suicide rates are social facts which are correlated with other social 
facts. Protestant societies show larger suicide rates than catholic regions. In explaining this 
regularity, Durkheim points out a micro-explanation: suicide rates vary by the degree of 
social integration of the individual into the local group or community (‘egoistic suicide’). 
Protestant communities stress individual autonomy and free thinking. In contrast to 
catholic communities, they do not exert strong norms of everyday conduct and of liturgi-
cal procedures. Thus, the average Protestant is less integrated into her local group and 
therefore has a higher risk of committing suicide in situations of psychic stress. Some of 
Durkheim’s arguments about suicide are considered to this day as useful exemplars of 
deductive reasoning that is based on elementary empirical regularities (see, for example, 
Stinchcombe 1968, pp. 15–17; Van Tubergen 2020, pp. 53–58). Durkheim rightly argues 
that multiple other testable empirical predictions are implied by this account. For instance, 
suicide rates of single men will be higher than those of married men if age is held constant 
(Durkheim 1897, pp. 176–177). Durkheim’s (1897, Chapter V) concept of ‘anomic’ suicide 
is a further illustration of the fact that Durkheim explains links between social facts at time 
t1 to social facts at t2 by postulating (or, at least, adumbrating) a social mechanism at the 
micro-level. Durkheim’s account inspired more recent work that addresses deviant 
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behavior, in particular Merton’s theory of anomie and the theories of relative deprivation 
or frustration (Boudon 1977, Chapter V; Coleman 1990a, pp. 472–477).

Max Weber’s contributions to a rigorous sociology can hardly be overstated. Weber’s 
thinking has been influenced by different intellectual traditions with mutually inconsist-
ent ideas. Weber started his career under the influence of the German ‘historical school’ 
of economics that favored an approach to social science which is incompatible with a 
rigorous perspective. The historical school assumed that social phenomena cannot be 
explained by law-like causal generalities but must be taken as unique singular events 
which must be described by using methods of historical research and by a hermeneutic 
understanding (Verstehen). In addition, some exponents of the historical school demanded 
that economics should aim not only at describing the historical evolution of events but 
also at providing value judgments about those interventions which foster the German 
national interests. Thus, there has been a tendency to merge normative and positive 
(descriptive) aspects. Weber also came under the influence of another influential tradition 
in German-speaking social science, namely, the Austrian School of economics. In con-
trast to the historical school, the Austrians (such as Carl Menger [1840–1921] and Joseph 
Schumpeter [1883–1950]) favored a social science that is akin the neoclassical thinking 
and has in fact been a component of the ‘marginalist’ revolution of the English-speaking 
academic world of their time. In the spirit of the British, and particularly the Scottish, 
tradition (David Hume, Adam Smith) the Austrians defended methodological individu-
alism. They accepted neoclassical economics and did not demean efforts to look for 
generalized social regularities and to use mathematical models.

Max Weber was involved in one of the first Methodenstreite (debates on methodology) 
in German-speaking social science and defended the postulate of a value-free social science 
(Werturteilsfreiheit) against his (mostly right-wing) opponents from the historical school. 
It is not evident whether Weber has been directly or indirectly influenced by Hume’s law, 
which states that one cannot derive an ought from an is. However, Weber apparently 
accepted the following propositions:

1. Normative and descriptive expressions can in principle be strictly demarcated. There 
is no way to logically derive normative propositions (or imperatives) and value judg-
ments from sentences which exclusively contain descriptive concepts.

2. Since science deals with discovering and testing descriptive propositions it is not pos-
sible to justify normative statements by scientific methods.

3. Norms, value judgments and ‘morality’ nevertheless can be and must be studied as 
objects of empirical research.

4. Science can legitimately point out the real-world consequences of social interven-
tions. In particular, social science may elaborate on the unintended consequences. It 
may demonstrate whether and in what degree certain normatively defined goals can 
effectively be realized.

There has been and still is some debate about the validity of Weber’s postulate. Some 
aspects of this debate result from misunderstanding (see Albert 1968, Chapter III). The 
fundamental practical consequence of Weber’s postulate is that the validity of products of 
scientific research (namely empirical propositions and theories) must be evaluated by cogni-
tive criteria (such as logical consistency, empirical content and empirical support) and not 
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by ideological or political purpose. The postulate is thus opposed to certain tendencies of 
intellectual discourse and political action in contemporary Western academia. In the light 
of Weber’s view, sociology must secure its immunity with respect to standards of ‘political 
correctness’. Ironically, it may be that the more sociology attempts to become ‘politically 
relevant’ the less it will contribute to effective solutions of societal problems (Turner 2019).

Weber deviates from the historical school in another important aspect. Verstehen is but 
a heuristic method of discovery of action motives which in turn result from the actors’ 
situational contexts. Sociology, according to Weber, is a science which aims, with the help 
of interpretative understanding, at explaining causally the course and the social effects of 
social action (Weber 1973, p. 542).

Weber endorses, as expressed in his short booklet Soziologische Grundbegriffe [1921] 
(Weber 1973, pp. 541–581), methodological individualism. In his Grundbegriffe Weber 
develops theoretical and conceptual tools for sociology, starting with the most elementary 
units (behavior, action, social action, social relation, etc.) and demonstrates how more 
complex phenomena such as authority relations, legitimate social institutions and so on, 
can be constructed analytically as combinations of basic social units. Weber scholars have 
argued that the main subject of Weber’s approach is social interaction (meaningful social 
action in social relations) and the micro-macro relationship (Schluchter 2015, p. 595). 
Regarding the explanation of action, Weber accentuated the central role of instrumental 
rationality (Zweckrationalität) which is conceptualized, albeit without formalization, like 
rational choice in neo-classical economics. This implies that agents optimize not merely by 
choosing among alternative ‘means’ for given ‘ends’ but also trade-off various ends (see 
Norkus 2001 on Weber’s relation to modern rational choice theory). Besides instrumental 
rationality, Weber (1973, pp. 565–567) introduces the concept of value rationality 
(Wertrationalität) that resembles Kant’s ideas on categorical commitment. It is character-
istic of this kind of motive that the agent chooses among alternatives such that she commits 
to certain values (religious, political, moral, etc.) and is unwilling to trade-off alternatives 
which are attached to these values. There is still some controversy whether this concept is 
theoretically sound and empirically valid (see Boudon 2009; Esser & Kroneberg 2015).

Among the substantive sociological works, the comparative historical analyses of soci-
etal effects of religious ideas and institutions are exemplars for Weber’s interest in micro-
macro-transitions. In his most famous and controversial studies on the Protestant Ethic 
(Weber 1978) Weber argues that there are paradoxical by-products of actions which aim 
to realize other goals (Paradoxie der Folgen). Protestant believers are acting rationally 
(possibly motivated in terms of ‘value rationality’; cf. Schluchter 1988, p. 75 and passim) 
according to the protestant maxim of probation before god (Bewährung vor Gott) and 
thereby unintendedly contribute to the flourishing of capitalist economic institutions. In 
the long run, Weber argues, the religion and protestant ideas have been crowded out by 
materialistic cultural values in European capitalist societies.

4.  PHILOSOPHY OF SCIENCE AND THE LOGIC OF 
SCIENTIFIC EXPLANATION

Durkheim has developed his perspective of an empirical sociology under some influence 
of ‘positivist’ French philosophers such as Auguste Comte. Weber was socialized in a 
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neo-Kantian intellectual milieu and, possibly via the Austrian school, has been inspired 
by the British tradition. In a similar vein, more recent twentieth century sociology has 
adopted philosophic ideas which helped to shape the vision of a rigorous sociology. This 
refers especially to European contributions to a rigorous  sociology.

In philosophy, classical Humean empiricism has been adopted and elaborated in 
various ways by philosophers of the Vienna circle (Moritz Schlick, Rudolf Carnap, Otto 
Neurath) and of the affiliated Berlin group (Carl Hempel, Hans Reichenbach) of logical 
empiricism. Most members of the Vienna circle have been trained mainly in mathematics 
or physics. An exception is the sociologist Otto Neurath (1882–1945) who was perhaps 
the most radical member of the circle, both politically and relating to his attitude towards 
metaphysics (for an excellent treatment of the history of the Vienna circle, see Sigmund 
2018). Neurath pleas for a materialistic sociology that is completely free of metaphysical 
elements. Though he admits that Weber has released important contributions to a scien-
tific sociology, he rejects Weber’s empathetic Verstehen and defends a behaviorist meth-
odology that is based on the idea of unified physicalist science: ‘[. . .] understanding 
(Verstehen) and the like may help the research worker, but they enter the totality of sci-
entific statements as little as does a good cup of coffee which also furthers the scholar in 
his work’ (Neurath 1973, p. 357).

Philosophers of the Vienna circle discuss various criteria of cognitive significance 
(Sinnkriterien) to demarcate scientific statements from metaphysics. The criteria which 
have been proposed became increasingly liberal but nevertheless did not result in a 
success story (Hempel 1965, Chapter 4). In David Hume’s spirit, the set of cognitively 
significant propositions is partitioned into the two disjoint subsets of analytic and syn-
thetic propositions a posteriori (i.e., propositions which are empirically testable). 
Statements which are neither analytic nor synthetic were declared as being meaningless. 
Various criteria of empirical significance were discussed in this context, for instance, 
the criterion of verification (or verifiability): synthetic propositions are meaningful if they 
can be verified by observation sentences. Karl Popper (1902–1994) argues in Logik der 
Forschung (1935) and subsequent work that, first, criteria of significance are too restric-
tive because, due to the logical impossibility of induction (which was already demon-
strated by Hume), verification is logically not feasible in the case of universal 
deterministic laws. Second, metaphysics (i.e. ‘meaningless’ statements) should not com-
pletely be dispensed with – even in empirical science. Popper’s criterion for the demarca-
tion of science from non-science is that scientific theories are falsifiable. According to 
Popper (1963), the history of science demonstrates that the growth of scientific knowledge 
in many instances has benefited from metaphysical ideas. In the social sciences, the pos-
tulates of methodological individualism and Weber’s postulate of value freedom are not 
falsifiable empirically because they are normative. However, these postulates may prove 
fruitful because they protect science from extra-scientific ideological forces and help to 
direct research to the construction of deep explanatory theories with extensive empirical 
content. Lakatos (1970) proposed a methodology of scientific research programs which 
is Popperian but accentuates the idea that successful research programs necessarily 
contain metaphysical components which serve as heuristics and even protect testable 
components from severe empirical tests until the program achieves maturity.

Popper (1935) argues that science aims at explaining singular events or regularities by 
using empirical laws and propositions about antecedent conditions. Carl G. Hempel 
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(1905–1997) and Paul Oppenheim (see Hempel 1965) clarified the covering law model of 
deductive nomological explanation and proposed criteria for adequate explanations. 
Besides Popper and Hempel, Ernest Nagel (1901–1985) is among the most influential 
philosophers of science of the logical empiricist camp in the English-speaking world. 
Nagel worked at Columbia University and has had some interaction and collaboration 
with members of the sociology department. The impact of these philosophers on the 
social sciences has been considerable.

Based on his philosophy of critical rationalism, Popper (1957, 1966) argues that the 
social sciences will not be suited to providing general laws of societal development (see 
also Boudon 1984 for a related discussion of ‘laws’ of social change). ‘Historicist’ 
accounts of societal change, like those of ancient Greek authors or like theories of Comte, 
Marx or Spencer, fail if one accepts the empirically very intuitive assumption that social 
change depends on the state of scientific and technological knowledge. To argue that 
future knowledge can be predicted ex ante is self-contradictory. Therefore, it is impossible 
to defend a theory of societal evolution that aspires to supply unconditional predictions 
of future states of society (such as the realization of a classless society). In accordance 
with Popper’s methodological individualism, sociology should explain social facts, for 
instance the functioning of social institutions, by studying the ‘logic of the situation’ of 
the involved agents. Since human knowledge is fallible and unintended consequences of 
intentional actions are the rule rather than the exception, ‘conspiracy’ theories of society 
(such as the idea that dominant actors of a ruling class completely determine social out-
comes) are dubious.

Popper and the German sociologist Hans Albert (born 1921) were involved into 
another Methodenstreit among German-speaking sociologists in the 1960s. In this so-
called Positivismusstreit, Popper, Albert and Ralf Dahrendorf (1929–2009) argued 
against members of the Frankfurt school of ‘critical theory’ (Theodor W. Adorno, Jürgen 
Habermas) who pleaded for a Neo-Hegelian dialectical consideration of the ‘totality’ of 
social processes as the task of social theory. Several European sociologists (e.g., Raymond 
Boudon, Hartmut Esser, John Goldthorpe, Siegwart Lindenberg, Karl-Dieter Opp, 
Reinhard Wippler) have been inspired by Popper’s critical rationalism in their own meth-
odological and substantive sociological work.

In addition to Robert K. Merton’s (1968, Chapter III) devastating criticism of the 
basic presuppositions of classical functionalism, Hempel’s (1965, Chapter 11) and 
Nagel’s (1961, Chapters 12, 14) analyses of the logic of functional analysis reinforced 
the view that the requirements for logically sound and empirically meaningful functional 
explanations in the social sciences are extremely restrictive. Among prominent 
American sociologists, it is George C. Homans (1910–1989) who supported the view 
that  sociology should abandon holistic and functionalist ideas which are based on 
the  futile hope that universal macro-laws exist and can be discovered eventu-
ally.  Homans  (1964, 1967, 1974) extensively used arguments from the philosophy of 
science to promote methodological individualism (and what he called ‘reduction’) and 
pleaded for a strategy of constructing explanatory theories that starts with elementary 
propositions from behavioral psychology and, in his later work, from rational action 
theory.
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5.  THE COLUMBIA SCHOOL OF SOCIOLOGY: LAZARSFELD 
AND MERTON

Ideas from both classic authors, Durkheim and Weber, have been adopted and elabo-
rated in the context of modern (post-WWII) American sociology. In particular, the 
Columbia School of Sociology, with Robert K. Merton and Paul F. Lazarsfeld as its two 
towering figures, has been a hotbed of modern rigorous sociology. In addition to 
Lazarfeld’s and Merton’s own contributions to social theorizing and to social science 
methodology, Columbia’s sociology department provided the institutional and intellec-
tual context for promising graduate students who later became formative figures in the 
further development of rigorous sociology.

Paul Lazarsfeld (1901–1976) studied mathematics and physics in his native Vienna. He 
was active in socialist politics since his high school days and was interested to contribute 
to the solution of social problems via applying methods and ideas from empirical social 
science. He became involved in applied social psychological research and was principal 
investigator of a classic empirical study about the jobless people of Marienthal (Die 
Arbeitslosen von Marienthal, Lazarsfeld et al. 1933).

After his emigration to the USA, Lazarsfeld joined Columbia University where he 
established, and since 1944 directed, the Bureau of Applied Social Research. Substantively, 
the Bureau’s research activities dealt with radio and communication research, political 
research (voting behavior), and market and consumer research. Lazarsfeld contributed 
to research methodology by helping to establish an institutional and organizational infra-
structure but also, not the least, by his research on applied statistical methodology. 
Lazarsfeld introduced probabilistic and statistical thinking into social research and in this 
respect deviated from the design used in his earlier research in Europe (Coleman 1990a, 
p. 619): Large nation-wide random samples displaced the usual localized geographically 
bounded community studies which had been characteristic for much previous research, 
for instance, by sociologists from the early Chicago school. Methods of inferential statis-
tics were increasingly replacing or supplementing qualitative methods. An especially 
influential work is on the interpretation of statistical relations (Lazarsfeld 1955; Nagel 
1961, pp. 509–520; Goldthorpe 2000, pp. 138–140). In this work, Lazarsfeld provides a 
typology of causal relations among three or more qualitative variables. It parallels in 
some respects others’ work in similar directions dealing with metric data (see, for 
example, path analysis, cf. Duncan 1966). Besides other innovative methodological work, 
Lazarsfeld closely cooperated with the theorist Robert K. Merton (1910–2003). Lazarsfeld 
and Merton were complementary in that both were interested in promoting high quality 
empirical sociology that is both theoretically sound and methodologically rigorous. 
Under their leadership, Columbia’s sociology department flourished to become a first 
rank graduate school with an impressive output of outstanding graduates. Among their 
joint work there is a study on homophily in social relations (Lazarsfeld & Merton 1954) 
which has inspired much of social network research until this day (McPherson et al. 
2001). This work is characteristic of the Columbia approach to survey research: units of 
sociological analysis are not isolated individuals but individuals in a social context. As 
early as in the 1950s, members of the Columbia school designed surveys which attempted 
to match the multi-level structure of social organization (see, for example, Lipset et al. 
1956).
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Robert Merton’s impact on the growth of sociological knowledge can hardly be exag-
gerated. Merton is sometimes labeled as a representative of ‘structural functionalism’. 
However, as early as in 1949 Merton is a severe critic of those variants of holistic func-
tionalist reasoning which subscribe to organism analogies, look for criteria of the survival 
of total societies, want to specify functional requisites and argue based on the assump-
tions of functional universalism (every social item has a positive function) or functional 
indispensability (there are no functional alternatives). Although Merton’s analysis and 
critique address elder functionalism, they also apply to more recent approaches – for 
instance Parsons’ various attempts to provide a ‘grand theory’ based on the idea of four 
functional requirements of any social system.

In fact, one can reconstruct the Mertonian variant of social structural analysis as an 
exemplar of structural individualist theory building (Stinchcombe 1975; Elster 1979, 
pp. 28–35) that is, by and large, consistent with methodological individualism. Merton’s 
theorizing is, so to speak, a combination of Durkheim (as in Suicide) with Weber: 
Merton’s (1968, Chapter VI) anomie theory of deviant behavior attempts to explain 
social facts (rates of deviant behavior) as the aggregate products of individual actions. 
The actions are chosen under the constraints of structurally determined alternatives. 
Under certain social conditions, individuals perceive a discrepancy between feasible 
means and aspirations (i.e., anomie) which in turn creates frustration, and so forth. 
Thus, the essence of Merton’s thinking is a chain of arguments which connect two social 
macro-phenomena (social structural conditions and rates of deviant behavior) by a 
micro-mechanism that is akin to social psychological theories of deprivation or disso-
nance.

Some other aspects of Merton’s sociology are relevant to this day: sociology deals with 
unanticipated consequences of intentional action (Merton 1936, 1968, Chapters 
III,  XIII). Merton’s kind of functional analysis thus aims at the specification of 
both  manifest and latent functions of institutional patterns. This means that the 
 complete set of social consequences of intentional actions of a population of agents 
must  be worked out. The latent functions comprise those results which are not 
 anticipated.

Sociological theories are, according to Merton (1968, p. 39), ‘logically interconnected 
sets of propositions from which empirical uniformities can be derived’. They guide 
empirical enquiry and permit empirical tests. Theories in this sense typically are not ‘total’ 
or grand theories but they are represented by ‘middle range’ theories. These theories focus 
on delimited problems. Merton (1968, pp. 39–40) mentions as explananda of such theo-
ries the emergence of social norms, social mobility, role sets, reference groups and relative 
deprivation. With respect to the construction of middle range theories, the interplay 
between theory and empirical research is fundamental. Merton (1968, Chapter V), who 
was an expert in the history of science and a founding father of the sociology of science, 
mentions the ‘serendipity’ pattern which gives momentum to the discovery of novel theo-
retical insights. ‘Serendipity’ occurs if results which were unexpected in the light of back-
ground knowledge repeatedly and validly are observed. These ‘anomalies’ motivate the 
construction of new theories which explain these results. As a case in point, Merton points 
to empirical findings which gave rise to the formulation of relative deprivation theory 
(Merton 1968, p. 283).
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6.  THE COLUMBIA SCHOOL OF SOCIOLOGY: TWO 
PROMINENT ALUMNI (BLAU, COLEMAN)

The Columbia department of sociology in the 1950s had an enormous output of out-
standing graduates who studied with Merton, Lazarsfeld, and others (e.g., Ernest Nagel 
who gave joint seminars with Lazarsfeld on mathematical sociology and other subjects). 
The list of prominent graduates is long, indeed a Who’s Who of modern sociology. It 
comprises, among others, Louis and Rose Coser, Alvin Gouldner, Elihu Katz, Seymour 
Lipset, Philip Selznick and Dennis Wrong. However, the most impressive figures are 
Peter M. Blau and James S. Coleman.

Peter Blau (1918–2002) was a native from Austria who primarily studied with Merton. 
At the beginning of his career his research focused on a field that was at some time very 
central on Merton’s research agenda, namely Max Weber’s theory of modern bureau-
cracy. Much research in the sociology of organizations after WWII started with Weber’s 
ideas on the effectiveness of ‘rational legal’ authority with a bureaucratic administration. 
As is commonly known, some aspects of Weber’s ideas on the efficiency of bureaucratic 
organization have come under attack for lack of empirical support. Merton (1968, 
Chapter VIII) pointed out some problems of bureaucracy in terms of unanticipated con-
sequences of bureaucratic structures. For instance, according to Weber, bureaucracy 
accentuates formality of social relations and formalized rules of conduct. These features 
of bureaucracy, on the one hand, have (‘positive’) effects because they increase the 
accountability and effectiveness of administrative behavior. On the other hand, they can 
give rise to ritualized conduct of the involved bureaucrats with the effect of a displace-
ment of goals. Ritualism can contribute to conflicts with clients and therefore reduces the 
effectiveness of the organization. Several dissertations which were inspired by Merton 
attempted to investigate empirically the conditions such that bureaucratic structures 
induce positive or negative effects with respect to performance. Blau (1963), in his doc-
toral work The Dynamics of Bureaucracy, reported results of two case studies. He pointed 
out that bureaucratic structures can have positive as well as negative effects (manifest and 
latent functions that can both enhance and reduce efficiency). This is due to the emergence 
of informal relations and norms – an aspect of organizational behavior that Weber did 
not analyze. Based on observational data and interviews, Blau demonstrates empirically 
the emergence of social exchange relations and of an informal status differentiation 
among members of a working group in one of the bureaucracies he studied. These infor-
mal networks contributed in fact to an improvement of individual workers’ performance. 
On the other side they led to an attenuation of the supervisor’s authority because infor-
mation transfer by means of informal exchange was formally forbidden. The findings in 
Blau’s study initiated an attempt to look for an explanation of these patterns of ‘consul-
tations among colleagues’. In terms of Merton’s sociological theory, this may be inter-
preted as an example of a serendipity pattern. Blau (1964) himself as well as Homans 
(1958, 1974) used Blau’s empirical findings as exemplars for a newly constructed ‘middle 
range’ theory, namely social exchange theory. In the major monograph Exchange and 
Power in Social Life, Blau (1964) gives a systematic exposition and numerous illustrations 
of a variant of social exchange that is rooted in applications of what is by now called 
rational choice theory. He also explicitly tries to use some theoretical tools and ideas from 
elementary microeconomics (Blau 1964, Chapter 7, cf. also Oberschall 1979). The 
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approach is employed to describe and explain structures and norms on the level of small 
groups. On the other hand, Blau also tries to elucidate, albeit somewhat less convincingly, 
implications for social organization on a larger scale. Blau’s analyses are illuminating 
because some topics and research problems are alluded to and anticipated which are 
central to this day.

To illustrate, Blau (1964, Chapter 4) discusses the conditions for the start of exchange 
processes. Social exchange in the work group is costly to the advice-giver in terms of the 
opportunity costs of time and effort. Given that in many instances exchange is sequential 
(A gives advice to B today and expects to receive a similar service from B at some later 
point in time) and requires trust on the side of A, one comes to the question of whether 
certain social motivations or internalized norms are necessary as starting mechanisms 
for social exchange. Blau (1964, p. 92 and passim) argues (as adumbrated by Hume 
(1739 [1978], pp. 520–521) some centuries ago) that even purely self-interested individu-
als can have incentives to transfer costly resources if there is a mutual expectation of 
future interactions and opportunities to exchange consultations. Contemporary game 
theory has by and large supported such claims theoretically and empirically (Axelrod 
1984; see Montgomery 1996 for an analysis of Blau’s exchange system in terms of game 
theory).

A shift in Blau’s research on organizations culminated in publications based on data 
collected from large samples of organizations. Whereas the early studies comprised group 
behavior in the context of bureaucracies and provided case studies of organizations, Blau 
in the 1970s was principal investigator in a project where the focus was on relations 
between situational or contextual variables of organizations (such as organizational size) 
and internal structural properties of the organizations (degree of horizontal and vertical 
differentiation, span of control etc.). This research design allowed the application of sta-
tistical regression techniques, which at this time began to diffuse through research com-
munities in the social sciences. To illustrate, the data demonstrated that there is a concave 
relation between the size of an organization and various measures of organizational dif-
ferentiation. That is, increasing size yields increasing differentiation with decelerating 
rates. In a theoretical paper, Blau (1970) attempts to construct a deductive theory which 
explains this and other empirical findings. Blau’s work is motivated by the structural 
approaches to sociology which Blau ascribes to Weber, Durkheim and Simmel. 
Methodologically, Blau refers to work in the philosophy of science (Hempel, Popper) 
where a deductive approach to theory construction is accentuated. However, Blau did 
not fully succeed in carrying out his ambitious deductive enterprise in that he did not 
formalize the basic propositions and therefore could not consistently prove that the 
theorems of his theory in fact are logical consequences of the assumptions. Several critics 
point out deficits in terms of the lack of plausible and sound theoretical mechanisms 
which explain the observed empirical correlations on the level of situational and struc-
tural variables (this critique is also mentioned in Hedström 2005).

In its approach to general social theory, Blau’s work on organizations served as an 
intermezzo to the construction of theoretical arguments that deal with other aspects of 
social inequality and of heterogeneity. Status attainment processes in modern society are 
the subject of ground-breaking research on social stratification and mobility in collabora-
tive work with Otis D. Duncan (1921–2004) on The American Occupational Structure 
(Blau & Duncan 1967). In this work, large sets of cross-sectional survey data were 
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analyzed by using statistical tools from linear regression and path-analysis. Blau contin-
ued to focus on social structure in the late 1970s and the following decades.

As in his research on organizations, Blau (1977) now argues that a deductive theory of 
social structure is desirable. The concept of structure Blau introduces is that of a popula-
tion of individuals who are distributed in a possibly multidimensional social space. The 
axes of this space are vertical and horizontal parameters that measure inequality (income, 
wealth, education) or heterogeneity (religious affiliation, sex, race, etc.). One central 
variable considered in Blau’s theory is the size of the subpopulation that shares a specific 
value of a parameter or a combination of parameters. Consider a society with two groups 
of different ethnic origin (blues and greens) such that the blues are but a small minority 
relative to the greens. Then it is obvious (in fact a tautology) that if there are any inter-
group relations (friendships) and if matches are generated randomly, then the proportion 
of intergroup contacts is much larger for the blues than for the greens. Most blues have 
a green friend but only a small fraction of greens have an intergroup contact. Matters 
may change if there is a preference for in-group matches (homophily). Depending on 
contact opportunities, the resulting proportions of intergroup relations and therefore the 
degree of social integration with respect to these aspects of heterogeneity can be predicted 
from this approach. Another central concept of Blau’s theory is the degree of ‘intersec-
tion’ of parameters. Two or more parameters intersect if they do not correlate, e.g., if 
status and race are uncorrelated these parameters intersect perfectly (the converse is 
called ‘consolidation’). Blau’s theory of social structure has subsequently been elaborated 
further and tested empirically such that it becomes more obvious that it is based on spe-
cific micro-level assumptions (Blau & Schwartz 1984; Blau 1994). Some recent work in 
social network analysis has been inspired by and has elaborated further on ideas from 
Blau’s theory (see, for example, Centola 2015, 2018).

James S. Coleman (1926–1995) started his academic life studying chemical engineering. 
After a short period of work as an engineer in 1951 he began his graduate studies of soci-
ology at Columbia University, which induced a turning point in his life (Coleman 1990b, 
p. 75). Yet, Coleman’s training in physics has proved essential for his sociological work 
in that differential equations and models from statistical mechanics inspired Coleman’s 
perspective on modeling micro-macro transitions in sociology. Methodologically, 
Coleman was influenced by Lazarsfeld, who procured Coleman jobs as a research assis-
tant at the Bureau and who directed Coleman’s interest to mathematical sociology. 
Indeed, Coleman’s (1964a) first major book on sociological theory and the methodology 
of theory construction, Introduction to Mathematical Sociology, is dedicated to Lazarsfeld. 
As another influence, Coleman (1990b, p. 98) mentions lectures and seminars taught by 
Ernest Nagel – some of them jointly with Lazarsfeld.

Coleman’s scholarship is unique in the history of post-WWII sociology because he 
achieved a worldwide reputation as a leading figure in different research areas: Besides 
outstanding empirical and applied work Coleman pioneered mathematical sociology and 
rational choice theory. Mathematical models are useful tools to construct so-called ‘syn-
thetic’ theories which ‘begin with postulates on the individual level and end with deduc-
tions on the group level’ (Coleman 1964a, p. 41). They are in other words indispensable 
tools to achieve micro-macro transitions. To illustrate, the Introduction presents models 
of social diffusion processes which are capable of describing the spread of, for example, 
innovative ideas or rumors through social networks of informal interpersonal relations 
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or in centralized social structures. In the most elementary variant of those models a deter-
ministic ordinary differential equation is employed to represent a dynamic process (in 
continuous time) such that an item (a novel idea or product) is adopted due to informa-
tion received from a personal social relation. If the information diffuses through a social 
network of personal relations, solving the differential equation implies (given the specifi-
cation of appropriate antecedent conditions) that the diffusion can be described by a 
logistic function: the process can be represented by an S-curve such that the function is 
convex (with rapid exponential growth at the beginning) until half of the population has 
adopted the item and then, after a turning point, becomes concave. Another mechanism 
is social contagion through a central source (media reports on TV, internet website 
sources, etc.). In this case, the diffusion can be represented by an exponential function 
(Coleman et al. 1957; Burt 1987). Consequently, differing assumptions on the micro-level 
(contagion through interpersonal contacts versus information transfer through a central 
source) yield different results on the macro-level. Since these elementary models are deter-
ministic approximations for processes in completely connected social structures Coleman 
(1964a, Chapter 17) discusses some further processes and models that account for sto-
chastic forces and represent various incomplete social structures (see also, for example, 
Barthomolew 1982 for further elaborations of such models). On the micro-level these 
models use behavioral postulates about the disposition of representative individuals to 
adopt an item which is not derived from sophisticated theories of action. Coleman 
(1990b) himself characterizes this kind of theorizing as Durkheimian.

Coleman also became prominent for introducing rational action postulates at the 
micro-level. Inspired by ideas of the Scottish tradition, Coleman (1964b) argues for a new 
perspective on Hobbes’s problem of social order. In his magnum opus Foundations of 
Social Theory, Coleman (1990a, Chapters 10, 11) gives a sketch of a theory that explains 
how social norms of cooperation emerge under conditions of a social dilemma – even 
among self-interested agents. It follows from this account that social order (i.e., norms of 
cooperation) can emerge and be sustained without assuming pre-existing internalized 
values in situations which resemble a Hobbesian state of nature (see, for example, 
Piskorski & Gorbatai 2017 for an empirical test). Coleman dedicated his second major 
book to his teacher Robert K. Merton. The approach in this work follows a strategy of 
theory construction that has been pioneered by Max Weber. Coleman endorses meth-
odological individualism and a theory of action that is a refined version of Weber’s 
concept of instrumental rationality. In the opening chapter of the book, Coleman (1990a, 
Chapter 1) uses his famous diagram of micro-macro transitions (‘Coleman boat’) refer-
ring to Weber’s protestant ethics thesis (cf. Raub & Voss 2017 on this diagram and its 
history). In presenting his ‘foundations’ Coleman starts from elementary social relations 
and proceeds step by step to phenomena which are the results of more complex aggrega-
tions of actions. In this book, Coleman (1990a, Chapter 25) also gives a comprehensive 
exposition of a formalized ‘linear theory of action’ that aims at representing social 
systems which are comprised of agents who control and have an interest in certain 
resources (or events). If there is a complementarity of control over resources and interests 
among the actors, agents may rationally want to exchange their control over resources 
such that an optimal distribution of control is realized.

Coleman is the author and principal investigator of numerous quantitative empirical 
studies. Many of these enquiries are of an applied policy character. This holds especially 
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for the so-called Coleman report (Coleman et al. 1966) which has been one of the most 
extensive and ambitious surveys on the effects of school organization and other variables 
on student achievement. The report was the largest social science research project ever at 
that time (see Hunt 1985, pp. 51–97). It was sponsored by the US government and 
received – to the displeasure of the political establishment and education politicians – 
extremely intensive public interest and controversial reactions. Many findings were quite 
unexpected. The report documents that financial inputs into schools apparently do not 
account for the huge black–white achievement gap that was empirically observed. The 
most important factor explaining differences in achievement is educational background 
of the student’s family. Another apparent finding that attracted attention on the side of 
local political activists was that school segregation had adverse effects on minority stu-
dents’ achievement. Activists concluded that a policy of desegregation could help to 
improve educational opportunity and that a program of ‘busing’ would be instrumental 
to an education reform. Compulsory busing programs aimed at achieving more inte-
grated schools by bringing black children into schools which are predominantly white. 
Coleman himself had not been an enthusiast of busing but nevertheless consented to a 
policy of busing in the first place. Ironically, re-analyses of the data revealed that some 
findings on segregation were artifacts due to coding errors (Smith 1972). After the imple-
mentation of busing, an enquiry of the effects of busing (1968–1973) revealed severe 
unanticipated consequences. White parents in considerable proportion defected. The 
‘white flight’ was accomplished by the moving of white middle class parents into other 
districts or by choosing to exit from the public school system: ‘current means by which 
schools are being desegregated are intensifying that problem, rather than reducing it’ 
(Coleman et al. 1975, pp. 79–80). After Coleman had made these empirical consequences 
public and argued against busing based on these findings, he became the target of vicious 
attacks from activists who accused him of being a racist. Some influential colleagues from 
the sociology profession took action to accuse Coleman of unethical behavior (‘racism’) 
and tried to expel him from the American Sociological Association – but were not suc-
cessful (Becker 1996, p. 177). Democratic politician and social scientist Patrick Moynihan 
judged that Coleman was among the first public intellectuals to become attacked for 
being politically incorrect by people who ‘dissolve every statement of fact into a declara-
tion of purpose’ (Moynihan 1996, p. 177). Coleman (1990a, Chapter 23) discusses some 
aspects of the relation between applied policy research and the demand of various interest 
groups who make use of the research to further their political activities.

7. SOME (VERY) SHORT REMARKS ON OTHER ROOTS

There are many other pioneers and institutions which would merit appreciation. 
Goldthorpe (2021) gives a book-length account of pioneers of quantitative empirical 
survey research that complements this chapter and addresses a distinct set of contribu-
tions. The impact of Otis D. Duncan’s research on the demographic or population 
approach has been enormous (Xie 2007). Duncan’s statistical approach is compatible but 
in some respects different from the roots which are referred to in this chapter.

In Europe, one should highlight the French sociologist Raymond Boudon  
(1934–2013). His theoretical work on mechanisms of social inequality and mobility 
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(Boudon 1974) has become a classic. Most of Boudon’s work emphasizes the importance 
of ‘generating models’ which demonstrate how individual actions are aggregated to 
produce  social outcomes. Such models are necessary tools if sociology aims to go 
beyond the mere description of statistical associations and attempts to supply explana-
tory theories and an ‘understanding’ of social phenomena at the macro-level (Boudon 
1979).

In the Netherlands, a group of sociologists (Siegwart Lindenberg, Frans Stokman and 
Reinhard Wippler) founded the ICS (Interuniversity Center for Social Science Theory 
and Methodology) in the 1980s. The founding fathers were inspired by Popper’s and 
Albert’s critical rationalism and by the sociological thinking of Boudon and Coleman. In 
fact, Albert, Boudon and Coleman (‘ABC’) served as members of ICS’s first International 
Scientific Curatorium. ICS offers unique structured graduate training focusing on ana-
lytical theory construction and quantitative research methodology. The Center flourishes 
to this day and has promoted over 200 successful PhDs from different countries. Most of 
them have become and are still involved in research or have achieved positions of 
 professors.

8. SUMMARY AND CONCLUSION

Rigorous sociology owes credit to ideas that originate from the British enlightenment. 
Thomas Hobbes and David Hume have been among the founding fathers of a social 
science that is empiricist. Sociology as an academic discipline in Europe emerged at the 
start of the twentieth century. The two most prominent sociologists of this period, Emile 
Durkheim and Max Weber, had diverging opinions in several respects. They, however, 
shared the conviction that sociology must be rigorous in its standards for the evaluation 
of theories and by employing systematic research methods. According to Durkheim and 
Weber, sociology’s task is the explanation of social facts or social regularities. Although 
Durkheim in some of his programmatic writings on methodology pleaded for a holistic 
approach to explain social facts, in his substantive work he often introduces ideas about 
social mechanisms that touch the micro-level of social behavior. Weber was much more 
explicit in this respect. Weber shared with the British tradition the focus on an individu-
alist research strategy. He also accentuated purposive action and pointed out the impor-
tance of unanticipated social consequences of intentional actions. Weber also was 
prominent for his engaged advocacy of the postulate of a value-free social science. In 
Weber’s time, many fellow social scientists – mostly from a nationalist right-wing 
 perspective – ridiculed this principle as naïve and impracticable. However, Weber made 
it clear that the postulate, though it is difficult to realize, is an indispensable ideal if 
scientists want to contribute credible explanations of real-world phenomena. Products 
of scientific research should only be evaluated by cognitive criteria and not by political, 
ideological or religious standards. The legacy of empiricist philosophy, of Durkheim and 
Weber, has been received and further elaborated by many other social theorists and 
sociologists. This chapter – for limitations of space – accentuates the contributions of 
members of two generations of the Columbia school of sociology. Robert Merton and 
Paul Lazarsfeld had tremendous impact on the progress of a rigorous sociology. This 
was due to their research, their institution-building activities and, not the least, by their 
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teaching and inspiring excellent younger researchers. Among them, Peter Blau and 
James Coleman stand out. Both did exemplary work that aimed at an integration of 
theory and empirical research. Although some of their research methods are by today’s 
standards somewhat outdated, substantive ideas from their work still determine or are 
relevant components of present-day research agendas. Both authors represent incarna-
tions of an enlightened perspective to social science and social problems. As in Weber’s 
and Coleman’s (in the role as principal investigator of the Coleman report and his later 
education studies) times, there is currently pressure from right- and left-wing activists, 
ideological fundamentalists and populists outside but also within academia to sacrifice 
standards of rigorous research in the name of political and ideological values or emo-
tions of romanticism. A recollection of the contributions referred to in this chapter can 
possibly reinforce the conviction that only standards of rational argumentation and of 
factual evidence will serve as guides to effective policies that help to realize humanistic 
ideals – whatever they are.
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26. How to increase reproducibility and credibility 
of sociological research*

Katrin Auspurg and Josef Brüderl † 

‘Sociological Science’ highlights that sociology is a science (see the chapter by Raub, De 
Graaf & Gërxhani on rigorous sociology in this Handbook). So, the question arises: 
what  are the main practices that qualify the sociological endeavor to be scientific? 
For  sure, there are many such practices. But a basic one is ‘organized skepticism’ 
(Merton 1973). Scientists shouldn’t take results at face value. They should doubt any 
result, even their own, and critically re-investigate it (this is in line with, for example, the 
focus on reliably  establishing empirical regularities in ‘sociology as a population 
science’, see Jackson’s chapter). Although probably most sociologists know about this 
basic  feature of the scientific ethos, current practice often does not reflect it. 
Sometimes sociologists seem not to be very skeptical. At least, as we will show, sociolo-
gists rarely scrutinize other sociologists’ work. Hence, the knowledge stock of sociol-
ogy  includes untested results, of which many are likely invalid. Therefore, more 
skepticism might be a powerful move to further the cumulative growth of knowledge in 
sociology. A key aspect of this would be that sociologists replicate published work. 
Only successfully replicated results create a credible stock of the sociological body of 
knowledge.

A precondition for replication is that research is transparent and open. ‘Transparent’ 
means that the research procedures used are described in detail. ‘Open’ means that mate-
rials, code, and data used are accessible for other researchers. If research is closed and 
lacks transparency, then it is impossible to scrutinize it. Unfortunately, much of current 
sociology is very closed, as has been diagnosed for instance by Breznau (2021). In rigor-
ous sociology, research procedures would be described transparently, codes and 
data  would be made available, and scholars would justify their model specifications 
and  replicate others’ research (for short, we refer to these elements as ‘open science 
 practices’).

This chapter proceeds as follows.1 In the next section, we begin with some terminology. 
We then try to convince sociologists that sociology has a credibility problem. To show 
this point we will present some evidence on errors and questionable research practices in 
sociological research. In the sections on transparent sociology and on replicating 

* K. Gërxhani, N.D. de Graaf and W. Raub (eds) (2022), Handbook of Sociological Science: Contributions 
to Rigorous Sociology, Cheltenham, UK and Northampton, MA, USA: Edward Elgar Publishing. ISBN: 978 
1 78990 942 5; http://dx.doi.org/10.4337/9781789909432.

† For helpful comments on an earlier version of this paper we are grateful to Nate Breznau 
and  Thomas  Voss.  In addition, we thank the editors of this Handbook for their thorough review of our 
manuscript.

1 Similar discussions about open sociology/social science can be found in the article by Breznau (2021) 
and in the textbook by Christensen et al. (2019). For psychology, see Nosek et al. (2021). For economics, see 
Miguel (2021).
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sociology, we show how sociology can become a more credible science by implementing 
open science practices. Finally, we conclude with some practical suggestions.2

1. TERMINOLOGY: VARIANTS OF REPLICATION

Replications come in different types along two dimensions (Table 26.1): replicators can 
use the same or new data (to check generalizability), and they can use the same or a new 
model specification (to improve the analysis/design).

A reproduction aims at verifying whether the original researchers worked well and 
made no errors (that is why Christensen et al. 2019 label this ‘verification’). Reproduction 
has two variants: A ‘push-button reproduction’ verifies whether the code runs and actu-
ally produces the results presented in the paper. A ‘thoughtful reproduction’ in addition 
checks whether the code contains errors (for instance coding errors).

Direct replications typically are used with experimental studies. Data from experimen-
tal studies are in most cases relatively easy to analyze (mean comparison between treat-
ment and control group). Therefore, a simple reproduction is usually uninformative. 
However, experiments are often small-N studies and thus under-powered. Therefore, it 
is much more useful to collect new data and re-apply the procedures of the original study 
to see whether or not the results hold.

The situation is quite different for observational studies, as they are often used in the 
social sciences. Here, low power is usually not the problem (case numbers for observa-
tional data are often in the thousands). The problem, however, is that the data structure 
is complex and that complex statistical models are needed to control for confounding (see 
the chapters by Breen on causal inference and by Gangl on longitudinal designs). 
Therefore, observational studies can be prone to error. Thus, it is useful to check whether 
the results are reproducible. In addition, one might have arguments that the model 
specification used by the original authors is suboptimal. Are all confounders taken into 
account? Are some of the controls used mediators or colliders? Then a reanalysis is war-
ranted. Thus, the validity of most observational results is best checked by reanalysis.

In the following we use ‘replication’ as the generic term for all these variants. However, 
it has to be kept in mind that in the case of sociology ‘replication’ in most cases does not 
mean ‘direct replication’, but ‘reanalysis’.3

2 Although this chapter deals with quantitative sociological research, many arguments also apply to quali-
tative research. We explicitly comment on qualitative research in the final section. In addition, we focus on 
empirical research. Various chapters in the Handbook address rigorous standards for theory formation, which 
is an important prerequisite for sound empirical analyses.  

3 Our definition of the variants of replication closely follows Christensen et al. (2019). However, there are 
also other definitions in use. For instance, Clemens (2017) calls ‘direct replication’ a ‘reproduction’. This diver-
sity of term usage has great potential for confusion. Rigorous science has to make clear how the terms are used.

Table 26.1 Variants of replication

Same specification New specification

Same data Reproduction (Verification) Reanalysis
New data (Direct) Replication Extension
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2. ARE SOCIOLOGICAL RESULTS CREDIBLE?

Around 2010 it became clear that many studies in the life sciences are not replicable. For 
instance, Begley & Ellis (2012) reported that only 21 percent of the replication attempts 
in a large-scale replication audit were successful (cancer research, N = 67). Obviously, this 
is a shocking result insofar as these studies often are used for developing new medical 
treatments. Afterwards, social scientists also started large-scale replication audits. The 
Open Science Collaboration (2015) was able to successfully replicate only 39 percent of 
the original studies (psychology, N = 100). Replication rates seem to be somewhat higher 
in economics. Camerer et al. (2016) reports that 11 out of 18 studies could be replicated. 
With 13 from 21, a similar replication rate is reported for experiments from the social-
behavioral sciences more generally (Camerer et al. 2018). This means that over a third of 
the studies could not be replicated (a more comprehensive review of major replication 
audits can be found in Nosek et al. 2021).

Owing to the low replication rates throughout the sciences the term ‘replication crisis’ 
has been coined. The overall consequence is a ‘credibility crisis’ in science: The general 
public (but also scientists) lose faith in the truth-finding capacity of science.

And sociology? Up to now, we know of no large-scale replication audit for sociology. 
Therefore, we know (almost) nothing about the replication rate in sociology.4 Further, 
there are not many retractions in sociology. A search for ‘sociology’ in the Retraction 
Watch Database (November 2018) reveals only 11 retractions in the 147 SSCI sociol-
ogy journals. Thus, the ‘illusion of a credible sociology’ still seems to dominate the dis-
cipline. There seems to be no general awareness that many results may not be 
replicable.  So it is no wonder that we find no signs of a credibility crisis in sociol-
ogy.  Scanning the program of the 2018 ASA congress for the terms ‘replication’ or 
‘replication crisis’, we find only one entry, while there were 37 entries for ‘crisis’ in 
general.

Nevertheless, we fear that a high proportion of sociological results would not stand up 
to serious reanalysis. In the following we will explain our rationale for this stark assertion. 
Basically, we see the same social mechanisms at work as for instance in experimental 
psychology, where the literature has identified several questionable research practices. 
We will focus on observational studies because these still dominate sociological research. 
Thereby we will add some credibility problems that have not been discussed intensely in 
the literature, referring to experimental studies (on experimental studies, see the chapter 
by Gërxhani & Miller).

We see three mechanisms by which observational studies may produce faulty results: 
(1) errors in data preparation, (2) model misspecification, and (3) questionable research 
practices. Whereas the first two are (usually) unintentional, the latter is the consequence 

4 Since most sociological studies are observational, we would need a reproduction audit. Currently 
(July 2021) there seems to be one such study underway: the SCORE project tries to replicate/reproduce 
social  science studies (amongst which there are also some sociological studies, see Alipourfard et al. 
2021). There is a second approach to assess the credibility of sociological research: the ‘one dataset-many 
analysts’ approach (crowdsourcing). A recent example is the study by Breznau et al. (2021). It reports that 89 
percent of the teams were able to reproduce the original result (in the ‘opaque’ condition, where no code was 
available to the replicators). There are also some small-scale reproduction audits (see the citations in Breznau 
et al. 2021).
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of researchers reacting (intentionally or unintentionally) to the current incentive structure 
in science.5

(1) Observational data are complex. It is very likely that even the best researchers make 
errors when analyzing them. Typically, observational data (especially the multi-level/panel 
data that became available in recent years) require careful data preparation before they 
can be analyzed. It is common that data preparation code for sociological research com-
prises thousands of lines. It would be surprising if such amounts of code would not contain 
errors. In addition, we lack mechanisms of error detection. Often, data preparation code 
is written by only one member of the research team, others write the text, etc. So, no one 
checks the data preparation code. This also applies to the peer-review process, because the 
reviewers usually only receive the paper, not the code. Thus, we would argue that it is likely 
that many sociological results are based on erroneous data preparation code.

We do not yet have systematic empirical evidence for this assertion. But there are some 
examples from corrections that appear from time to time in our journals. Take for 
instance our flagship journal: the American Sociological Review (ASR). Jasso (1985) 
reported that coital frequency increases with a wife’s age. Kahn & Udry (1986) showed 
that this result is due to Jasso treating four observations with value 88 as valid cases. 
Defining these observations as missing – the correct meaning of code 88 – makes the 
effect of wife’s age disappear. Herring (2009) found that diversity increases firm revenue. 
According to Stojmenovska et al. (2017), 206 firms had values 88,888,888,888 – the code 
for missing revenues. Herring treated these as valid values; treating these as missing, the 
effect of diversity becomes non-significant. Munsch (2015) reported that marital infidel-
ity in the US is at 10 percent. After she got a hint by a colleague, Munsch (2018) self-
corrected her earlier analysis: 246 missings were miscoded as ‘infidelity’; with correct 
coding marital infidelity is at 6 percent. We speculate that these coding errors might only 
be the tip of the iceberg, because (thoughtful) reproductions are so infrequent in 
 sociology.

(2) Contrary to experimental studies, observational studies do not control for selective 
treatment assignment by design. Researchers have to use complex statistical models to 
control for potential confounders. Researchers have to decide which statistical model to 
use (model choice) and which controls to include (model specification).

Concerning model choice, the statistical literature is full of different models and much 
statistics teaching is about all these model variants. Thus, researchers usually invest much 
effort in learning about models and there may be even a tendency to use very ‘fancy’, 
complicated statistical models to demonstrate knowledge of these models.

However, it has been argued that choice of the model class has relatively little effects 
on the results, but model specification has large effects (Young & Stewart 2021). The most 
basic rule for correctly identifying a causal effect is that one has to find a model specifica-
tion that includes all confounders, but does not include colliders or mediators (Elwert & 
Winship 2014; more details can be found in the chapter by Breen on causal inference). 
Typically, observational data contain many variables that are potential confounders, 
colliders, or mediators. Thus, there is a huge number of possible specifications. 
Researchers have to pick on the basis of theoretical considerations the optimal one. It 

5 There might be a fourth mechanism: fraud. We ignore this mechanism in this chapter, though sociology 
also seems to have its first detected case of serial data fabrication (Pickett 2020).
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seems therefore likely that researchers often may not succeed in this and consequently 
report biased results due to mis-specified models.

In principle, there are correction mechanisms, because the selected model specification 
is laid open in the paper and co-authors and reviewers can see it. However, this correction 
mechanism will not work well in practice if sociological studies omit the rationale for their 
model specification (and do not report on alternative model specifications that may also 
be appropriate). As Kohler et al. (2018) show, only 25 percent of all papers from the 
European Sociological Review (2016/2017) justified model specification with at least some 
arguments. It seems likely to us that many of the authors of the other 75 percent not only 
did not justify their preferred model specification, but also did not carefully think about 
a proper model specification. Therefore, we suppose that mis-specified models may be 
widespread in sociological research.

Again, some examples from ASR may underpin this assertion. Breznau (2015) showed 
that misspecification of an interaction effect produced the result reported by a highly cited 
paper on social welfare spending. Auspurg et al. (2019) argued that one ASR paper 
included a mis-specified time trend. Correcting this made the main result on immigration 
affecting welfare attitudes disappear. Even more consequential: sometimes there are 
papers that argue that standard specifications, as they have been used widely in a research 
field, provide misleading results (e.g., Mood 2010; Heisig & Schaeffer 2019).

(3) Arguably, the prevailing culture of ‘publish or perish’ sets incentives for researchers 
to use questionable research practices (QRPs) to increase publication chances. QRPs are 
practices that are not justified by any reasonable statistical methodology, but nevertheless 
are widely used. The motivation behind QRPs is that significant results (that confirm a 
well-established theory) have a higher publication chance. QRPs such as data/sample 
trimming, outcome switching, ‘rounding down’ p-values, hypothesizing after the results 
are known (HARKing) are applied until a (marginally) significant result is obtained 
(p-hacking). Thus, the well-known ‘publication-bias’ shows up: Significant results are by 
far overrepresented in the published literature. Studies show that sociology also has its 
publication bias (Gerber & Malhotra 2008; Auspurg & Hinz 2011). Ioannidis (2005) 
argues by simulation that – at least for studies with small N, but also explorative studies 
with no clear hypotheses – many (or even most) published results may be false positives.

With observational data there is an additional QRP: misuse of analytical flexibility. 
Analysis of observational data requires many decisions: How to limit the sample? Include 
outliers or not? How to operationalize the concepts? Which statistical model to choose? 
Which variables to include? Modeling non-linearities or not? Include interaction effects? 
Thus, often there may be many defendable model specifications. Gelman & Loken (2013) 
described this as a ‘garden of forking paths’. Ideally, researchers would apply sound 
methodological and theoretical reasoning to walk through this garden and arrive at the 
optimal model specification. However, researchers pressed by the need to publish often 
misuse this analytical flexibility to pick not the optimal, but the best publishable specifi-
cation.6 In fact, Simmons et al. (2011) demonstrated that by misuse of analytical flexibil-
ity nearly anything can be made statistically significant.

6 Including collider variables is a very ‘powerful’ QRP. It has been shown by simulation that by including 
a collider variable it is even possible to change the sign of the estimated treatment effect (Bruns & Ioannidis 
2016).
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It has been estimated that a majority of psychologists use QRPs (John et al. 2012). An 
indicative example for psychological research is given by Credé & Phillips (2017) who 
reanalyzed the so-called ‘power pose effect’. They found that there were 54 plausible 
model specifications. The result presented by the original authors was the only one that 
showed a significant result for the focal effect. The other 53 plausible specifications esti-
mated no significant effect of power posing. The original authors did not justify why their 
specification was better than the other 53. Again, there is so far no systematic evidence 
for p-hacking in sociology. Nevertheless, we suppose that QRPs are also widespread in 
sociology (Breznau 2021 forcefully makes the same point).

Overall, we argue that in sociology many false (positive) results are likely to be pub-
lished due to data preparation errors, model misspecification, and the use of QRPs. 
Therefore, it is likely that many sociological results would not stand the test of a serious 
replication. In our opinion, sociology too should start to worry about its credibility 
crisis.

3.  TRANSPARENT SOCIOLOGY: HOW TO MAKE SOCIOLOGY 
MORE TRANSPARENT AND OPEN?

A first step to overcome the credibility crisis in sociology is to make sociological research 
more transparent and open. In this section we will discuss how research practices could 
change to achieve this. Overall, we have three suggestions:

(1) Transparent description of the research process,
(2) Open materials, code, and data,
(3) Justification of model specification.

(1) It is important that an article provides a transparent description of the research process. 
This is important for two reasons (Damian et al. 2019): first, it allows the reader to 
evaluate the quality of the work done (evaluation transparency). Second, it is a necessary 
precondition for the research being replicable (replicability transparency).

Unfortunately, research practices in the social sciences often fall short of this ideal. 
Studies showed that many published articles in the social sciences do not fulfill even 
minimal reporting standards (e.g., Bernardi et al. 2017; Damian et al. 2019). Thus, cur-
rently sociological research is in many cases not transparent.

To improve the situation, the Academy of Sociology (2020a) recently published a 
Checklist for Quantitative Social Science Articles. This document lists many items that a 
transparent description of the research process should report. We cannot go into the 
details here and therefore refer the reader to the Checklist.

(2) Another precondition for being replicable is open materials, code, and data. ‘Open 
materials’ means that all materials used for data collection are made available to other 
researchers. ‘Open code’ means that code used for data preparation and analysis is avail-
able. And ‘open data’ refers to the data being stored in data repositories. Open materials 
are essential for replications. Open code and data are essential for reproductions. Keeping 
materials, code, or data closed makes replication difficult and is thus a fundamental vio-
lation of the scientific ethos (see also Miguel et al. 2014).
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The willingness to share data does not seem to be very high in sociology. For instance, 
Breznau (2021) reports on several exercises that tried to obtain material from the authors 
of prominent studies. Only in 20 to 40 percent of the cases, could material be obtained. 
Similarly, Zenk-Möltgen et al. (2018) found that data and syntax were available for only 
17 percent of sociological articles. Some journals – such as the German Zeitschrift für 
Soziologie – require from their authors that they will deposit their data in a repository. A 
check by Auspurg & Recker (2020) demonstrated that many authors simply ignored this 
obligation.

Therefore, to make sociology more open, the Academy of Sociology (2020b) developed 
some guidelines that could help researchers in making their data open. For instance, 
detailed suggestions on how one could make one’s data FAIR (findable, accessible, inter-
operable, reusable) are given. Helpful guidelines for preparing a replication file are also 
provided by the American Journal of Political Science (2016).

However, appeals alone will probably not change the situation dramatically. We 
suggest that journals should also enforce more strict data policies.7 A first step would be to 
make data availability statements (‘data notes’) mandatory. These statements are 
included in articles and inform readers explicitly how materials, code, and data can 
be accessed and reused (also listing specific restrictions, if any; then authors explicitly 
have to provide reasons why their materials cannot be fully disclosed).

To our knowledge, the most demanding data policy in the social sciences has been 
enforced by the American Economic Association (2020): 

It is the policy of the American Economic Association to publish papers only if the data and 
code used in the analysis are clearly and precisely documented and access to the data and code 
is non-exclusive to the authors. Authors of accepted papers that contain empirical work, simu-
lations, or experimental work must provide, prior to acceptance, information about the data, 
programs, and other details of the computations sufficient to permit replication, as well as 
information about access to data and programs. Data and programs should be archived in the 
AEA Data and Code Repository. Authors will provide access to editors and reviewers, if 
requested, to both data and programs prior to acceptance. [. . .] The AEA Data Editor will assess 
compliance with this policy, and will verify the accuracy of the information prior to acceptance 
by the Editor.

In case the data cannot be made open the AEA data policy requires a ‘third-party repro-
ducibility report’: a kind of trustee has to assert that the results can be reproduced with 
the confidential data and the code provided by the authors. For sure, this policy is costly: 
the AEA has to operate a repository and there is the new position of a Data Editor. 
However, this policy guarantees that all published findings are at least reproducible and 
it makes it easy to reanalyze or replicate previous work. Moreover, such a statement sends 
out a clear signal of the scientific standards required within the discipline, thus minimiz-
ing the chances of questionable research practices. By this data policy the AEA tries to 
set the stage for its discipline to become truly scientific.8

7 Only five from the 50 most highly-ranked sociology journals require data to be deposited at publication 
(Crosas et al. 2018). In addition, it is unclear whether these five journals really enforce their data policy.

8 A similarly strict data policy has been implemented by the American Journal of Political Science (https://
ajps.org/ajps-verification-policy/). This journal contracts a third party to perform a push-button reproduction 
of the replication file before article publication.
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Implicit in the AEA data policy statement is also a substantial change in the review 
process. It no longer suffices that reviewers evaluate only the text of a paper. In addition, 
the data preparation and analysis codes should be checked carefully to avoid the errors 
that we described in the previous section. Preferably this would be done by a Data Editor 
or reviewer before publication.

(3) As argued before, model specification is a demanding task. Researchers may often 
fail because they do not put too much effort into it or they pick the best publishable 
specification. Therefore, much could be gained if model specification choice would 
become more transparent. It should become the norm that model specification has to be 
justified extensively. For instance, researchers should theorize the complete causal struc-
ture of a research problem and clearly delineate the parameter of interest, potential con-
founders, colliders, and mediators (i.e., research should be theory-guided). A recent 
article by Lundberg et al. (2021) extensively demonstrates how theory and empirics could 
be more closely connected by a precise specification of the ‘estimands’ of interest (see also 
the chapters focusing on rigorous theory formation in Part I of this Handbook).

However, this measure alone doesn’t seem to be sufficient for two reasons. First, our 
theories are often not clear enough to allow for unambiguous decisions on the causal 
structure. For instance, it is often not clear whether a variable is a confounder or a 
mediator, thus it is unclear which specification is the optimal one. Second, researchers 
still could select the best publishable specification and find a post-hoc justification. To 
avoid this, it has recently become the norm to add a section on robustness checks. 
However, there is already evidence that authors mainly report robustness checks that 
support their findings. For instance, in leading sociology journals 100 percent of the 
robustness checks were ‘successful’ (Young & Holsteen 2017, p. 5). We assume this is not 
because social science research is really so robust. We think it is because authors cherry-
pick robustness checks that support their main findings.

To improve the situation, we argue that serious robustness checks should become the 
norm in social science research articles. Researchers should become their own ‘advocatus 
diaboli’ and try out reasonable alternative specifications. Even better would be automatic 
robustness checks. Meanwhile there are some automatic tools to estimate the robustness 
of results to different estimation methods and model specifications such as multiverse 
analysis (Steegen et al. 2016; Young & Holsteen 2017) or specification curves (Simonsohn 
et al. 2020). For instance, the Stata ado mrobust (Young & Holsteen 2017) provides a 
graph of the distribution of the estimated effect sizes over all specifications that are pos-
sible with the variables at hand. This shows estimation uncertainty not due to sampling 
(this is reflected in the standard error), but due to model specification. The reader gets a 
visual impression on how results might differ for different specifications. This increases 
the pressure to justify model specification. Readers and reviewers likely would no longer 
accept simple arguments such as: ‘Our preferred specification is the one that includes the 
usual control variables’.

Finally, there is another issue here. The robustness checks mentioned above can only 
check robustness over observed variables. However, often the fundamental problem of 
observational studies is that there are unobserved variables that affect treatment assign-
ment. Then, an omitted variable bias is the consequence. Ironically, it is often seemingly 
robust results that are in fact spurious, because the most important confounders were not 
observed (Keele et al. 2020). It would increase transparency if articles would reflect the 
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sensitivity of reported results to potential omitted variable bias. To achieve this, robust-
ness checks could be complemented with sensitivity checks. For instance, Harada (2013) 
developed the Stata ado gsa (general sensitivity analysis) to check estimator sensitivity 
due to potential unmeasured confounders (an application can be found in Auspurg & 
Brüderl 2021).

4.  REPLICATING SOCIOLOGY: HOW TO FURTHER 
REPLICATIONS IN SOCIOLOGY?

Replications are essential for the scientific way of knowledge production. Only if a result 
has been independently replicated can it credibly increase the scientific knowledge stock. 
Replication is the scientific way to achieve intersubjective validity. If results have been 
successfully replicated, other research can build on these results and add small innovative 
elements that enlarge knowledge in a cumulative way. This is the mode of cumulative (or 
vertical) knowledge production par excellence.9

This is the ideal. However, many have diagnosed that the social sciences are far from 
this ideal. The practice of social research follows more the mode of ‘horizontal’ knowl-
edge production (Grunow et al. 2018). Horizontal knowledge production means that 
research projects usually do not replicate previous, relevant research, but aim to be inno-
vative, i.e., doing some novel research by focusing on new research questions, theories, 
and/or empirical data and methods. The consequence is that ‘knowledge is emerging as a 
flat and unstructured mass of all kinds of ideas that do not sufficiently relate to each other’ 
(Grunow et al. 2018). In line with this, it is our personal impression that many social 
science research fields contain contradictory results where it is impossible to tell which is 
the more credible result (or even to identify possible reasons for the opposing results).

Sociology is certainly no exception. There have been only few replications in sociology. 
Breznau (2021) reports that searching in the American Journal of Sociology and in the 
American Sociological Review (1950–2020) reveals an average of less than one replication 
published per year in both journals together (though with increasing tendency over the 
last decade).

Why are there so few replications and reproductions in the social sciences? A likely 
reason is the prevailing ‘publish or perish’ culture in connection with a conception that 
‘new findings’ are most valuable. Merton (1973) observed that, in science, novel, original 
findings generate the strongest rewards. Contrary, replication has been conceived as a 
more mindless, boring routine job. Therefore, the whole science system devaluates repli-
cations in comparison to generating new results (for further harming effects of this ‘com-
petition for priority’ see Tiokhin et al. 2021).

In the current (social) sciences, all incentive systems seem to be built accordingly: 
Researchers strive for high impact that they generate most likely by publishing new, 
spectacular findings. Likewise, editors try to increase the success (impact, citations) of 
their journals by picking new findings, and funders will give money to projects that 

9 As has been emphasized in the introductory chapter to this Handbook, the whole enterprise of cumulative 
knowledge production requires a common core of sociological science. Replications of original work consoli-
date a common, reliable and credible core of sociological science.
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promise notable results. On the other side, replicators are seen as mindless fellows who 
lack innovative ideas. If a replication fails, the original authors are usually not amused 
and may even obstruct the career of young researchers. If a replication succeeds, hardly 
any journal will publish the report.

Therefore, for rational actors who try to maximize scientific success with low effort, 
‘new finding’ dominates ‘replication’. Hardly anyone will have incentives to identify 
flawed research. The result is a social dilemma: individually rational behavior leads to an 
‘irrational’ social result – namely sub-optimal research. The social optimum of a cumula-
tive science will not be reached given this incentive structure. In the following, we will 
suggest several measures by which the incentive structure could be changed to come closer 
to the social optimum.

A first fundamental starting point would be a move from the horizontal to the vertical 
mode of knowledge production (Grunow et al. 2018). To achieve this, new research pro-
jects would ideally start with reproducing central work in the respective research field. 
This begins with dissertations: supervisors could require that the first paper of disserta-
tions based on quantitative methods is a replication or reanalysis of a central piece of 
research in the field of the dissertation. It continues with funding proposals. Typically, 
the first phase of a research project is – say – three months literature review. Funding 
agencies could instead encourage that the first phase includes a replication or reanalysis 
of important earlier work. Probably it would be too harsh to require from each research 
paper that it starts with a reanalysis. But it would be in the spirit of the vertical mode to 
start with a systematic review of previous research on the research question. It might also 
be helpful to show a plot of reported effect sizes and their confidence intervals (called 
‘forest-plot’ in meta-analysis). A huge variation of the effect sizes would indicate that 
replicability in the field is low.

However, suggestions for rethinking the way we produce science are more or less based 
on a moral appeal. Moral appeals certainly help, but it is unlikely that they will per se 
move the whole system towards the social optimum. To succeed in this, rational choice 
and game theory show that we will additionally need institutional changes (Diekmann 
2011; Freese & King 2018), i.e., we need a ‘mechanism design for replications’ (Butera 
et  al. 2020). The general idea is to increase the rewards for replications so that ‘new 
finding’ is no longer the dominant strategy. What could be useful measures for this?

First, we certainly need better opportunities to publish replications and reanalyses. It 
should become standard that journals publish replications of papers that appeared in the 
respective journal. This includes successful replications that could be kept very short (one 
page or so). It is important to also publish successful replications, because otherwise we 
would get a publication bias in the opposite (negative) direction.10

Replication reports have to fulfill the usual quality standards before being published. 
In addition, replication reports should clearly define the target parameter that is the aim 
of the replication, and the amount of deviation that will be classified as a failed replica-
tion. Further, it is important that the replicators inform and discuss with the original 
authors about the replication design. A guideline for constructive replications can be 
found in Janz & Freese (2020).

10 Journals seem to be reluctant to publish replications, especially successful ones. Therefore, economists 
founded a specialized replication journal: IREE (International Journal for Re-Views in Empirical Economics).
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Second, it should become standard to give credit (i.e., a citation) not only to the authors 
of the original study, but also to all known replications. This could be implemented by 
new citation rules, where authors identify all (high-quality) replications and accordingly 
cite them alongside the original study. If there are discrepancies between original and 
replication the authors have to give arguments about this. Such a new citation standard 
could be implemented in the ethics codex of professional associations and in the editori-
als of journals. An essential resource for this is a database that links original work to its 
replications. Such a database already exists: the ReplicationWiki. This database was set 
up by Höffler (2017) and is open for replications from all of the social sciences.

A new citation standard also seems urgently needed, given that even the few replica-
tions that exist are often ignored (Nosek et al. 2021). For instance, Yang et al. (2020) 
showed that the 61 studies that could not be replicated by the Open Science Collaboration 
(2015) were cited as often as the 39 studies that were replicated successfully. Publication 
of the replication failure did not lower citation rates.

An example may illustrate this. Paik & Sanchagrin (2013) reanalyzed a famous study 
of McPherson et al. (2006), who seemed to have shown a significant increase in social 
isolation in America from 1985 to 2004. Paik & Sanchagrin convincingly showed that 
this result is due to a change in the remuneration scheme of the interviewers in the year 
2004: The scheme changed from ‘pay per hour’ to ‘pay per interview’. This change dis-
incentivized interviewers from probing for large respondent networks. Thus, Paik & 
Sanchagrin argued that the result by McPherson et al. is an artefact. Figure 26.1 shows 
the citation counts of both McPherson et al. and Paik & Sanchagrin. Obviously, 
researchers ignore the critique. Such behavior seriously undermines the self-correcting 
capacity of science.

Source: Own computations with data extracted from the Web of Science, accessed March 3, 2021.

Figure 26.1 Yearly citations of McPherson et al. (2006) and Paik & Sanchagrin (2013)

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
0

10

20

N
 C

ita
tio

ns

30

40

50

60

70

80

McPherson, Smith-Lovin & Brashears 2006 Paik & Sanchagrin 2013

Th
is 

eB
oo

k i
s a

va
ila

ble
 O

pe
n 

Ac
ce

ss
 u

nd
er

 a
 C

C 
BY

-N
C-

ND
 4

.0
 lic

en
se

 (h
ttp

s:/
/cr

ea
tiv

ec
om

m
on

s.o
rg

/lic
en

se
s/b

y-
nc

-n
d/

4.
0/



How to increase reproducibility and credibility of sociological research   523

5.  CONCLUSION: TOWARDS MORE CREDIBILITY IN 
SOCIOLOGY

In this chapter we suggested several measures for creating a transparent and reproducible 
sociology. In particular:

(1) Each research project should be accompanied by a transparent description of the 
research process (as detailed for instance in Academy of Sociology 2020a).

(2) All materials, code, and data used should be accessible (at least for fellow scientists) 
(specific suggestions can be found in Academy of Sociology 2020b).

(3) The models used should be justified. This needs four steps: defining the parameter of 
interest, justifying model specification, robustness checks, and sensitivity analyses 
(an analysis exemplifying these four steps can be found in Auspurg & Brüderl 2021).

(4) Doing replications should become standard.

To further these measures, we need a mixture of both obligations and rewards. The obli-
gation part is that journals should require higher standards for transparency and open-
ness. The reward part is that replications get publication opportunities and credit.

But replications are not just an end in themselves. An important consequence of more 
replications will be that careless research, questionable research practices, and fraud will 
have a higher chance of being detected. This higher detection probability will strongly 
increase the incentives for doing careful and credible research. This may shift the current 
equilibrium in which ‘bad’ research can be expected to crowd out good research to a new 
equilibrium, where thorough and open research in most cases will be successfully 
 replicated.

Most of our suggested measures would change how research is done. For instance, 
they would considerably increase the time needed for a research project and writing it 
up in a paper, resulting in fewer publications (in our view a positive side-effect). 
Most researchers probably will not like such strong changes of practices and routines. 
But if we do not change any of our routines, we can expect that within a few years more 
and more unrelated, and often contradictory results will amass. Faulty results from 
‘undead’ misleading research could undermine the trustworthiness of sociological 
research, which may ultimately even threaten the public reputation of our discipline 
(including access to public funding). Thus, the price for sticking to the old routines can 
be high. Therefore, we are optimistic that at least some of the suggested measures will 
be implemented in the coming years. In this respect, sociology might learn from psychol-
ogy, where there are signs that such a cultural change is under way (see Nosek et al. 
2021).

Who should implement these measures? We are skeptical that it suffices if, for instance, 
professional associations simply amend their ethic codices by adding pleas that research-
ers should follow open science practices. For sure, this would improve the situation. But 
we guess that full transparency and more replications will not be achieved by individual 
action alone. We need to change the incentive structures under which research is done. 
The central actors for arriving at a new ‘reproducibility’ equilibrium are our journals. 
They can change the game by implementing the following standards for empirical 
research articles:
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● Research papers include a systematic review of previous research, including null 
findings. Citations should not only be to original studies but also to replications (if 
applicable).

● Papers also include a transparent description of the research process and justify 
design choices and model specifications.

● Papers include serious (!) robustness checks (preferably automated) and sensitivity 
checks.

● Journals implement a strict data policy to guarantee open materials, code, and data 
and require data availability statements from the authors.

● Data preparation and analysis code are available to reviewers (and there should 
also be incentives or routines by journals to check this material).

● Journals publish replications (also if they were successful) given that they fulfill 
standard quality requirements (as laid down in replication guidelines).

● And finally: journals also publish ‘null-results’.

Two final thoughts. First, while this chapter exclusively dealt with quantitative socio-
logical research, we suppose that qualitative sociological research is affected by 
similar  issues. Qualitative researchers are also under the pressure of ‘publish or 
perish’  and that may induce them to use questionable research practices, too. 
For instance, since qualitative data sets are usually not made public, it seems easy to 
report only those parts of interviews that support the researcher’s favorite interpreta-
tion. In our opinion, the  credibility of qualitative research is low as long as selec-
tive  reporting of this kind is  so easy. Therefore, qualitative research also needs 
(1)  transparent description of the  procedures used; (2) open materials, code, and 
data;  and (3) more replications. As with quantitative research the central game 
changer is the journals: they should also implement strict data policies for qualitative 
research (as for instance already implemented at the American Journal of Political 
Science 2016). Breznau (2021) and Varese’s chapter on rigorous ethnography provide 
extensive discussions on how qualitative sociology could become more open, and 
thereby more rigorous.

Second, in this chapter we suggested that more replications will improve sociology. 
However, there might be a completely different approach to achieve this: crowdsource 
research. Crowdsourcing is a new method for social science research that aims for ‘har-
nessing the power of many minds at once’ (Breznau et al. 2019). In current sociology it 
is single researchers or at most small teams that do research. Others later on may repli-
cate the research. However, replications might do some personal harm. The origi-
nal  authors are blamed for producing flawed research, and the replicators build a 
reputation as overly aggressive, mindless fellows. A research practice that may produce 
less personal harm is crowdsourcing: Many researchers interested in a particular 
research question join forces and work together. They deliberate on all critical questions 
and (hopefully) arrive at an error-free analysis with an optimal specification. 
Crowdsourcing may move the discipline into a new equilibrium with only careful 
research done (an extensive discussion of crowdsourcing can be found in Auspurg & 
Brüderl 2021).
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