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Abstract

In the process industries, cooling capacity is an important enabler for the fa-

cility to manufacture on specification product. The cooling water network is

an important part of the over-all cooling system of the facility. In this paper a

cooling water circuit consisting of 3 cooling towers in parallel, 2 cooling water

pumps in parallel, and 11 heat exchangers in parallel, is modelled. The model

developed is based on first principles and captures the dynamic, non-linear na-

ture of the plant. The modelled plant is further complicated by continuous, as

well as Boolean process variables, giving the model a hybrid nature. Energy

consumption is included in the model as it is a very important parameter for

plant operation. The model is fitted to real industry data by using a particle

swarm optimisation approach. The model is suitable to be used for optimisation

and control purposes.

Keywords: dynamic modelling, cooling tower, cooling water network,

optimisation, particle swarm optimisation, hybrid systems

1. Introduction

Optimisation and process control studies of Cooling Water (CW) networks

in the process industries are not common in the literature. One reason for
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this is the relative scarcity of dynamic models of such systems. Dynamic, first

principles modelling is done in this paper with the aim of using the resulting5

model in process control and optimisation studies.

Dynamic modelling has lately been applied by Muller and Craig [1] to cooling

water networks with the view to optimise and control the entire process. In [1] a

dual circuit cooling water network was modelled including power consumption,

with high-level models for the cooling towers, and the plant exchangers. What10

distinguishes this paper from [1] is that a single circuit network is modelled

with detailed heat and mass balance modelling of the internals of the 3 cooling

towers, as well as individual models for the plant heat exchangers, and network

hydraulics. In addition, in this paper variable speed drives are added to the

modelling of the cooling tower fans and the CW pumps. For the purpose of15

optimisation, more detailed modelling of the process enables better root cause

understanding of process conditions, and enables greater increases in efficiency

in areas such as water loss and power consumption in the cooling water circuit.

Another optimisation area enabled by deeper levels of modelling, is the ratio

between the flow rates to the different parts of the plant as served by the different20

heat exchangers. For the purposes of control, more detailed modelling will

add robustness to the closed loop system by decreasing the difference between

the actual plant and the controller plant model during both steady-state and

dynamic transient conditions, as well as add degrees of freedom to be used by

the controller.25

A cooling water system is mathematically complex due to the interaction

between the thermodynamics and hydraulics [2, 3]. Mathematical modelling of

a cooling water network has been done by various researchers. Neural network

modelling of a cooling water circuit for a petro-chemical facility was done by

Malinowski et al. [4]. Multiple authors have done static hydraulic and static30

thermal modelling (see e.g. [2]).

Power consumption efficiency optimisation is an important strategic focus

area in the process industry. The power requirements for cooling water networks

have been calculated in [1] and [5]. It is also included in the modelling done in
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Figure 1: The cooling network and associated equipment

this paper.35

The cooling water network modelled in this paper is inherently non-linear,

as well as hybrid, since the pumps and cooling tower fans can be in a running

state, or can be off. This gives the state of the equipment a Boolean nature.

The system therefore has a combination of continuous process state variables,

as well as Boolean state variables. This has an effect on the power consumption40

modelling of the network, as well as the ultimate aim of control and optimisation.

In order to optimise and control a hybrid non-linear system, techniques from

the realm of Mixed Integer Non-linear Programming (MINLP) need to be used

[6].
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2. Process Description45

The cooling water circuit modelled in this paper is graphically depicted in

Figure 1. The cooling capacity is supplied by 3 Cooling Towers (CTs) in parallel.

Cooling Water Return (CWR) is sprayed into each cooling tower at the top of

the tower. At the bottom of the towers, the cooling water falls into a common

Cooling Tower Basin (CTB). Airflow through the cooling towers is induced by50

induction motor driven fans at the top of the cooling towers.

Each tower is designed for a maximum cooling water flow rate of 8,700

m3/h, a heat duty of 101 MW, cooling water return temperature of 45 ◦C, and

a supply temperature of 35 ◦C. The wet bulb temperature is designed to be 31

◦C. Evaporative losses from the cooling tower are designed to be 1.83% of the55

total cooling tower flow.

The cooling tower fans are 9.1 m in diameter, and rotate at a design speed

of 120.1 rpm. The design power consumption of each fan is 137 kW.

Each pump is designed for an operating flow rate of 3,850 m3/h and an

operating discharge pressure of 5.3 barg. Each pump was designed to run at an60

operating point of 740 rpm at which it consumes 811 kW. However, pumps on

the actual plant consume more power than this design power operating point.

133 parallel cooling water heat exchangers are fed with cooling water by the

cooling towers and the pumps. Most of the heat exchangers are used to cool

down process hydro-carbon streams with the cooling water coming from the65

cooling water pumps. However, 73% of all the cooling water flows through the

10 biggest heat exchangers, and 27% flows through the remaining 123 smaller

exchangers. After having passed through the 133 heat exchangers, the cooling

water flows back to the cooling towers, completing the cooling water circuit.

The 123 smaller exchangers were combined into a single 11th exchanger (see70

Section 5) for modelling purposes.

In the real plant this paper is based on, each heat exchanger has a hand

valve upstream of it. In the model developed here, this hand valve is modelled

as a control valve for simulation purposes and motiving future advanced control
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strategies.75

3. Model Derivation

In this section the modelling work done is documented, with references to

the literature, for each sub area of the model. Dynamic models for the major

process unit operations (cooling towers, pumps, valves and heat exchangers)

are derived separately, and the equations are developed to link the different80

operations.

3.1. Cooling tower modelling

The cooling tower model has been constructed with the following initial

assumptions:

1. The cooling tower operates under adiabatic thermodynamic conditions.85

2. The water and air streams are divided into 10 sections in the vertical di-

mension (see Figure 2). The water flow changes vertically between sections

throughout the tower due to evaporation.

3. The density and specific heat of the water and dry air are constant ac-

cross the height of the cooling tower, since the change in temperatures are90

relatively small.

4. The fill packing is uniformly wet and in thermal equilibrium with the

aqueous phase, and covers all 10 sections in the vertical dimension of the

tower.

5. Water waste due to drifting is negligible. As per design this is 0.02% of95

the water flow through the tower. It is assumed zero for the purposes of

this paper.

6. There is no meaningful delay between the tower, the pumps and the heat

exchangers.

Kloppers and Kröger [7] did a comparison of 3 methods in the literature100

that are historically used to evaluate and model the steady-state behavior and
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Symbol Description Steady-state

value

Units

A Heat exchanger heat exchange surface area Per ex-

changer

m2

act Contact area of water surface per volume unit in the

tower

399.9 m2/m3

ah Horizontal section area of cooling tower 207.4 m2

ap0
Pump hydraulic curve constant 0 4,514.46 Pa·s2

ap1
Pump hydraulic curve constant 1 1,926.25 Pa·s2/m3

ap2 Pump hydraulic curve constant 2 -45,255.62 Pa·s2/m6

aseg The contact area of water surface per segment vol-

ume

116,951 m2

ca Heat capacity of air 1,008.5 J/(kg·K)

CvCV Control Valve valve Cv coefficient 0.0040572 m3/(s·
√
Pa))

CvCT Cooling Tower water spray nozzel Cv 121.2 m3/(s·
√
Pa))

cw Heat capacity of water 4,185 J/(kg·K)

F Mass flow rate Per equip-

ment

kg/s

Fain
Dry air flow rate into a cooling tower segment Per segment kg/s

Faout
Dry air flow rate out of a cooling tower segment Per segment kg/s

Ff Mass flow rate through cooling tower fan 650.2 kg/s

Fwin CW flow rate into a cooling tower segment Per segment kg/s

Fwout
CW flow rate out of a cooling tower segment Per segment kg/s

Fwevap
Water evaporating rate per cooling tower segment Per segment kg/s

ha Cooling tower air phase heat transfer coefficient 0.6658 W/(m2 ·K)

hCTB Height of Cooling Tower Basin 13.2 m

hD Cooling tower air phase mass transfer coefficient 0.000657 kg/(m2 ·s)

hw Cooling tower water phase heat transfer coefficient 64.395 W/(m2 ·K)

Table 1: Model variables and parameters (1).
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Symbol Description Steady-state

value

Units

IMaxCTB Cooling tower basin maximum CW inventory 10,058,400 kg

kHXi
Heat Exchanger hydraulic flow coeficient for stream

i

Per ex-

changer

kg/s·
√

kg
m3Pa ))

kP1 Rotating equipment power transient response state

space coefficient 1

1.48 dimensionless

kP2 Rotating equipment power transient response state

space coefficient 2

0.52 dimensionless

kP3 Rotating equipment power transient response state

space coefficient 3

1.48 dimensionless

n Fan rotational speed 2.0 Revolutions

per second

paout
Pressure of moist air leaving the cooling tower 100212 Pa

pda Pressure of dry air coming into cooling tower 100,000 Pa

pf Pressure head generated by cooling tower fan 211.9 Pa

pp Pump discharge differential pressure 736,600 Pa

ps Standard atmospheric pressure 100,000 Pa

pwCTin
Pressure of CWR coming into cooling tower 250,000 Pa

pwCTout
Pressure of CW at the bottom of the cooling tower 100,000 Pa

pwvap Water vapour pressure at the interface Per segment Pa

Pf Cooling tower fan power consumption 137,006.8 W

Pp Pump power consumption 932,989.9 W

REP Equal Percentage control valve characteristic con-

stant

40 dimensionless

Ta Cooling tower air segment temperature Per segment Kelvin

Tain Temperature of dry air coming into cooling tower 298 Kelvin

Taout
Temperature of moist air leaving cooling tower 301.2 Kelvin

Tint Cooling tower interface temperature Per segment Kelvin

Table 2: Model variables and parameters (2).
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Symbol Description Steady-state

value

Units

Tw Cooling tower water temperature Per segment Kelvin

U Heat exchanger overall heat transfer coefficient Per ex-

changer

W/(m2 ·K)

Vaseg
Volume of air in one Cooling Tower segment 147.04 m3

Vwseg Volume of water in one Cooling Tower segment 29.3 m3

Ya Cooling tower air absolute humidity Per segment kg water per

kg dry air

Yint Cooling tower interface absolute humidity Per segment kg water per

kg dry air

∆Tlm Logarithmic Mean Temperature Difference (LMTD) Per ex-

changer

K

λ Latent heat of vaporisation of water 2,257,000 J/kg

ξa Volume fraction of air in the cooling tower 0.50 Fraction

ξw Volume fraction of water in the cooling tower 0.1 Fraction

ρa Density of air at 25 ◦C 1.1694 kg/m3

ρw Density of water 1000 kg/m3

τpCTin
Dynamic pressure time constant for cooling water

return entering the cooling tower

60 seconds

τpaout
Dynamic pressure time constant for moist air leaving

cooling tower

60 seconds

τ∆pHX1
Dynamic differential pressure time constant for

stream 1 of heat exchanger

60 seconds

τ∆pHX2
Dynamic differential pressure time constant for

stream 2 of heat exchanger

60 seconds

Table 3: Model variables and parameters (3).
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Symbol Description Steady-state

value

Units

τTHX2
Dynamic temperature time constant for stream 2 of

heat exchanger output

360 seconds

τ∆pCV
Dynamic pressure time constant for pressure drop

over control valve

10 seconds

ω Pump rotational speed 12.33 Revolutions

per second

Table 4: Model variables and parameters (4).

performance of Cooling Towers (CTs): The Poppe, Merkel, and e-NTU meth-

ods. These methods, although helpful, do not provide dynamic models that

can be used for control and optimisation. Few dynamic models that describe

cooling tower unit operation are available in the literature; see for example the105

dynamic, first principles models built by Li, Li and Seem [8] and Löfgren [9]

that are used as a basis for the work described in this paper. In both [8] and

[9] the authors developed dynamic models for a cooling tower by dividing the

tower into segments like the authors have done in this paper. However in [8] the

air side transient mass and energy transfer is neglected, whereas it is included110

in [9]. It is also included in this paper in more detail, as the equations in [9]

do not contain all the relevant detail for a numerical simulation of the cooling

towers modelled in this paper.

For a number of the cooling tower models found in the literature (e.g. in

McCabe et al. [10]), as well as for practical operation, the wet bulb temperature115

is a key variable to be calculated (Green and Perry [11]). A model for this vari-

able is defined by Stull [12]. Stull shows that the wet-bulb temperature depends

on ambient temperature (Ta) and humidity (Ya), and both these variables are

included in the model derived in this paper.

Fisenko et al. [13] constructed a detailed steady-state model for the evap-120

orative cooling of a cooling tower, where it is assumed that all the water flow
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that happens in the cooling tower, is in the form of droplets. Similarly, in this

paper, all heat and mass transfer is modelled as occurring between droplets and

the surrounding air flow. The average droplet radius is assumed to be 1 mm,

and the total volume of packing per cooling tower is assumed 1161 m3 as per the125

design data. Similarly to [14], the volume fraction in the cooling tower that is

water, is assumed to be 10%. The contact area (act) for heat and mass transfer

can be calculated from these assumed values.

In [1] as well as [5], the mass balance for the cooling tower includes the make-

up, evaporation, and blowdown streams in addition to the main in and outflow130

of cooling water into and from the tower. An assumption about the number

of concentration cycles in the system is included in most models (Castro et al.

[2]). In this paper, the mass balance is modelled with the streams as indicated

in Figure 2 for each cooling tower. It is assumed that if the cooling tower fan

(see section 3.2) is switched off, then the cool dry air flowing into the tower135

(Fain
) is zero.

In Figure 2, the level in the basin below the cooling tower is shared between

all 3 cooling towers, and is modelled as an integrator.

In [15], the cooling tower outlet temperature is modelled as a function of

the flow rates and temperatures of the streams indicated in Figure 2, as well140

as the cooling water thermal effectiveness. In [3], an enthalpy balance is used

to model the cooling tower, with the mass transfer coefficient of the packing

determined experimentally due to the complex surface geometries of the cooling

tower fillings. In [16], Ponce-Ortegaa et al. constructed a still more detailed

enthalpy model.145

Al-Nimr [17] constructed a simple dynamic model for a cooling tower where

both the sensible and latent heat transfer is taken into account. In [8], the

dependence of the water density on temperature in each water cell is included

in a dynamic model. Ma et al. [18] built a simplified dynamic model of the

cooling tower, without discussing the details of model derivation. In [19], the150

heat transmitted by convection to the packing in the tower was included in the

dynamic model.
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Figure 2: Main streams in and out of each cooling tower.

For this paper, the cooling tower height is divided into 10 segments of equal

height and volume to be modelled (see Figure 2). The design dimensions of the

tower were used to size each segment.155

The interface between the water bulk and the air bulk is often assumed to be

saturated, i.e. the relative humidity is 100% [20]. This is also the approach taken

in this paper. Each water droplet in the cooling tower is modelled as shown in

Figure 3. Drops are aggregated into the 10 different segments with key variables

describing the characteristics of each segment. The interface between the water160

and the air phases are modelled as shown in Figure 3.

Central to developing a dynamic model for the cooling tower is modelling the

mass and heat transfers that occur in the tower. Middleman [21] uses a molar

flux equation at low rates of evaporation. In this equation, the mass transfer

rate of evaporated water into the air is directly proportional to the difference in165

the molar fraction of the water vapour at the interface, and the molar fraction
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Figure 3: The main variables and interface for the jth segment of the cooling tower.

of water of the bulk air. Since the dynamic transient of the heat transfer rate to

reach steady state in the interface is assumed to be fast (Marques et al. [14]),

a steady state energy balance equation can be used for the interface of the jth

segment in the tower as follows:170

hwact (Tw,j − Tint,j) = haact (Tint,j − Ta,j) + hDλact (Yint,j − Ya,j) . (1)

Here, hD is the cooling tower air phase mass transfer coefficient, λ is the latent

heat of vaporisation of water, act is the cooling tower contact area of water

surface per volume unit in the tower, Y is absolute humidity, ha is the cooling

tower air phase heat transfer coefficient, hw is the cooling tower water phase175

heat transfer coefficient, and T is temperature. The symbols used were chosen

this way (h) with subscripts indicating which specific quantity is being referred

to, since the same symbols for heat and mass transfer coefficients were used in
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some of the most prominent articles on cooling tower modelling: E.g. [14], [7]

and [22].180

According to [23], Buck’s formula can be used to estimate the saturation

vapour pressure of water as a function of water temperature. From the Buck

equation, the saturation water vapour pressure at the segment interface can be

calculated using the interface temperature Tint as calculated from (1). From the

water vapour pressure, the interface absolute humidity (water mass per mass185

dry air) can be calculated as [11]

Yint,j = 0.622
pwvap,j

ps − pwvap,j
, (2)

where pwvap is the water vapour pressure at the interface, and ps is the stan-

dard atmospheric pressure. From (1) and (2), the mass flow rate of water that

evaporates from the jth segment can be calculated as [9]190

Fwevap,j = hDaseg (Yint,j − Ya,j) , (3)

where Fwevap,j is the water evaporating rate for the jth cooling tower segment,

and aseg is the contact area of the water surface per segment volume. From

(3) and Figure 3, the mass balance of the water film for the jth segment is then

given by195

Fwout,j = Fwin,j+1 − Fwevap,j . (4)

From the energy balance for the water film in (5), the water temperature in the

jth segment, Tw,j , can be calculated [14] as

ξwρwcw
∂Tw,j

∂t
=
Fw,j

ah
cw
∂Tw,j

∂z
− hwact (Tw,j − Tint,j) , (5)
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where ξw is the volume fraction of water in the jth cooling tower segment,200

ρw is the density of water, cw is the heat capacity of water, z is the vertical

dimension in the tower, and ah is the horizontal cross-sectional area of the jth

cooling tower segment. Similarly from the energy balance for the air film in (6),

the air temperature in the jth segment, Ta,j , can be calculated [14] as

ξaρaca
∂Ta,j
∂t

= −Fa,j

ah
ca
∂Ta,j
∂z

− haact (Ta,j − Tint,j) , (6)

205

where ξa is the volume fraction of air in the cooling tower, ρa is the density of air

and ca is the heat capacity of air. The default ambient air temperature (Tain
)

is 25 ◦C, but it is changed as part of the model fit and step testing that was

done. The ambient cooling tower inlet air density and heat capacity is adjusted

using the Peng Robinson equations of state. From the mass balance in (7), the210

air humidity for segment j, Ya,j , can be written as follows:

ξaρa
∂Ya,j
∂t

= −Fa,j

ah

∂Ya,j
∂z

+ hDact (Yint,j − Ya,j) . (7)

In [13], Fisenko et al. used relations to calculate the temperature dependence

of mass and heat transfer coefficients as a function of temperature. The re-

lationship between the air mass transfer coefficient, and the air heat transfer215

coefficient, has been modelled in [24] and [22]. According to [10], the following

relation can be used for air-water cooling tower systems:

ha
hD

= ca. (8)

The pressure drop over the cooling tower is focused on the water spray nozzle

at the top of the tower. The nozzle is modelled with an orifice equation (9)
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relating pressure drop (observed at 2.5 barg in the real plant process data) and

flow (FwCTin
) through the nozzle as

FwCTin

ρw
= CvCT ·

√
pwCTin

− pwCTout

ρw
, (9)

where CvCT is the Cv of the valve, and ρw is the density of the cooling

water. A first-order transfer function is used to model the dynamic change of

water pressure drop over the tower in response to a change in water mass flow220

rate (time constant τpCTin
).

3.2. Fan modelling

Mechanical power, generated by the electric motor of each fan is partly

converted to hydraulic work by the cooling tower fan, based on the hydraulic

efficiency [25]. In [8], the first two fan affinity laws are shown that relates flow225

through the fan (Ff ), pressure head created (pf ), and power (Pf ) to fan speed

(n), from one steady-state operating point (point 0) to another one (point 1) as

follows:

Ff1 = Ff0

(
n1

n0

)
(10)

pf1 = pf0

(
n1

n0

)2

(11)

Pf1 = Pf0

(
n1

n0

)3

(12)

The dynamic transient of the pressure head (11) created by the fan as a function230

of fanspeed is modelled with a first-oder response with time constant of τpaout
.

In [26] and [27] the power benefits are shown that can be obtained by using

Variable Speed Drives (VSDs), especially for fans given the highly non-linear

relationship between fan speed and power consumption.
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In [28], Sen points out that the starting current of induction motors can ex-235

ceed steady-state current by 500% to 800%. This translates into very high power

consumption during start-up which is a concern as most fans and pumps in in-

dustrial plants are driven by induction motors, including the fans and pumps

studied in this paper.

In [29], Szymczyk and Karaskiewicz modelled and simulated the initial tran-240

sients of 11,500 m3/h centrifugal induction water pumps after start-up of the

pump. The pumps exhibited an underdamped dynamic response for the power

consumption. The overshoot was around 120%, and the pumps reached steady-

state in fewer than 30 seconds. For this paper, the cooling tower fan power

and pump power were modelled with a similar dynamic power transient. The245

power overshoot is important for optimisation and control from a hybrid system

perspective, as it will deter fans or pumps from being switched on unnecessarily

if power minimisation forms part of the control objectives.

Based on the above, the fan power is modelled as an underdamped second

order system with two state variables, X1Pf
and X2Pf

, where kP1, kP2 and kP3250

are constant coefficients, and Pfss is the steady-state fan power consumption.

The static and dynamic models are thus combined similar to a Hammerstein

model consisting of a static valued non-linear element combined with a following

linear dynamic element (a similar approach was also used for other variables in

the plant as per the below sections).255

X1Pf
= Pf

dX1Pf

dt
= X2Pf

dX2Pf

dt
= −kP1X1Pf

− kP2X2Pf
+ kP3Pfss

(13)

Pf is then updated by integrating
dX1Pf

dt .
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3.3. Cooling tower basin modelling

The mass inventory in the cooling tower basin is modelled through the fol-

lowing mass balance:

dICTB

dt
=

3∑
i=1

FwCTout,i + FCWMU − FCWS , (14)

260

where ICTB is the basin mass inventory of water, FwCTout,i is the mass flow rate

of water out of the ith cooling tower, FCWMU is the mass flow rate of water

make-up, and FCWS is the mass flow rate of water from the basin as Cooling

Water Supply.

Assuming perfect mixing of the water in the basin [14], the energy balance265

of the basin is given by

cwICTB
dTCTB

dt
=

3∑
i=1

cwFwCTout,iTwCTout,i+cwFCWMUTCWMU−cwFCWSTCTB ,

(15)

where the temperatures of the various streams are multiplied by their flow rates

and summed. FCWS is determined by the unit operation down stream of the

basin (pumps), which in turn depends on the pressure at the bottom of the270

basin. This pressure, pCTB , is given by

pCTB = ρwghCTB
ICTB

IMaxCTB
+ ps, (16)

where ρw is the density of water, g is the gravitational constant, hCTB is the

design height of the cooling tower basin, and IMaxCTB is the maximum mass

inventory of the basin.275
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Figure 4: Pump curves for the pumps - ∆pp vs. F and Ppss vs. F .

3.4. Pump modelling

In [3] and [15] it is recommend to use a second degree polynomial to represent

a pump curve. In [30], Wang and Chen use a second degree polynomial to also

model pump output differential pressure (∆pp) as a function of rotational speed

(ω) and mass flow rate (F ):280

∆pp = ap0ω
2 + ap1ω

F

ρw
+ ap2

F 2

ρ2
w

(17)

The steady-state power consumption of the pump (Ppss) can be calculated as

per (18) if mechanical losses are assumed to be negligible [30]:

Ppss = F
∆pp
ρw

(18)

For the pumps modelled in this paper, (17) and (18) yield the pump curves as285

displayed in Figure 4.
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3.5. Hydraulic network modelling

The temperature of the resultant stream flowing from a mixer (assuming

no phase changes are occuring in the mixer), is modelled as the sum of the

temperatures of the input streams weighted by the mass flow rate per input290

stream [3, 5].

The pressure drop over a segment of pipe is calculated in [15] which uses the

fact that parallel branches of flow must have equal pressure drop as part of the

over-all hydraulic solution of the network (see also [31]). Parallel branches in a

heat exchanger, valve and pipe network can then be solved as a linear system295

as per [15].

For this paper an algorithm was developed to model the distribution of mass

flow of cooling water through the parallel network of heat exchangers. The

pressure drop (∆pei) and mass flow rate (Fei) through each valve or exchanger

(ith element in branch) in each branch of the network, will follow the rule in300

(19).

∆pei = kiF
2
ei (19)

Using (19), the pressure drop over the entire applicable branch ∆pj (jth

branch) is given by (20) where there are n valves or exchangers in the branch.

∆pj =

n∑
i=1

kiF
2
ei (20)

∆pj = F 2
j

n∑
i=1

ki (21)

Kj =

√√√√ n∑
i=1

ki (22)

√
∆pj = FjKj (23)
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In (20), the mass flow is common to all terms and can be removed from the

summation to be Fj as per (21). The different k values are then summed, and305

taken the square root of to become Kj for the jth branch in the network, out of

a total of m branches as per (22). Kj can be calculated at each iteration of the

simulation by using the square root of the pressure drop, and the mass flow as

per (23).

The different ∆pj values for the network must be the same for all branches310

at all times, and the sum of the flows Fj through the network will be equal to

the known total inflow to the network (Ftotal). With these constraints, a system

of linear equations with m unknowns and m equations can be constructed and

solved for the different flows through the network (24). Once the flows are

known, the known Kj values can be used to calculate the pressure drop over315

the network.



K1 −K2 0 · · · 0 0

0 K2 −K3 · · · 0 0
...

...
. . .

. . .
...

...

0 0 0
. . . −Km−1 0

0 0 0
. . . Km−1 −Km

1 1 1 · · · 1 1





F1

F2

F3

...

Fm−1

Fm


=



0

0

0
...

0

Ftotal


(24)

3.6. Control valve modelling

Most authors use a quadratic relationship scaled by valve opening (depend-

ing on the valve characteristic), between valve pressure drop and mass flow,

where the pressure drop is scaled by the density (e.g. [1]).320

The valves are modelled as per (25) in this paper [32]. The actual volume

flow (F/ρw) is proportional through the valve coefficient CvCV to the product

of the valve characteristic f (.), given the valve opening (VOP ), and the square

root of the pressure drop over the valve (∆pvalve) divided by the specific gravity
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(gs).325

F

ρw
= CvCV · f (VOP ) ·

√
∆pvalve
gs

(25)

In this paper, equal percentage flow characteristics are used for the control

valves since ∆pvalve over the valves change depending on the operating point of

the cooling water circuit. Therefore, a more linear installed flow characteristic330

can be obtained through using the non-linear equal percentage valve character-

istic [32]

f (VOP ) = (REP )
VOP−1

, (26)

where REP is a valve design parameter.

The pressure drop over the valve is modelled to follow a first-order dynamic

transient response with a time constant of τ∆pCV
.335

3.7. Heat exchanger modelling

In order to calculate initial heat capacity values for the process hydrocarbon

streams, as well as CW and input air streams, the Peng Robinson thermody-

namic equations of state were used [33].

Various detailed heat exchanger dynamic models have been published in the340

literature. In [34], a cross flow heat exchanger was modelled dynamically. In

[35], a dynamic model of 3 heat exchangers was built.

Thermodynamic modelling of the heat exchangers is assisted by using the

concept of Logarithmic Mean Temperature Difference (LMTD) in [1] as well as in

[31]. The LMTD is also defined in [11] for different kinds of heat exchangers such345

as co-current flow and counter-current flow. It is defined in (27) with reference
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Figure 5: Generic cross-flow heat exchanger for heat exchange modelling.

to the temperatures and differential temperatures as portrayed in Figure 5.

∆Tlm =
∆TA −∆TB

ln ∆TA

∆TB

(27)

The differential temperatures are defined as follows:

∆TA = T I
1 − T II

2

∆TB = T II
1 − T I

2

(28)

The heat energy flow in the exchanger is the product of the heat exchanger

U factor, the heat exchange area (A), and the LMTD [1, 15].350

For each exchanger, (29) will apply, with Q the heat duty of the exchanger,

U the heat transfer rate coefficient, and A the total heat exchange area for the

exchanger.

Q = U ·A ·∆Tlm (29)

For each exchanger, assuming no phase changes occur over the exchanger, (30)355

will apply per fluid that is passing through the exchanger. Here F is the mass

flow rate of the fluid (stream 1 or 2 as per Figure 5), c is the heat capacity of the

fluid and ∆T is the temperature difference between the inlet to the exchanger

and the outlet for the particular stream. The heat capacity is assumed constant
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per stream over time since the changes in temperature are relatively small.360

Q = F · c ·∆T (30)

By solving (27) to (30) simultaneously, closed form expressions for T I
1 , T II

1 , T I
2

and T II
2 can be obtained. These temperature steady-state equations are given

dynamic transients by adding a first-order time constant per exchanger (τTHX1

and τTHX2
), and turning the equations into ordinary differential equations.365

Pressure losses over the exchanger are divided between bundle losses and noz-

zle losses according to [15], and can be approximated as a quadratic relationship

between flow and pressure drop scaled by a hydraulic coefficient for stream 1 and

2 of the exchanger (kHXi). Each exchanger’s hydraulics are modelled assuming

the mass flow rate is proportional to the square root of the pressure drop over370

the particular fluid path of the exchanger divided by the stream density, as per

(31).

Fi = kHXi

√
∆pi
ρi

(31)

The dynamic transients of the pressure drops of the two streams over the heat

exchanger, are modelled with first order time constants τ∆pHX1
and τ∆pHX2

.375

4. Total system model

Pressure drops over the heat exchangers and the cooling towers will result in

a particular system resistance curve as experienced by the pumps. The pump

flow produced will then be at the intersection of the pump, and the network

system curve. The system of equations, as developed for the total plant, will380

find this intersection through iteration and convergence.

The blowdown flow sent away from the cooling water circuit is on average

0.7% of the total flow in circulation, and is made-up with the make-up flow into
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the cooling tower basin. For the purposes of this paper, the blow down rate

is assumed to be zero, resulting in the make-up flow in the model focusing on385

replacing evaporative losses, and not blow down as well. The make-up flow rate

is used in a Proportional-Integral-Derivative (PID) control loop that controls

the level in the cooling tower basin.

In [19], an explicit finite difference method was used to solve the system of de-

veloped dynamic Partial Differential Equations (PDEs). In this paper, numeric390

integration of the continuous equations are used. The system of differential and

algebraic equations developed are of a stiff nature [36] for the cooling tower, but

not for the rest of the plant. The Runge-Kutta 4th order method with fixed step

size (200 ms) was used to numerically solve the stiff differential equations [37],

and the Euler method was used for the rest of the plant. Runge-Kutta methods395

are robust and accurate [37], but need small step sizes compared to system dy-

namics for stiff systems [36]. Fixed step size methods are preferred since all the

unit operations of the cooling water circuit will be solved at the same time step

as the numerical integration is performed over the simulation horizon, which is

simpler with a fixed step size. The chosen step size is shown through empirical400

simulation to converge for all experimental simulations performed.

The complete model equations are given below, for the model as derived

in Section 3. Differential state-space equations, and algebraic equations are

grouped per section of the plant.

4.1. Cooling tower model405

In the below equations the subscript j refers to the jth section of the ith cooling

tower model. Steady-state values have ss as a subscript.

4.1.1. State space model

dpCTin

dt
=
−1

τpCTin

pCTin +
1

τpCTin

pCTinss (32)
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For each segment j:410

dTw,j

dt
=
Fw,j+1Tw,j+1 − Fw,jTw,j

ρwVwseg

− hwaseg (Tw,j − Tint,j)
cwρwVwseg

(33)

dTa,j
dt

=
Fa,j−1Ta,j−1 − Fa,jTa,j

ρaVaseg

− haaseg (Ta,j − Tint,j)
caρaVaseg

(34)

dYa,j
dt

=
Fa,j−1Ya,j−1 + Fwevap − Fa,jYa,j

ρaVaseg

(35)

4.1.2. Algebraic equations

ha = cahD (36)

pwCTin
= pwCTout

+ ρw

(
FwCTin

ρwCvCV

)2

(37)

pmaout = pmain + pf1 (38)

For each segment j:

Tint,j =
− (hDλact (Yint,j − Ya,j)− haactTa,j − hwactTw,j)

haact + hwact
(39)

Yint,j = 0.622
Pwvap,j

Ps − Pwvap,j
(40)

Fwevap,j = hDasegment (Yint,j − Ya,j) (41)

Fwout,j = Fwin,j+1 − Fwevap,j (42)
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4.2. Fan model

4.2.1. State space model

dpaout

dt
=
−1

τpaout

paout +
1

τpaout

paoutss
(43)

dX1Pf

dt
= X2Pf

dX2Pf

dt
= −kP1X1Pf

− kP2X2Pf
+ kP3Pfss

(44)

4.2.2. Algebraic equations

Ff1 = Ff0

(
n1

n0

)
(45)

pf1 = pf0

(
n1

n0

)2

(46)

Pf1 = Pf0

(
n1

n0

)3

(47)

Pfan = Pfx1 (48)

4.3. Cooling tower basin model415

4.3.1. State space model

dICTB

dt
=

3∑
i=1

FwCTout,i + FCWMU − FCWS (49)

dTCTB

dt
=

∑3
i=1 FwCTout,iTwCTout,i + FCWMUTCWMU − FCWSTCTB

ICTB
(50)
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4.3.2. Algebraic equations

pCTB = pCWS = ρwghCTB
ICTB

IMaxCTB
+ ps (51)

4.4. Splitter and mixer around pumps model

The flow through each pump is determined by the pressure increase over the420

pump, which is defined by (53).

4.5. Pump model

4.5.1. State space model

For each pump:

dPpx1

dt
= Ppx2

dPpx2

dt
= −kP1Ppx1 − kP2Ppx2 + kP3Ppss

(52)

Ppx1 is the current pump power, and is solved by integrating
dPpx1

dt .425

4.5.2. Algebraic equations

For each pump:

∆pp = pECWS − pCWS (53)

Fp = ρw
−ap1ω +

√
(ap1ω)

2 − 4ap2 (ap0ω
2 −∆pp)

2ap2

(54)

Ppss = F
∆pp
ρw

(55)
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4.6. Heat exchanger network splitter and mixer model

The flow through each branch in the heat exchanger network, as well as the430

pressure upstream of the network, are modelled by the algorithm given in Section

3.5, and (23) and (24).

4.7. Control valve model

4.7.1. State space model

d∆pCV

dt
=
−1

τ∆pCV

∆pCV +
1

τ∆pCV

∆pCVss
(56)

4.7.2. Algebraic equations435

f (VOP ) = (REP )
VOP−1

(57)

∆pCTss
= gs

(
F

ρwCvCV · f (VOP )

)2

(58)

4.8. Heat exchanger model

For each heat exchanger (i refers to either stream 1 or stream 2 of the heat

exchanger):

4.8.1. State space model440

d∆pHXi

dt
=

−1

τ∆pHXi

∆pHXi +
1

τ∆pHXi

∆pHXiss (59)

dTHXi

dt
=
−1

τTHXi

THXi +
1

τTHXi

THXiss (60)
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4.8.2. Algebraic equations

∆pi = ρi

(
Fi

kHXi

)2

(61)

KHX = UA

(
1

F1c1
− 1

F2c2

)
(62)

THX1outss =
F2c2

(
T1in

+ eKHXT2in
− T2in

)
− F1c1T1in

F2c2eKHX − F1c1
(63)

THX2outss =
F1c1 (T1in

− T1outss
) + F2c2T2in

F2c2
(64)

5. Parameter estimation

For this paper, a data driven approach to fitting each parameter of the model

as derived in the previous sections, is applied.

Least squares parameter estimation is a common technique used to fit dy-445

namic non-linear process models [38]. However, traditional gradient decent tech-

niques are not well suited to systems with local minima and maxima (i.e. non-

convex problems), as well as exhibiting a hybrid nature. For future research the

authors recommend investigating gradient descent techniques as well for the

parameter fitting task.450

In [1], a genetic algorithm was chosen for the optimisation of the fitting task

due to the ability of this algorithm to handle non-linear, discontinuous, multi-

parameter problems and its likelihood of finding a global optimum. In [39],

a novel technique based on the biological DNA mechanism for utilising genetic

algorithms to estimate parameters of dynamic systems in the process industries,455

was developed.

In [40], Kennedy and Eberhart outlines the concept of using Particle Swarm

Optimisation (PSO) for the optimisation of non-linear continuous functions.
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The PSO algorithm is relatively simple, but very powerful for non-linear op-

timisation, including for hybrid systems [41]. PSO is an optimisation method460

that is built on swarm intelligence as found in nature (bee swarms, bird swarms,

etc.). It is a collective, iterative method, with an emphasis on cooperation [42].

There is a large number of examples of the usage of PSO for parameter estima-

tion in the literature. One example of PSO’s application to process modelling

is given in [43]. The plant model developed in this paper has multiple local465

minima and maxima, therefore the PSO algorithm, being a global optimiser, is

effective at finding a global optimum for the problem of fitting the parameters

in the model to the plant data.

In this paper, a population of 30 particles was used. Each particle stores the

speed and position of all the model parameters that are to be optimised. The470

ith particle in the population’s jth parameter’s speed (vj) is updated in each

optimisation iteration for each parameter:

vj = vj + 2θ (pj − xj) + 2γ (gj − xj) (65)

where θ and γ are random real numbers between 0 and 1 evaluated for each

optimisation iteration, pj is the value of the jth optimisation parameter for the475

ith particle that has had the best performance in the latest solution space, gj is

the position of the jth parameter for the particle in the entire population that

has had the best performance in the latest solution space, xj is the value of the

jth parameter of the ith particle at the time of the iteration.

The position of the jth parameter for the ith particle is subsequently updated480

with the newly calculated speed in each iteration:

xjk+1
= xjk + vj (66)

The performance of each particle is evaluated at each iteration, by evaluating

30



the objective function of the optimiser with predictive horizon N . In this paper,

predictive horizon spans the entire dataset that is being fitted against for each485

parameter. The objective function sums the square of the error between the

variable being fitted, and the real plant data for the variable, over the length of

the prediction horizon.

In [14], Marques et al. also fitted their model utilising inlet and outlet

temperatures and flow rate. The approach of [14] was used in this paper in490

order to make use of the available data, as well as the model with parameters

as developed. The cooling tower hydraulic flow coefficient is estimated from the

measured cooling tower inlet pressure data.

In order to increase the accuracy of the individual equipment models, the

preferred approach taken was to fit each piece of equipment separately to plant495

data where possible, and then combine all the fitted equipment into the total

model. The remaining parameters were then estimated. Initial values for all

parameters were obtained from design data and equipment data sheets. The

parameters to be fitted were then identified as the ones that are either not

available in the data sheets to begin with, or that are most likely to be different500

in the actual plant from the datasheet values.

For the cooling towers, the parameters to be fitted are the mass transfer

coefficient of air (hD), the heat transfer coefficient of the water (hw), and the

heat transfer coefficient of the air (ha). These parameters were fitted for the

cooling tower, using cooling tower design sheet data, and then adjusted by fitting505

them to the actual data. The fitted parameters are shown in Table 5.

The cooling tower model was fitted by comparing the simulated Cooling

Water Supply temperature to actual plant data for two periods, as can be seen

in Figure 6 and 7. The first period is from 12 am at midnight to 12 pm noon.

For the second period the simulation was run over a 6-hour period from 9:40510

pm. The CWS temperature is the best available variable to validate the model

with as it affects the plant the most, and is the only important output variable

that is measured. The model responds as expected to ambient temperature,

humidity, as well as Cooling Water Return temperature changes. The variation
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Table 5: Cooling tower coefficients fitted to plant data.

Parameter Description Fitted to

plant data

Units

hD Cooling Tower mass trans-

fer coefficient

0.000657 kg/(m2 ·s)

hw Water heat transfer coeffi-

cient in cooling tower

64.395 W/(m2 ·K)

ha Air heat transfer coeffi-

cient in cooling tower

0.6658 W/(m2 ·K)

Figure 6: Cooling water supply temperature (TCWS) simulation vs. actual for period 1.

in the ambient temperature was 12 Kelvin, for the ambient humidity it was 40%515

relative humidity change, and the Cooling Water Return temperature varied 5

Kelvin over the testing period. The R2 coefficient of determination for the

cooling tower fit is 0.76.

Since more instruments providing plant data is available for the 10 bigger

exchangers, each of these exchangers were modelled as separate process equip-520
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Figure 7: Cooling water supply temperature (TCWS) simulation vs. actual for period 2.

ment. The 123 smaller exchangers were combined into a single 11th exchanger

in order to simplify the model (see Table 7). In [3], the flow rate to each ex-

changer was measured by an electromagnetic flow meter, and this data was

used to validate the model that was developed. The same approach is taken

in this paper: Measured flow rates to the individual heat exchangers are not525

available, so an electromagnetic flow meter was used to measure flow rates by

hand. These measurements were used to calculate the ratios between flows to

each exchanger, and the total measured flow rates were scaled accordingly to

determine the CW flow to each exchanger. These flow rates were used to fit

the kHX2
hydraulic coefficients on the cooling water side of each exchanger. For530

the exchangers where hydrocarbon inlet and outlet stream temperatures and

flow rates are historised, the U value was fitted for each exchanger using the

applicable hydrocarbon heat capacity values. Heat exchanger heat exchange

surface area values (A in Table 1) were obtained from the data sheets of each

exchanger. The dynamic temperature time constant for the hydrocarbon side535

was also fitted where temperatures are historised (see Table 6). The R2 coef-
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ficient of determination for each heat exchanger fit is also included in Table 6.

For exchangers where historised measured data were not available, datasheet

information was used (see Table 7).

Table 6: Heat exchanger parameters fitted to design, and more complete plant data.

Exchanger UA de-

sign

UA fit-

ted

τTHX1
fit-

ted

kHX2
fit-

ted

R2 of fit

HX-06 226,233 187,535.3 269.65 2.06 0.99

HX-07 125,457 75,624 208.64 0.97 0.99

HX-04 534,570 535,954 216 8.91 0.96

HX-09 NA 535,287 81.136 12.96 0.99

HX-05 81,760 35,928 538.1 4.99 0.23

Table 7: Heat exchanger parameters fitted to design, and limited plant data.

Exchanger UA de-

sign

kHX2 fit-

ted

HX-01 142,639 10.95

HX-02 142,639 13.10

HX-03 533,096 5.01

HX-08 301,030.1 11.25

HX-10 149,693.4 26.93

11th HX 514,076.2 79.17

Simulated and actual process temperatures for the exchangers where hydro-540

carbon temperatures and flow rates are measured, are shown in Figures 8 to

11. Actual and simulated data are compared for between 10 and 24 hours per

exchanger. The models for exchangers HX-06, HX-07, HX-04 and HX-09 follow

the actual data very closely (within 0.5 degree Kelvin over the operating enve-

lope shown). For exchanger HX-05 there is an error of 1.3 degree Kelvin in the545

worst case. This difference is due to an unmeasured disturbance in the data,
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Figure 8: HX-06 process outlet temperature (THX06) simulated and actual data.

Figure 9: HX-07 process outlet temperature (THX07) simulated and actual data.

but is considered accurate enough for the purposes of this paper.

6. Simulation

In this section, the models developed in Sections 3 and 4 are simulated to

observe the response of the model outputs to steps in the model inputs. With a550

view to future work where the model could be used for control and optimisation

purposes, the most important measured model outputs are identified and called

Controlled Varialbes (CVs). Input variables that can be readily actuated are
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Figure 10: HX-04 process outlet temperature (THX04) simulated and actual data.

Figure 11: HX-09 process outlet temperature (THX09) simulated and actual data.

called Manipulated Variables (MVs), and the environment variables that are

measured disturbances are called Disturbance Variables (DVs).555

The MVs and DVs are stepped one at a time while the remaining model

inputs are held constant. The model was simulated on an Intel Core i7 2.5 GHz

machine, with 8 logical cores. The model was developed and implemented in

Python and C#. The model is run with a sampling period of 200 milliseconds.

A high sampling frequency is needed due to the stiff nature of the cooling tower560

state space model (see Section 3.1) in order to ensure stability and convergence.
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Figure 12: HX-05 process outlet temperature (THX05) simulated and actual data.

[44] shows that decreases in the L/G ratio (Liquid to Gas ratio, in this paper

water to air flow ratio) results in an increase in the efficiency of the cooling tower.

The air flow in the model used in this paper, can be manipulated by changing

the fan speed according to (10). Four equal steps of 0.6 rps were made every 4565

hours in the cooling water fan speed from 2.5 rps to 0.1 rps as shown in Figure

13. The resulting impact on cooling tower fan power is shown in Figure 14,

and the impact on process temperature outlet of HX-03, cooling water return

temperature and cooling water supply temperature are shown in Figure 15. The

impact of the fan speed on the plant temperatures at the normal operating speed570

of 2 rps, is much less than when the speed moves to below 0.7 rps. This suggests

that the plant could be optimised by running the fans at lower speed where less

power is consumed.

Figure 16 shows the impact of steps in the DV ambient temperature on

process temperature (HX-03; see Figure 1), cooling water return temperature,575

and the cooling water supply temperature. The step increases are simulated to

occur every 4 hours, starting at 283 Kelvin and going up to 313 Kelvin. This

DV impact is also reflected in the validation data in Figure 6.

The 3 cooling tower fans were shut down one by one in a hybrid control

fashion and the impact on the plant temperatures simulated (see Figure 17). The580
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Figure 13: Cooling tower fan speed (n) as stepped.

Figure 14: Cooling tower fan power (Pf ) response when speed stepped.

lack of cooling capacity with fewer towers available, increases non-linearly as the

fraction of cooling capacity lost with each fan trip, increases. The settling time

also increases non-linearly with the linear drop in cooling tower fans running,

with the total cooling water network temperature dynamics becoming much

slower as less fan draft is available.585

The pump speed was stepped hourly from 10.33 rps to 14.33 rps, and the

response of the pump power, total flow through the circuit, and the plant tem-

peratures were simulated (see Figure 18 to Figure 20). These limits were chosen

to be within a window of 15% around the normal operating point of the pump
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Figure 15: Plant model temperatures (THX03, TCWR, TCWS) response to stepped cooling

tower fan speed.

speed. Larger steps in pump speed reduces the convergence robustness of the590

model. The non-linear nature of the pump power consumption to pump speed

relationship is evident. Further, it can be seen from Figure 20 that the pump

speed will be a viable MV along with the other MVs for control and optimisation

purposes. Larger pump speeds result in higher heat transfer rates in the heat

exchangers (depending on each heat exchanger’s operating point) resulting in595

cooler hydro-carbon streams. In addition, it can be seen that larger flow rates

and speeds result in incrementally less increase in heat exchange, than lower

flow rates and pump speeds. This reflects the results from the cooling tower air

fan speed and resulting air flow’s incremental impact on cooling in the tower. At

lower pump speeds the cooling water network temperatures are more sensitive.600

The two running pumps were reduced to one running pump by tripping out

one pump, and the resulting response of the total flow through the circuit, pump

power, and plant temperatures are shown in Figure 21 and Figure 22. This is

the natural extension of the pump speed simulations, where in this case the

reduction in heat duty in the heat exchangers are more severe. This results in605

the pumps being turned into a potential hybrid control MV, just like the cooling

tower fans, as an extension of its continuous MV control capability.

The ambient relative humidity DV was stepped down from 100% to 0%
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Figure 16: Ambient temperature (Tain ) stepped and plant model temperatures (THX03,

TCWR, TCWS) response.

every 4 hours (see Figure 23), and the effect of these changes on the response of

plant temperatures are shown in Figure 24. At 100% humidity the evaporative610

cooling in the cooling towers is at minimum, and it is at maximum for this DV

at 0% humidity. The change in cooling in the process streams follows the drop

in evaporation due to the ambient humidty. The loss of cooling water in the

network due to the extra evaporation following the drops in humidity, is replaced

with additional make-up water flow controlled by the PID level controller, as615

seen in Figure 23.

The control valve MV controlling cooling water flow to the 2nd heat ex-

changer (HX-02) was stepped from turn down (1%) to 100% open in 10 linear

hourly steps, and the response of the valve flow, total circuit flow, another pro-

cess temperature (HX-06 process temperature) and other plant temperatures620

are shown in Figure 25 to Figure 27. The linearisation achieved with the equal

percentage characteristic is evident. Nevertheless, temperature controllability

of the hydrocarbon stream of HX-02 is much greater, and quite effective, below

50% valve opening.

The impact on the rest of the system temperatures is much less, since only625

one valve was stepped. The HX-06 process temperature increases very slightly

by a total of 0.3 Kelvin from 1% to 100% for the valve. The CW flow through
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Figure 17: Cooling tower fans shut-down one-by-one and power response (Pftotal
) and subse-

quent plant model temperature (THX03, TCWR, TCWS) response.

HX-06 decreases by around 4% over the full stepping sequence, which partly

explains the small drop in temperature for the outlet process flow of that ex-

changer.630

The total flow through the circuit increases (Figure 26) with the valve being

stepped open, since the total resistance of the circuit from the outlet of the

pumps, is decreased with increased valve opening. Less pressure drop over the

circuit results in the pumps moving down their operating curve towards higher

flow.635

7. Discussion and Conclusion

The plant exhibits strong non-linear and integrated hydraulic and thermo-

dynamic behaviour. This is true of both steady-state process gains, and times

to steady-state.

There are significant differences in time to steady-state between some of640

the MVs and the CVs. In general the closer the MVs are to the hydrocarbon

streams, the faster the process dynamics. Changes in the water side of the

cooling tower (e.g. pump speed changes), affect the process temperatures sig-

nificantly faster (1 hour time to steady-state) than air side changes (e.g. the

41



Figure 18: Pump speed (ω) stepped, and pump power (Pp) response.

Figure 19: Total mass flow rate (FCWS) through circuit response to stepped pump speed (ω).

process takes 4 hours or more to reach steady-state after changes in the DVs645

ambient humidity and ambient temperature, and the MV fan speed).

The simulation results in Section 6 show that a number of MVs can be used

to control the process outlet temperatures of the heat exchangers. These MVs

include the cooling tower fan speeds (Figure 15), the pump speed of the cooling

water supply pumps (Figure 20), and the valve openings of the cooling water650

flow to each exchanger (Figure 27).

The integrated hydraulics of the plant is seen in the dynamic transients when

the mass flow of the circuit is changed (e.g. Figure 19 and Figure 26). The non-
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Figure 20: Plant model temperatures (THX06, TCWR, TCWS) response to stepped pump

speed (ω).

linear nature of the installed hydraulic characteristic of the cooling water flow

valve to each exchanger is seen in Figure 25. The power consumed by the655

rotating equipment in the circuit exhibits a non-linear relationship with respect

to plant state variables, especially fan power with respect to speed (Figure 14).

The plant temperatures also exhibit a non-linear relationship with the cooling

tower on-off status as shown in Figure 17.

There exists an opportunity to minimise power consumption (see e.g. [45]),660

and control process temperature by utilising some or all of the manipulated

variables. For this purpose, an Advanced Process Control (APC) scheme could

be utilised (see e.g. [46]).

The main DVs studied in the work, are the ambient temperature and humid-

ity (Figure 16 and Figure 24), as well as the hydro-carbon mass flow rates and665

hydrocarbon input temperatures to the heat exchangers. The control scheme

that will utilise the model developed in this work, could be used to reject these

disturbances.

The overall model developed and simulated in this paper is aimed at a spe-

cific process layout (Figure 1). However, the developed models are for unit670

operations, which have been linked in a modular fashion through the hydraulic

modelling performed and fitted to the plant modelled. The developed models
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Figure 21: One of the two pumps tripped power response (Pp), and subsequent total flow

through circuit (FCWS) response.

can also be used for a different process layout, when fitted to relevant data and

linked through the appropriately configured hydraulic models.

A first principles dynamic model augmented with Hammerstein models, as675

constructed in this paper is also very useful in order to analyse the performance

of the actual plant, identify steady-state deviations from design early, online

dynamic early event detection, as well as in operator training.
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