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ABSTRACT

With the battlespace rapidly shifting to the cyber domain, it is vital to have secure,
robust routing protocols for unmanned systems. Furthermore, the development of nano
drones is gaining traction, providing new covert capabilities for operators at sea or on
land. Deploying a flying ad hoc network (FANET) of nano drones on the battlefield
comes with specific performance and security issues. This thesis provides a novel
approach to address the performance and security concerns faced by FANET routing
protocols, and, in our case, is specifically tailored to improve the Ad Hoc On-Demand
Distance Vector (AODV) routing protocol. The proposed routing protocol, Lightweight
Secure Ad Hoc On-Demand Distance Vector (LS-AODV), uses a lightweight stream
cipher, Trivium, to encrypt routing control packets, providing confidentiality. The
scheme also uses Chaskey-12-based message authentication codes (MACs) to guarantee
the authenticity and integrity of control packets. We use a network simulator, NS-3, to
compare LS-AODYV against two benchmark routing protocols, AODV and the Optimized
Link State Routing (OLSR) protocol, in order to gauge network performance and security
benefits. The simulation results indicate that when the FANET is not under attack from
black-hole nodes, LS-AODV generally outperforms OLSR but performs slightly worse
than AODV. On the other hand, LS-AODV emerges as the protocol of choice when a
FANET is subject to a black-hole attack.
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CHAPTER 1

Introduction

A flying ad hoc network (FANET) consists of flying nodes, such as unmanned aerial
vehicles (UAVs) that communicate and cooperatively accomplish complex tasks without
wired connections. These flying nodes require a decentralized communication architecture
to operate under fast-paced, dynamic conditions. A FANET has several distinguishing
features compared to a mobile ad hoc network (MANET) or vehicular ad hoc network
(VANET). The differences between FANETS and similar ad hoc networks includes:

* Three-dimensional spatial movement (compared to VANETS that primarily operate
on fixed roads),

* Higher node density (compared to VANETS operating in an urban or rural setting),

* Higher speed ranges of 30 to 460 km/h (compared to driving speed ranges of 10 to
120 km/h),

* Lower energy storage capacities. [1]

1.1 Application of Flying Ad Hoc Networks

The deployment of FANETS is gaining traction across many military and civilian domains.
Because wired infrastructure is not required, FANETS can be invaluable to personnel on the
ground due to their ability to be deployed rapidly from outside the combat zone. Therefore,
these specialized networks are exceedingly suited for disaster response, search and rescue

operations, and military missions.

1.1.1 Military Applications

In 2009, the Department of Defense (DOD) stated that UAVs flew over 450,000 hours in
support of critical missions, including Operation Enduring Freedom and Iraqi Freedom [2].
UAVs are particularly useful in theaters of conflict where human lives are endangered. A
multi-UAV system can provide real-time monitoring and signal analysis over large combat
zones, relaying that information to operators on the ground. However, many issues, particu-

larly in the realm of secure communications, need to be resolved before a multi-UAV system

1



can fully execute its mission while deployed against enemies that possess wireless denial
capabilities. At a conference on unmanned vehicle systems in 2020, VADM Jim Kilby,
deputy chief of Naval Operations for Warfighting Requirements and Capabilities (OPNAV
NO), presented the fundamental problems that the Navy faces in deploying a multi-UAV
system. Kilby noted:

The ability to network and control, C2, all those unmanned vehicles is significant
and important. Think about the aggregation of that demand on the network and
understanding that making sure we field a network that’s robust enough to

handle all our vehicles in many different types of environments [3].

A modern military requires reliable and secure communication networks that allow force
commanders to conduct a multitude of warfare operations, such as surveillance or weapons

deployment.

1.1.2 Civilian Applications

As the information age progresses, more and more civilian applications become dependent
on network connectivity. FANETS provide an alternative method to regain network connec-
tivity during natural disasters. Emergency mobile units engaged in reconnaissance or search
and rescue can significantly increase their coverage by utilizing a FANET architecture.
A typical VANET may be restricted during natural disasters due to limited accessibility
via roads and waterways while a FANET can operate at high altitudes without mobility

impediment [1].

Other roles of FANETS in the civilian sector include crop monitoring, environmental mon-
itoring (pollution levels, wind, humidity, temperature), and police surveillance. They also
provide support for other ad hoc networks [1]. For instance, a recent study in the Journal
of Intelligent and Robotic Systems [4] demonstrated a FANET supervising and regulating
traffic in VANETs.



1.2 Research Motivation

The Marine Corps currently deploys the PD-100 Black Hornet Nano Drone, a 1.16-ounce
micro-UAV capable of conducting reconnaissance and surveillance operations [5], [6]. This
thesis envisions a swarm network of these nano drones deployed over an urban combat zone,
cooperatively processing and relaying real-time information to troops on the ground. Nano
drones within a military FANET must mitigate the effects of frequent link disconnection,
constant network topology changes, and energy storage limitations, all while operating in

areas with enemies that possess wireless denial capabilities.

A lightweight yet secure version of the Ad Hoc On-Demand Distance Vector (AODV)
routing protocol [7] is a prime candidate to overcome the routing and security challenges
faced by a FANET of military-grade nano drones. AODV is one of the most widely used
reactive protocols in ad hoc networking. It provides communication between highly mobile
nodes with minimal overhead and minimal route establishment latency [8]. Limiting the
cryptographic security footprint of a FANET routing protocol allows for critical energy to go
toward payload, endurance, and enhanced operational capabilities. Developing an efficient
security mechanism also allows a multi-UAV system to react quickly to incoming threats,
military or civilian, by maximizing throughput, ensuring a consistent Packet Delivery Ratio

(PDR), and minimizing the effect of network jitter and delay.

1.3 Research Contributions

This thesis contributes to funded research by the Office of Naval Research (ONR) to enhance
cyber security analytics for cyber-physical systems. This thesis provides a novel approach to
address the security concerns faced by FANET routing protocols and is specifically tailored
to improve the AODV routing protocol. The proposed scheme uses the lightweight stream
cipher, Trivium [9], to encrypt routing control packets, thus providing confidentiality. Sec-
ond, the scheme uses Chaskey-12 based message authentication codes (MACs) to guarantee

the authenticity and integrity of control packets.

The objective of this thesis is to design and assess the performance of the novel Lightweight
Secured Ad Hoc On-Demand Distance Vector routing protocol (LS-AODV) in a FANET
architecture. This thesis provides the first published attempt at integrating the Trivium

stream cipher and Chaskey-12 MACs into a network routing protocol. LS-AODV is com-

3



pared in terms of various performance metrics to several popular ad hoc routing protocols,
specifically Optimized Link State Routing (OLSR) and AODV. The work in this thesis is
foundational and serves to reinvigorate the discussion throughout the DOD on the applica-
tion of lightweight stream ciphers in cyber network systems. Achieving the following four

primary objectives constitutes the contributions of this thesis:

* Design a routing protocol security mechanism, using Trivium, a lightweight syn-
chronous stream cipher, and Chaskey-12, a lightweight permutation-based MAC al-
gorithm.

* Integrate the new Trivium and Chaskey-12 based security mechanism into the AODV
routing protocol

* Evaluate throughput, delay, jitter, packet loss, and routing overhead performance
under optimal network conditions with and without lightweight security.

* Evaluate throughput, delay, jitter, packet loss, and routing overhead performance
under black-hole attack conditions and determine optimal network configurations to

mitigate adversary denial capabilities.

1.4 Thesis Organization

The remainder of this thesis is organized as follows: Chapter II provides an overview of
the network simulator, NS-3, comparative FANET routing protocols, and performance and
security concerns that must be addressed. Chapter III discusses the proposed approach to
tailor the AODV routing protocol to a military FANET scenario by using the lightweight
synchronous stream-cipher Trivium and Chaskey-12 based MACs. Chapter IV describes the
simulation setup and parameter selection. Chapter V presents and analyzes the simulation

results. Chapter VI concludes the study and recommends options for future work.



CHAPTER 2:
Background and Related Work

This chapter discusses the software used to perform our simulations and provides an
overview of FANET routing protocols. First, we discuss the operations and limitations
of NS-3, the simulator that models our network. Next, we consider the design considera-
tions and techniques unique to a FANET. Finally, we provide an overview of OLSR, AODV,

security concerns specific to AODV, and notable secure versions of AODV.

2.1 NS-3

Network Simulator 3 (NS-3) is a discrete-event driven network simulator that allows re-
searchers to model and analyze software-based network architectures [10]. NS-3 is written
primarily in the C++ programming language with optional Python bindings. To write a
simulation script, a user must link together various software libraries and build the different
layers of a network model. A user defines the individual wireless mobile nodes, the desired
mobility and propagation models, the amount of traffic to transmit, and which routing pro-
tocol to use. Figure 2.1 depicts the software organization of NS-3.25. This thesis changes
the network and protocol software layers to implement a modified version of the AODV
routing protocol. Modifications of the helper and test software layers ensure the FANET
meets military specifications and that useful network performance metrics for the DOD

community are available.
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Figure 2.1. NS-3.25 Software Organization. Source: [11].

Figure 2.2 depicts the NS-3 Data Collection Framework (DCF), which allows users to
obtain data generated by simulation models, perform post-simulation data processing, and
configure various output formats. Output files such as flow monitor files require parsing to
extract network performance metrics. The results are available for viewing in the command
line terminal or output to an Excel file for compilation. External applications, such as PyViz

or NetAnim, allow users to view graphical representations of a network model.
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Figure 2.2. NS-3.25 Data Collection Framework. Source: [11].

2.1.1 NS-3 Modeling Limitations

Prior to 2008, a widespread network simulator used for research purposes was NS-2, which
focused on reducing compilation time. In 2008, NS-3 was released focusing on scalability
and performance rather than compilation time. This shift in simulator philosophy allows
for more accurate modeling of network conditions and customization of network tools
and scenarios. However, as with any network simulator, modeling may not reflect all real-
world conditions. For instance, this thesis uses the NS-3 random waypoint mobility model,
which does not allow for node position changes along the Z-axis. Additionally, while the
mobility model and propagation models used in this thesis have proved accurate under
stringent regression testing, the specific parameters modified to fit a naval use case have not

undergone the same level of testing.

2.2 Flying Ad Hoc Network Routing Protocols

Routing protocols govern the connection maintenance between devices in a network. Com-

munication is one of the most challenging issues for multi-UAV systems.



2.2.1 FANET Routing Design Considerations

In the context of FANETS, routing protocols must contend with the adverse effects of
high node mobility, limited flight energy resources, and the increasing complexity of UAV
mission applications. These unique characteristics of FANETs demand new design consid-

erations.

Mobility

Simulation results and real-world performance of a FANET are strongly correlated with the
chosen mobility model. Furthermore, since FANET nodes typically operate at high speeds,
a well-chosen mobility model reduces the chance of frequent link disconnections. The
node movements within any mobility model are calculated based on solving mathematical
equations or reviewing simulation response variables; the latter provides more realistic
modeling but with a computational cost. For a UAV swarm conducting military patrol
operations, where flexible trajectories are required, the random waypoint mobility model
can offer efficient communication [12]. For a UAV swarm conducting autonomous military
operations, the Manhattan grid mobility model, which considers geographic restrictions,

offers real-time performance improvements [12].

Latency

Whether a FANET is deployed for military or civilian operations, the information com-
municated between nodes must be transmitted at high rates. Minimizing latency is not
only critical to operators on the ground, but also is important to ensure individual UAVs
can actively perform collision avoidance. Recent studies indicate that MANET routing
protocols may not meet the latency requirements of a FANET with delay-sensitive UAV

applications [13].

UAV Platform Constraints

The Marine Corps currently deploys the PD-100 Black Hornet Nano Drone, a 1.16-ounce
micro-UAV capable of conducting reconnaissance and surveillance operations [5]. Any
FANET routing protocol operating on these nano drones must be energy efficient to combat

the lack of energy storage capacity. Space limitations are another constraint on all military



UAVs, particularly the nano variant. The security mechanism of a FANET routing protocol

must work efficiently on microcontrollers.

2.2.2 Overview of Routing Protocols

There are plenty of routing protocols used by wireless networks, such as node-centric,
data-centric, and pre-computed routing [14]. However, due to the high degree of mobility
in a FANET, frequent link disconnection renders these generic ad hoc routing protocols

incompatible. Therefore, several classes of routing protocols provide a solution.

* Static routing protocols: All node routing tables are pre-determined prior to flight and
not changed during operation.

* Proactive routing protocols: Each node continually updates the routing table with all
possible destinations.

* Reactive routing protocol: Each node updates the routing table only when communi-
cation with another node is necessary.

* Hybrid routing protocols: All nodes utilize the beneficial features from proactive and

reactive protocols [8].

Static routing protocols, such as the Load Carry and Deliver Routing (LCAD) protocol,
provide improved communication between a single UAV and a controlling ground-based
station when the network topology is fixed. When UAVs have data to transmit to a ground
station, they proceed to a pre-determined destination and begin the data transfer process.
However, static routing protocols fail to mitigate the problems associated with dynamic

network topology changes and UAV-to-UAV communication.

Proactive routing protocols, such as OLSR, Destination-Sequenced Distance Vector Rout-
ing (DSDV), and Better Approach to Mobile Ad Hoc Network (BATMAN), allow UAVs to
maintain a table with knowledge about all reachable UAVs in the network. The main advan-
tage of proactive routing protocols is that communication between two UAVs experiences
minimal delay. However, because each UAV must continually maintain a complete routing
table, a large portion of bandwidth is wasted on network maintenance. Furthermore, control
packets occupy priority queue space in intermediate nodes, causing systemic congestion
and possible data loss [15]. With the disadvantages in mind, proactive routing protocols

are typically not used in highly mobile and large FANET applications or when energy
9



consumption limitations are severe.

On-demand or reactive protocols, such as AODV, Dynamic Source Routing (DSR), and
Time-Slotted Ad Hoc On-Demand Distance Vector (TS-AODV), were developed in response
to the disadvantages faced by most proactive routing protocols. Reactive protocols use far
less bandwidth but suffer from latency issues and possible excessive flooding during the
route establishment phase. Due to the highly mobile nature of a multi-UAV swarm, this

tradeoff can prove beneficial [16].

2.3 OLSR

The most widely used proactive routing protocol in ad hoc networks is the OLSR protocol.
It was developed by the French National Institute for Research in Computer Science and
Control (INRIA) and received an experimental Internet Engineering Task Force (IETF)
Request for Comments (RFC) in 2003 [17]. The U.S. Naval Research Laboratory (NRL)
also maintains an optimized version of OLSR for research and testing purposes [18].
OLSR Version 1 is implemented in NS-3 and has been validated using Wireshark message

compliance and unit testing [10].

2.3.1 OLSR Overview

The OLSR routing protocol uses an optimized link-state algorithm to proactively determine
the most efficient path between nodes in an ad hoc network. A special characteristic of the
OLSR protocol is the use of multipoint relays (MPRs) — neighbor nodes during the flooding
process that forward broadcast messages [17]. Each FANET node chooses MPRs to forward
their control packets throughout the network. This diffusion technique enhances the flooding
process by reducing the transmission count. Furthermore, MPRs periodically announce to
the network that they have reachability to the node that selected them. This provides more
route opportunities during the path discovery process, allowing for redundancy in highly

mobile topology.

The OLSR protocol minimizes network overhead and average network delay by utilizing
MPRs. Only partial link state information is flooded to the network during the path discovery

process, further reducing the network overhead. Similar to other ad hoc routing protocols,
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OLSR flourishes in distributed networks without a central command station. Since each
node uses periodic control messages to communicate with destination nodes, the network
can recover quickly from lost packet transmission due to collisions or propagation losses.
A benefit of the periodicity nature of control message and lack of extra control traffic
during link failure events is redundant routes are always available to transmit packets. This
redundancy and the use of MPRs makes OLSR particularly suited to handle networks with
constant communication between a large number of nodes or when the [source, destination]

pairs are changing over time [17].

2.3.2 Neighbor Discovery and Route Calculations

Each node discovers neighboring nodes by periodically broadcasting HELLO messages.
These messages are only received and processed by one-hop neighbors. Since each neighbor
node has knowledge about its own neighbors, the source node can build tables containing
information about its one-hop and two-hop neighbors [17]. The link status between two

nodes can be uni-directional, bi-directional, or defined as an MPR.

In order to build a routing table, each node periodically broadcasts Topology Control (TC)
messages. These messages contain a list of MPRs selected by the source node. Each node
builds a unique topology table from the information contained in TC messages. From this
topology table, the optimal routes and backup routes between the source and destination
node are determined. In this research, we use OLSR as a comparative routing protocol
against the LS-AODV protocol developed in this thesis.

24 AODV

One of the most widely used reactive protocols in ad hoc networking is the AODV routing
protocol. It was designed by Charles. E Perkins in 1999 and received an experimental IETF
RFC in 2003 [7]. One of the goals of the protocol is to minimize the use of network-wide
broadcast messages, allowing nodes to respond quickly to link disconnects and network
topology changes [7]. With AODV, if a link failure occurs, broadcast messages will be
transmitted only if an ongoing communication channel is interrupted. Selective broadcasting
significantly reduces the bandwidth usage by control messages, contrary to the operations

taken by the OLSR protocol. AODV further reduces network congestion by maintaining a

11



single route between each source and destination node [7]. The initial concern with this
approach is a lack of redundancy; however, as shown in the simulation, the AODV protocol
and improved Lightweight Secured Ad Hoc On-Demand Distance Vector (LS-AODV)
protocol quickly establish new routes under dynamic network conditions. Since the novel
security mechanism in this thesis is designed to improve the AODV routing protocol, this
section provides descriptions of the route discovery and maintenance processes, packet

formatting, and AODV-specific security concerns.

2.4.1 AODYV Route Discovery

Route Request (RREQ) and Route Reply (RREP) are the two message types used in the
AODV route discovery process. A node broadcasts a RREQ when it determines that its
routing table does not contain a valid route to a destination node. Figure 2.3 depicts the
RREQ message format. A RREQ contains the following fields:

* Type: Defines the type of message sent over UDP port 654,

* Hop Count: The number of nodes a packet passes through from source to destination,

* RREQ ID: A unique sequence number relating a RREQ to the originating node,

* Destination IP Address: A unique address identifying the node for which the origi-
nating node request a route,

* Destination Sequence Number: The current sequence number indicating a valid route
to the destination,

* Originator IP Address: A unique address identifying the node which sent the RREQ,

* Originator Sequence Number: Indicates the freshest route back to the originating
node [7].
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Figure 2.3. Route Request (RREQ) Message Format. Source: [7].

If an intermediate node contains a valid route to the destination, it unicasts a RREP back
to the source node [8]. Otherwise, the intermediate node broadcasts the RREQ with an
updated hop count to surrounding nodes [8]. When the source node fails to receive a RREP
after multiple attempts, it informs the application of the unreachable destination. Figure 2.4
depicts the RREP message format. A RREP contains the following fields:

* Type: Defines the type of message sent over port 654,

* Hop Count: The number of nodes a packet passes through from source to destination,

 Destination IP Address: A unique address identifying the node for which the origi-
nating node request a route,

* Destination Sequence Number: A unique identifier for the requested route,

* Originator IP Address: A unique address identifying the node which sent the RREQ,

* Lifetime: A timer which upon expiration directs the node to discard the RREP [7].
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Figure 2.4. Route Reply (RREP) Message Format. Source: [7].

To prevent nodes from flooding the network with RREQs, AODV uses an expanding ring
search algorithm [8]. The source node sets the Time to Live (TTL) value in the IP header
of the RREQ. If no RREP is received before the TTL expires, the source nose transmits
a new RREQ with an incrementally increased TTL value. This process continues until a
route is found or a predefined TTL threshold is reached. If a link disconnects and a new
route is required, the TTL is initially set to a value corresponding to the hop count [7]. This
memory technique further reduces the network overhead. Figure 2.5 illustrates the AODV

route discovery process.
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Destination

Figure 2.5. AODV Route Discovery Process

2.4.2 AODYV Route Maintenance

AODV removes valid routes between nodes only after the source node no longer requires
communication with the destination node. The route discovery process restarts if the source
node moves out of range of the next link in the active path. The source node receives a
Route Error (RERR) message when either the destination node or intermediate node along
an active route causes a link disconnection [8]. Figure 2.6 depicts the RERR message. A
RERR contains the following fields:

Type: Defines the type of message sent over port 654,

DestCount: The number of unreachable nodes listed in the message,

Unreachable Destination IP Address: A unique address pointing to each unreachable

node,

Unreachable Destination Sequence Number: A unique routing table value correspond-

ing to the destination node [7].
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Figure 2.6. Route Error (RERR) Message Format. Source: [7].

The node upstream of the link failure transmits the RERR to neighbors that contain active
routes to the destination. When a node receives a RERR, it updates the local routing table
with the distance to the destination node set to co. When the final RERR reaches the source,
it can reinitiate the route discovery process. Entries in the routing that indicate co distance
expire after a pre-determined amount of time [8]. This short-term memory technique allows
the AODV protocol to continue using the most recent information when making routing

decisions.

2.4.3 AODYV Security Concerns

The generic AODV protocol and the NS-3 version of AODV do not implement any security
measures. This makes FANET networks utilizing the AODV protocol prime targets for black-
hole attacks. In a black-hole attack, a malicious node modifies a routing packet sequence
number to convince other nodes that it can provide the shortest path to a destination
node [19]. When the malicious node receives a communication packet, it fails to forward
that packet to the next intermediate node. If an ad hoc network is operating in areas with
possible attack vectors, authentication techniques should be implemented to protect control
messages [7]. In particular, RREP and RERR messages should be authenticated. If RREP
messages are compromised, the creation of incomplete routes between nodes is possible.
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If RERR messages are compromised, malicious nodes may disrupt valid routes causing
severe network impairment [7]. RFC 3561 also contends that no special considerations,
other than adhering to the general protocol specifications, are required to implement a
security mechanism for the AODV routing protocol [7]. This contention, factored with
AODV performance characteristics, is why this thesis focuses on building a custom security

mechanism tailored to improve the AODV routing protocol.

2.5 Secure AODYV Routing Protocols

As the AODV routing protocol is one of the most widely used reactive ad hoc protocols,
researchers continue to propose new approaches to prevent malicious nodes from comprising
AODV based ad hoc networks. This section explores a few proposed security solutions and

comments on their applicability to our FANET architecture.

2.5.1 S-AODV

One of the first attempts to incorporate a security mechanism into the AODV routing
protocol was conducted at the Nokia Research Center in 2002 [20]. As described in [20],
“two mechanisms are used to secure the AODV messages: digital signatures to authenticate
the non-mutable fields of the messages, and hash chains to secure the hop count information
(the only mutable information in the messages).” Coupled together, these mechanisms are
sent alongside AODV control packets as signature extensions. Although S-AODV is robust
against a wide range of attacks, including the black-hole attack, it fails to provide hop-by-hop
authentication and therefore, an attacker can still increase the hop count hampering each

node’s routing table decisions.

2.5.2 AODV-MQS

An interesting approach based on blockchain technology was recently proposed in the
EURASIP Journal on Wireless Communications and Networking. The new routing protocol,
AODV-MQS, uses a multipath routing security algorithm to detect and avoid malicious
nodes in an ad hoc network [21]. Initial simulation results show AODV-MQS provides an
improved packet delivery ratio (PDR) and lower network overhead compared to the original

AODV protocol when nodes are operating in an unsafe environment [21]. Blockchain-based
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routing protocol development is a relatively new field of study, and more research is needed

to determine their applicability to FANETSs with limited energy storage reserves.

2.5.3 Modified AODV
A non-cryptographic method to secure the AODV routing protocol from black-hole attacks

was proposed at the International Conference on Advanced Computing Technologies and
Applications (ICACTA) in 2015 [22]. The proposal modifies the source node operations
by creating additional features; a Request Receive Reply function, a new RREP table, and
a wait timer. Using expected time metrics, the source node can readily identify malicious
nodes and update the routing table to avoid sending data through those nodes [22]. This
proposal offers a simple and efficient method to prevent black-hole attacks, but the control
packet information remains unencrypted, which does meet the standards of military-based
FANETsS.

2.5.4 Stream Cipher - AODV

An approach similar to the security mechanism developed in this thesis was presented at the
Ist International Conference of Computer and Applied Sciences in 2019 [23]. The proposed
scheme uses the Trivium lightweight stream cipher to encrypt control packets while using
Hash-based message authentication codes (HMAC) to ensure message authenticity and
integrity [23]. Our proposed scheme similarly uses Trivium for encryption but utilizes more

efficient message authentication codes based on the Chaskey-12 algorithm.

This chapter discussed the background information necessary to understand the simulation
environment used to build a FANET of nano drones. Furthermore, we considered the
challenges in designing a FANET routing protocol and explored several routing protocol

solutions currently available for implementation.
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CHAPTER 3:
Lightweight Secure Ad Hoc On-Demand Distance
Vector Routing Protocol

This chapter discusses the proposed scheme used to provide the AODV routing protocol with
lightweight security. First, we discuss the design of the Trivium stream cipher and consider
its performance and security metrics against the Advanced Encryption Standard (AES) [24].
Next, we discuss the design of Chaskey-12 MACs. Finally, we illustrate how encryption and
decryption processes apply to the AODV routing protocol.

3.1 Trivium Encryption

Trivium [9] is a hardware-oriented synchronous stream cipher. Christophe De Canniere
and Bart Preneel developed it in 2006 as an attempt to construct the simplest stream
cipher without sacrificing security, speed, or flexibility [25]. The ECRYPT Stream Cipher
Project (eSTREAM) selected Trivium as one of 3 promising stream ciphers suitable for
widespread hardware adoption. In 2012, after no cryptanalytic attacks better than the brute-
force attack were shown, the ISO/IEC JTC1 included Trivium in an International Standard

for lightweight stream ciphers [26].

Trivium borrows block cipher design techniques to provide reliable security and efficiency.
Through the use of a substitution-permutation network, block ciphers prevent linear crypt-
analysis by minimizing linear correlations between input and output bits [9]. First, a non-
linear substitution box (S-box) exchanges a smaller portion of the original block with another
block. Then, linear diffusion layers, more commonly referred to as a permutation box (P-
box), permutes each S-box output and feeds the result into the S-box of the next round [27].
Since Trivium acts on one bit at a time, it replaces a block cipher S-box layer with a single
S-box. Instead of P-boxes, Trivium maintains non-linear internal states to ensure cipher

diffusion and eliminate a separate key addition layer [9].
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3.1.1 Trivium Implementation

Trivium uses an 80-bit secret key and an 80-bit initialization vector (IV) to generate up to
264 bits of keystream [25]. The stream cipher process consists of the internal state setup and
the keystream generation phase. The following notation will be used to discuss the Trivium

implementation and setup.

Notation

(S4,...,8p) internal state of (a — b + 1) bits

s i'" shift register bit

2 keystream bit generated at time ¢

® addition over GF(2), i.e. XOR

multiplication over GF(2), i.e. AND

{a,b,c} a' bit, b™" bit and ¢ bit for one round of TRIVIUM.

Internal State Setup

The first phase uses the secret key and IV to initialize the internal state of the stream cipher.
A 288-bit initial state is populated with an 80-bit secret key and an 80-bit IV. The remaining
128 bits are set to 0 except for setting the last 3 bits to 1 [25]. This state is rotated over
four full cycles equating to 1152 clock cycles. The following pseudo-code describes this
process [25] :

(51,82, ..., 893 «— (Kj, ..., Kg0,0, ..., 0)
(594, 595, ..., $177 — (IV1, ..., 1V}, 0, ..., 0)
(5178, 51785 ++-» $288 < (0, ...,0,1,1,1)
fori=1to4x 288 do
11 (566 ® 591) * 592 D 593 D 5171
1y (5162 ® 5175) * S176 ® 5177 © S264
13 < (5243 D 5286) - 5287 D 5288 D 569
(Sl, 82, eens S93) — (l3, STy eees S92)
(5945 595, -5 $177) < (f1, 5945 -+, 5176)
(51785 $1785 ---» $288) < (12, 5178, .-, 5287)
end for
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Key Stream Generation

The second phase consists of extracting 15 specific state bits and utilizing them to iteratively
modify three separate state bits and output 1 bit of keystream z; [25]. The state rotates after
each iteration, and this process repeats until the desired amount of keystream bits are output.

The following pseudo-code describes this process [25]:

fori=1to N do
I1 < Se6 @ 593
Iy < 5162 @ 5177
13 ¢ 5243 © 5288
i< 1HDHhDl
11 < 11 @ 591 - 592 @ S171
Iy < 11 © 5175 - S176 D S264
I3 <= 11 @ 5286 * 5287 D S69
(Sl, 8§92, eens S93) — (l3, STy eees S92)
(594, §95 -+, $177) < (11, 5945 --., S176)
(51785 $279, -, $288) < (12, $178; --.» $287)
end for

3.1.2 Performance Evaluation

Trivium strives to provide fast and energy-efficient encryption for devices that are power
constrained and run applications that require high throughput. Trivium also targets hardware
environments with limited gate capacity. In order to provide a compact hardware implemen-
tation, Trivium uses a bit-oriented design coupled with the use of non-linear internal states.
Fast and power-efficient encryption requires the use of parallelization. The design allows for
parallel operation by ensuring that modified state bits only affect subsequent rounds after

66 iterations, therefore, allowing up to 66 iterations to be computed at once [25].

Table 3.1 provides hardware area-based performance metrics for Trivium and AES-128.
All designs were tested on ASIC chips with 0.13 ym Standard Cell CMOS libraries.
Trivium without parallelization only outperforms AES-128 in terms of total gates required

for operation. However, as the amount of parallelization within Trivium increases, the area-
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time product and throughput-to-area ratio improve drastically over AES. Table 3.2 indicates
that Trivium with four or more parallel iterations outperforms AES-128 in delivering high
throughput and bits per cycle. Furthermore, tradeoffs can be made between speed and chip

area usage by tweaking the number of parallel operations.

Other studies suggest that RFID tags with Trivium consume approximately eight times less
power than RFID tags with AES-128 encryption [28], [29]. The significant speed and area
usage results suggest that Trivium can provide a reasonable alternative to AES-128 when

used for encryption in a military-grade nano drone.

Table 3.1. Area Based Performance Metrics for Trivium versus AES-128.
Adapted from [30, tables 2 and 5].

Design Area NAND GE, gates Area-Time, um?>-us Tput/Area, kbps/um?

TRIVIUM 2580 133,747 0.0075
TRIVIUM x2 2627 68,092 0.0147
TRIVIUM x4 2705 35,061 0.0285
TRIVIUM x8 2952 19,127 0.0523
TRIVIUM x16 3166 10,259 0.0975
TRIVIUM x32 3787 6,135 0.1630

TRIVIUM x64 4921 3,986 0.2509

AES-128 5398 118,054 0.0085
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Table 3.2. Non-Area Based Performance Metrics for Trivium versus AES-128.
Adapted from [30, tables 2 and 5].

Design Throughput, Mbps Bits/Cycle

Trivium 0.100 1
Trivium x2 0.200 2
Trivium x4 0.400 4
Trivium x8 0.800 8

Trivium x16 1.600 16

Trivium x32 3.200 32

Trivium x64 6.400 64
AES-128 0.237 2.37

3.1.3 Security Evaluation

To date, no cryptanalytic attack against Trivium performs better than an exhaustive key
search [31]. Table 3.3 provides time metrics and data requirements for the best-known
attacks against Trivium. Note that while the security level of Trivium is 230 bits, an exhaustive

280

search requires y28 bits where 1 is the cipher initialization time and is on average 2'° bits.

Therefore, an exhaustive search requires ~ 29 pits [9].

Trivium reduces two types of linear correlation by implementing several unique features
compared to other stream ciphers. Unlike Linear-Feedback Shift Register (LFSR)-based
stream ciphers, Trivium ensures the internal state operates nonlinearly, significantly limiting
the effectiveness of state recovery attacks that exploit correlations between the keystream
bits and internal state bits [9]. Also, the tap positions in Trivium are chosen so that detecting
correlations between keystream bits requires at minimum 72 AND gate outputs. These
features yield a correlation coefficient of 277% and force linear distinguisher attacks to take

at least 2!#* bits of keystream, well above the security requirement of 239 bits [9].

A recent study [32] demonstrates a more practical attack that recovers the Trivium secret
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key in only six hours. Their approach uses Differential Fault Analysis (DFA) and clock
manipulation to attack ASIC implementations of Trivium. However, a DFA attack on a
military-grade system is unlikely because an attacker needs direct access to a device with

Trivium, access to the keystream output, and can actively restart the device multiple times.

Table 3.3. Cryptanalytical Results for Trivium. Adapted from [30, table 2].

Attack Time Data
yld44 144

Linear distinguisher
Guess-and-determine attack  2!3 288
Guess-and-determine attack 2°0 26!
Solving system of equations  2!%4 288

Exhaustive key search 280 80

3.2 Chaskey-12 Message Authentication Codes

MAC algorithms produce a cryptographic checksum that is sent along with an encrypted
message to ensure the integrity and authenticity of that message. Chaskey-12 [33] is a
lightweight permutation-based MAC algorithm. The permutation structure comes from the
SipHash [34] pseudorandom function family. Chaskey-12 is designed for 32-bit microcon-
troller architectures and employs Add-Rotate-XOR (ARX) block cipher techniques, which
means the algorithm is energy and hardware space-efficient. Furthermore, the algorithm is
resistant to timing attacks, robust under tag truncation, and does not require a key schedule

or the use of nonces [33].

3.2.1 Chaskey-12 Implementation

Chaskey-12 uses a 128-bit secret key to process an arbitrary-length message m and output a
MAC of 128-bits or less. The MAC generation process consists of four steps: subkey deriva-
tion, message padding, permutation rounds, and optional MAC truncation. The following

notation will be used to discuss the Chaskey-12 MAC generation process.
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Notation
+37 modulo addition 232
X <<< s rotation of x to the left by s positions
x << s shift of x to the left by s positions
S nontruncated MAC

Subkey Derivation
From a 128-bit secret key, two 128-bit subkeys K; and K, are obtained. The following

pseudo-code describes this process [35]:

procedure TimesTwo(a)
if a[127] = 0 then
return (a << 1) ® 0'?8
else
return (a << 1) @ 0'2°10000111
end if
end procedure
K| <« TimesTwo(K)
Ky « TimesTwo(Ky)

Message Padding

If |m| mod 128 # 0, then a single ’1” bit is added to the end of the m followed by 128-d-1°0’
bits, where d is the remainder after dividing the m length by 128. The new padded version
of m is denoted by m’.

Permutation Rounds
The padded message m’ is divided into 128-bit strings mll, mlz, ves ml Then m’ is subjected to
a 128-bit permutation nr, which consists of 12-round functions. The following pseudo-code

describes this process [35]:

procedure 7(v)
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(v, V1,02, 03) v
fori=1tordo
Vo €= Vo +32 V1
V] < V] << 5
U1 <= V1 Dy
vy Vo <<< 16
U2 €= V2 +32 13
V3 — V3 <<< 8
V3 <— V3 @ 1n
Vg < Vg +32 U3
v3 «—v3 <<< 13
V3 V3 D Vg
Uy <=V +32 U
V] V] <<<7
V] <V 0
Uy «—Vy <<< 16
return vo||vy|[v2||v3
end for
V<K
for j=1tol—-1do
Ve—nlVe ml’.)
if nopadding then
L « K]
else
L« K2
end if
S—n(Vem oL)®L)
end for
end procedure

Optional Truncation
The #-bit length MAC is derived by taking the ¢ least significant bits of S.
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3.2.2 Performance Evaluation

Compared to both hash-function MAC algorithms and block-cipher MAC algorithms,
Chaskey-12 produces very little overhead. Hash-function MAC algorithms typically process
blocks of at least 512 bits, while Chaskey-12 uses much smaller 128-bit blocks. Operat-
ing on smaller blocks allows Chaskey-12 to efficiently move data back and forth between
registers and RAM [33]. Block-cipher-based MAC algorithms require key schedule compu-
tations, which increases the register pressure. Also, the S-box operations of these algorithms
use extensive bit masking operations, further impacting the speed of implementation [33].
Chaskey-12 does not require a key schedule and does not use S-box constructs, avoiding the
issues plagued by popular MAC algorithms in use today. Furthermore, by using an ARX
permutation structure, hardware implementations of Chaskey-12 require minimal cost and

lower design complexity.

In speed-optimized and size-optimized hardware settings, Chaskey-12 computes MACs 8.3
faster than AES-128-CMAC (see Tables 3.4 and 3.5). Also, Chaskey-12 produces MACs
2.1 times faster than the Speck family of lightweight block ciphers developed at the National
Security Agency (NSA) [36]. Furthermore, Chaskey-12 uses up to 13 times less energy than
Speck block ciphers and 52 times less energy than AES [37].

Table 3.4. Performance Metrics for Chaskey-12 versus AES-128-CMAC
(Speed Optimized). Adapted from [33, table 2].

Microcontroller Algorithm Data[byte] ROM size[byte] Cycles/Byte

Cortex-MO AES-128-CMAC 128 13492 136.5

Cortex-MO Chaskey-12 128 1308 21.1
Cortex-M3/M4  AES-128-CMAC 128 28524 105.0
Cortex-M3/M4 Chaskey-12 128 908 8.05
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Table 3.5. Performance Metrics for Chaskey-12 versus AES-128-CMAC (Size
Optimized). Adapted from [33, table 2].

Microcontroller Algorithm Data[byte] ROM size[byte] Cycles/Byte

Cortex-M0O AES-128-CMAC 128 11664 140.0
Cortex-MO Chaskey-12 128 414 19.44
Cortex-M3/M4  AES-128-CMAC 128 10952 89.4
Cortex-M3/M4 Chaskey-12 128 402 12.88

3.2.3 Security Evaluation

The permutation structure of Chaskey-12 can be interpreted as three Even-Mansour [38]
block ciphers ( Ex|y(m) = m(m & X) @ Y). By making this interpretation, the security of
Chaskey-12 reduces down to the 3PRP-indistinguishability of the underlying Even-Mansour
block ciphers, which is provably secure [33]. Chaskey-12 remains unbroken and is secure
up to D = 2"/2 chosen plaintexts and T = 2"/D queries to the permutation matrix [33]. In
practical terms, this means that if the secret key is replaced before processing 26* blocks of
128-bit data, then the security bound will not be reached [35].

While the Even-Mansour security proof thwarts most of the cryptoanalytic attacks Chaskey-
12 may face, a few other attacks are possible. For instance, timing attacks are a concern for
algorithms running on 32-bit microcontrollers. MAC algorithms, such as UMAC [39], are
susceptible to timing attacks because they use data-dependent multiplication instructions.
On the other hand, because the execution time of the Chaskey-12 algorithm is constant
and does not depend on the secret key K, Chaskey-12 is secure against timing attacks [33].
Since Chaskey-12 uses ARX methodology, it is secure against zero-sum attacks and cube
attacks because addition operations ensure each output bit is represented by a high degree
polynomial expression. Lastly, while differential paths have been found for a round-reduced
version of Chaskey, the full 12-round implementation continues to provide a sufficient

security margin against differential cryptanalysis [40].
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The original design for Chaskey set the number of permutation rounds to eight. After
concerns that eight rounds provide an insufficient security margin, the developers increased
the number of permutation rounds to 12. Furthermore, a 16-round version is available that

ensures long-term security but at the cost of speed and energy [33].

3.3 Proposed Scheme

The following section describes the integration of the Trivium lightweight synchronous
stream cipher algorithm and the Chaskey-12 MAC algorithm into the AODV routing pro-
tocol. By using these two mechanisms, the scheme imposes confidentiality, integrity, and
authenticity on message traffic across a FANET. The proposed scheme consists of three

phases: keystream generation, encryption, and decryption.

3.3.1 Keystream Generation

Trivium and Chaskey-12 are symmetric-key ciphers; the keys of both the sender and receiver
must be identical. In the envisioned FANET with nano-drones, the keys are seeded prior to
flight. This thesis assumes that the mission duration and overall network data transmission

levels are maintained below the key refresh thresholds of Trivium and Chaskey-12.

The Trivium 288-bit internal state is set up using an 80-bit secret key and 80-bit IV. Next, the
internal state iteratively updates specific state bits and rotates to produce the required amount
of keystream bits. Figure 3.1 depicts the keystream generation process as implemented in

this thesis. A more detailed description is available in Section 3.1.
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Figure 3.1. Trivium Key Stream Generation Process. Adapted from [23, figure
1].

3.3.2 Encryption Phase

This phase uses the encrypt-then-MAC approach to protect routing control messages. Once
the sender node generates a control message, it executes an XOR computation on the
message contents with the Trivium keystream and then appends a unique MAC to the end

of the message. Figure 3.2 depicts the encryption process. The steps are as follows:

1. E(M) = Trivium keystream & routing control message

2. MAC(M) = CHASKEY (K, M)
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Figure 3.2. LS-AODV Encryption Process. Adapted from [23, figure 2].

3.3.3 Decryption Phase

Control message decryption occurs at each intermediate node and the destination node.
Figure 3.3 illustrates the decryption process. When any node receives an encrypted control
message, it first strips the 128-bit MAC. Next, the node computes a MAC for the encrypted
control message and compares it to the received MAC. If the codes match, then decryption
and normal AODV message processing continue; otherwise, the packet is discarded. By
verifying MAC agreement prior to decryption, each node saves bandwidth that would be
wasted on decrypting faulty messages. Finally, three different actions are possible depending

on the node type and the message type.

1. If an intermediate node receives a RREP or RREQ, the node updates routing hop
count, re-encrypts new message, calculates new MAC value, and then sends the
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encrypted message with the appended MAC to the next node.

2. If an intermediate node receives a RERR message, the node transmits the original

encrypted message to the next node.

3. For the destination node, no further encryption or MAC computations are required.

[ G+ (Cwac) |

Keystream

Chaskey-12
Algaorithrm

Receiving
Node

_-‘

AODV

Control
Message

Figure 3.3. LS-AODV Decryption Process. Adapted from [23, figure 3].

This chapter discussed the intricacies of the proposed LS-AODV routing protocol. We

detailed the performance and security evaluations of the key components of LS-AODV: the

Trivium stream cipher and the Chaskey-12 MAC algorithm. Finally, we described how these

cryptographic security footprint techniques are integrated into the AODV routing protocol.
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CHAPTER 4

Simulation Environment and Setup

This chapter discusses the simulation environment chosen to test the LS-AODV routing pro-
tocol. First, we highlight which models are available within NS-3 to simulate a FANET. Next,
we discuss the performance metrics available to compare OLSR, AODV, and LS-AODV.
Lastly, we provide the hardware and software specifications of the system used to perform

networking simulations.

4.1 Selection of Network Parameters

When simulating a wireless network, the goal is to mimic the real-world conditions the
network will face. NS-3 allows for the customization of a wide range of models. This thesis
chose specific mobility, propagation loss, propagation delay, and traffic data rate models.
Throughout the simulations, a map size of 670670 square meters is utilized to simulate

nano drones conducting a mission over several city blocks.

4.1.1 Mobility Model

When simulating new ad hoc routing protocols, applying an accurate mobility model is
imperative. It is unlikely that a swarm of drones will move at constant speeds and directions
in a real-world scenario. The Random Waypoint Mobility model was chosen for this thesis
because of its simplicity and ability to accurately model the erratic behavior of drones in
a swarm. During the simulation setup, each node is positioned at a random 2-D location
in the grid area. When the simulation begins, each node pauses for a specified amount
of time. After pausing, each node picks a new random waypoint and random speed and
then begins moving towards that destination at the selected speed. When each node reaches
its destination, it pauses and recalculates a new speed and waypoint. This process repeats
for the duration of the 200-second simulation [10]. This thesis varies the speed and pause
time attributes within the Random Waypoint Mobility model to investigate how mobility

characteristics affect routing performance.
» Speed - Node speed across grid (5-25 meters/second).
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* Pause - Amount of time a node stays at a particular geographical location (2-40
seconds).
* Position Allocator - position model for a destination location of a node (Random-

RectanglePositionAllocator). [10]

4.1.2 Propagation Loss and Delay Models

This thesis uses the Two-Ray Ground Propagation Loss model because it provides more
realistic loss modeling at longer distances. Separately, for shorter distances, the Friis free-
space model is automatically selected [10]. Several attributes are modifiable in the NS-3
Two-Ray Ground Propagation Loss model. This thesis uses the initial recommended values

for all attributes.

» Frequency - the propagation carrier frequency (5.15 GHz).

» System Loss - losses experienced by antennas and propagation medium (1).

* Minimum Distance - distance between nodes at which loss is negligible (0.5 meters).
* Height Above Z - antenna height above the node (0 meters). [10]

NS-3 implements two propagation delay models: the Constant Speed Propagation Delay
and the Random Propagation Delay models. This thesis chose to implement the Constant
Speed Propagation Delay model for several reasons. First, in the random model, all packets
experience some random amount of delay. Consequently, the packets may arrive at the
receiver out of order and produce another variable to account for in the network analysis.
The constant model does not affect the packet order, and while the model assumes a flat Earth,
the grid size is small enough that this assumption is acceptable [10]. The only modifiable

attribute in the NS-3 Constant Speed Propagation Delay model is the propagation speed.

* Speed - propagation speed through a propagation medium (2.99792 x 108 m/s) [10]

4.1.3 Traffic Data Rate

Rate control algorithms determine the transmission mode and data rate for each packet sent
across a wireless network. NS-3 offers 14 real device and theoretical rate control algorithms.
Several options include the Constant Rate Wifi Manager, Minstrel Wifi Manager, Rraa Wifi
Manager, and the Thompson Sampling Wifi Manager [10]. This thesis uses the Constant
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Rate Wifi Manager to ensure that each packet transmits at the same rate. Furthermore, using
the constant rate algorithm reduces the impact of optimizations at layers other than the

network layer on the simulation results.

4.2 Performance Evaluation Metrics

Quality of service (QoS) is an evaluation of overall network performance. A FANET requires
a high degree of QoS due to rapid mobility, frequent link disconnection, and resource
constraints. RFC 2501 [41] and RFC 5148 [42] discusses the quantitative metrics available
to analyze the QoS of different routing protocols in an ad hoc network environment. This
thesis focuses on evaluating throughput, PDR, average network delay, randomly modifying

timing (jitter), and routing overhead.

4.2.1 Throughput

Network throughput measures the average amount of bits successfully transmitted from
all source nodes to destination nodes. Routing protocols that consistently provide high
throughput are desirable because they can efficiently use the allotted bandwidth and limited

power reserves. Network throughput is defined as:

_ Y
T

S

(4.1)

where ny; is the bits received by each destination node and 7' is the simulation time.

4.2.2 Packet Delivery Ratio
PDR is the fraction of routing packets received by all destination nodes over the amount of
routing packets sent by all source nodes. High PDR indicates that a FANET routing protocol
can adapt to a constantly changing network topology and handle dynamic network loading.
PDR is defined as: N
PR

Pppr = Nps (4.2)

where Npg is the total number of packets received and Npg is the total number of packets

sent.
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4.2.3 Average Network Delay

Average network delay consists of propagation delay, transmission delay, processing delay,
and queuing delay. Environmental characteristics affect the propagation delay and each
link’s data-rate causes transmission delay. Since the simulation uses the same propagation
model and data rate for all protocols, the focus is on how different protocols minimize
processing and queuing delays. Average network delay is a significant factor in designing
a robust and capable routing protocol. FANETSs experiencing minimal delay can host low
latency applications such as real-time video transmissions. In order to be concise, the term

average network delay is written as delay in the follow-on chapters of this thesis. Delay is
defined as:

_ 2(Tpp — Tps)
2. Ncp

where Tpp is the time that packets arrive at the destination node, Tpg is the time that packets

D 4.3)

leave the source node and Ncp is the number of connection pairs.

4.2.4 Network Jitter

Network jitter is the average of all delay variations for received packets of the same flow as
described in RFC 3393 [43]. Consistently high network jitter can result in packet loss and
network congestion. In order to be concise, the term network jitter is written as jitter in the

follow-on chapters of this thesis. Jitter is defined as:

_ 2(Dp,,-Dp,)
Ncp

op (44)

where Dp, , is the delay amount for the previous packet and Dp, is the delay amount for

n-1

the current packet.

4.2.5 Routing Overhead

Routing overhead consists of the number of routing control packets sent across the network
for route discovery and maintenance purposes. The routing overhead will increase every

time a node forwards a packet to either an intermediate node or the destination node. Routing
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protocols with low routing overhead typically provide fast route convergence, consume less
energy, and allow for scalable network architectures [41].

4.3 Simulation Hardware and Software Specifications

The specifications of the hardware and software used to perform simulations are as follows:

* CPU: 3.4 GHz AMD 4th Gen Ryzen 9 5950X (turbo boost up to 4.9 GHz - 16 cores
- 32 threads)

* RAM: 64 GB Dual Channel (DDR4) @ 3200 MHz

* ROM: 1 TB PCle Gen4 Seq (Read - 7000 MB/s , Write - 5000 MB/s)

* GPU: 10 GB GeForce RTX 3080 w/ 8704 CUDA Cores

* OS: Ubuntu 20.04 LTS (64-bit)

e NS-3:3.27

* Byte Ordering: Little-Endian

This chapter discussed the models available in NS-3 to simulate a FANET and which
network parameters we chose to use throughout the simulation. Also, we described the
performance metrics chosen to compare OLSR, AODV, and LS-AODV, namely, throughput,
PDR, delay, jitter, and routing overhead. In the next section, we present the simulation results
and provide a detailed analysis of the advantages and disadvantages of implementing the
LS-AODV routing protocol.
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CHAPTER 5:

Simulation Results and Analysis

This chapter discusses the simulation results and analysis for different network configura-
tions. We consider a FANET without malicious nodes and then a FANET with malicious
nodes using black hole attack techniques to disrupt network performance. In both cases, we
examine the effect of changing mobility, node density, network loading, and pause time on

various performance metrics.

5.1 Non-Threat FANET Scenario

In this set of simulations, the goal is to examine the performance of a FANET of nano
drones via NS-3. The assumption is that the drones operate in a safe environment without

the threat of linked malicious nodes from nefarious actors.

5.1.1 Mobility

This simulation case investigates how changing the node speed affects routing protocol
performance. The node speed is adjusted from 5 m/s to 25 m/s in increments of 5 m/s.
Twenty nodes move randomly around the grid area, using the Random Mobility model to
determine their next position. In order to simulate a highly mobile military environment,
each node has a pause time of two seconds. Every node uses the Constant Bit Rate traffic
model to send 512-byte data packets with a maximum data rate across the network of 11
Mbps. Each simulation lasts 200 seconds, with the first 100 seconds designated for network
setup and route discovery. Table 5.1 summarizes the simulation parameters for the mobility

case.
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Table 5.1. Simulation Parameters for Mobility Case

Mobility
Number of Nodes 20
Map Size 670 m X 670 m
Mobility Model Random Waypoint
Pause Time 2 sec
Speed 5-10-15-20-25 m/s
Simulation Time 200 sec
Traffic

Traffic Type Constant Bit Rate
Packet Size 512 bytes
Connection Rate 10 pkts/sec

Routing Protocol
Protocols OLSR, AODV, LS-AODV

Figure 5.1 shows the PDR as a function of node mobility. Across the range of mobilities,
AODV and LS-AODV generally outperforms OLSR. As the speed of nodes increases,
the assumption is that the PDR will drop regardless of the routing protocol chosen. This
drop happens because as a node moves faster across a grid, the network topology changes
more frequently, resulting in more link failures and therefore reduced PDR. While the LS-
AODV routing protocol delivers fewer packets than AODV, it is noteworthy that the PDR
for LS-AODV has less variation compared to the other protocols. Therefore, it may excel
in military-based FANETs with rapidly changing nano drone speeds, conducting special

operations vice patrolling.
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Figure 5.1. Packet Delivery Ratio at Various Speeds. The Node Speed is
Adjusted from 5 m/s to 25 m/s in Increments of 5 m/s.

Figures 5.2 and 5.3 depict the network delay and jitter, respectively. Being a proactive
routing protocol, OLSR ensures minimal delay between two UAVs communicating in a
FANET. OLSR also provides the most consistent delay across various mobility speeds.
The packets transmitted using LS-AODV experience the highest delay due to the additional
encryption/decryption and MAC generation and verification processes. Without optimizing
the transmission process, adding any cryptographic security footprint to an existing routing
protocol typically costs higher delay. However, note that LS-AODV only observes a 65.5
millisecond (ms) increase in delay as the node speed increases from 5 to 25 m/s, compared
to AODV, which experiences a 220.9 ms increase. At node speeds of 15 m/s and 20
m/s, the gap between LS-AODV and AODV delay is significantly closed. The jitter result
indicates similar trends for all three routing protocols. However, at lower node speeds,
AODV experiences slightly less jitter than OLSR. The consistently higher jitter incurred by

LS-AODV nodes is attributable to longer queue processing times.
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Figure 5.4 shows the routing overhead as a function of node mobility. Across all simulations,
OLSR delivers the highest routing overhead due to the routing protocols design philosophy
that requires continuous monitoring and updating of route tables. A key benefit of LS-
AODV is that no additional packet types or routing modifications are required to provide
authenticity, integrity, and confidentiality. Therefore, as expected, LS-AODV exhibits nearly
the same routing overhead as AODV, with only on average 40 more RREQ, RREP, or RERR
messages propagating across the network.
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Figure 5.4. Routing Overhead at Various Speeds. The Node Speed is Ad-
justed from 5 m/s to 25 m/s in Increments of 5 m/s.

5.1.2 Node Density

In this set of simulations, all parameters from Table 5.1 remain the same except for node
speed remaining constant at 10 m/s and node density varying from 20 to 100 in increments
of 10 nodes. LS-AODV, OLSR, and AODV generally exhibit negative performance trends
as the number of nodes in a grid area increases. This simulation set aims to analyze how
LS-AODV compares to other routing protocols when node densities scale, not finding an

optimal density of nodes.

An important observation comes from analyzing the PDR as the node density varies. Figure
5.5 suggests that LS-AODV outperforms OLSR and AODV with simulations containing 60
nodes or more, the highest positive difference coming at a density of 90 nodes. Furthermore,
although the PDR for all three protocols decreases, LS-AODV provides the smallest change
in PDR at 13%. Figure 5.6 proposes that in terms of delay, similar to the trend of LS-
AODV with varying node speeds, LS-AODV consistently exhibits higher delay regardless
of the size of the FANET. LS-AODV produces approximately 50% more delay than AODV
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in simulations with sparse grid areas. LS-AODV requires additional packet processing at

each intermediate node, reinforcing the expectation that LS-AODV will consistently exhibit
higher delay across simulations. LS-AODV closes the gap with AODV and OLSR from
50-90 nodes in denser node populations, nearly matching AODV delay at 100 nodes.
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Figure 5.5. Packet Delivery Ratio with Varied Node Density. The Node Den-
sity is Adjusted from 20 to 100 in Increments of 10 Nodes.
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Density is Adjusted from 20 to 100 in Increments of 10 Nodes.

Figures 5.7 and 5.8 describe the jitter and routing overhead for sparse or densely populated
FANETs, respectively. Network jitter projects similar results to the delay findings. The
routing overhead of AODV and LS-AODV perform considerably better than OLSR as the
node density increases. Summarizing the results of FANET performance as node density
varies, OLSR, in general, outperforms the other routing protocols in terms of delay and
jitter. However, AODV and LS-AODV offer consistently lower routing overhead and higher
PDR, with LS-AODV providing improved PDR in densely populated FANETs.
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5.1.3 Network Loading

Figures 5.9 - 5.12 depict the effect of network loading on various performance metrics. In

all cases, the connection rate (packets/sec) increases from 5 to 30 in increments of 5.

Figure 5.9 indicates that regardless of the chosen routing protocol, the PDR declines in a
near-linear fashion. For all connection rates tested, AODV without a cryptographic footprint
provides the highest PDR. LS-AODV and OLSR present similar trends, with LS-AODV
slightly outperforming OLSR at mid-range connection rates. Also, on average, LS-AODV

offers a 3% degrade in PDR across all connections rates.
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Figure 5.9. Packet Delivery Ratio with Varied Network Loading. The Con-
nection Rate is Adjusted from 5 to 30 pkts/sec in Increments of 5.

Figures 5.10 and 5.11 show the effect of network loading on delay and jitter, respectively.
OLSR delivers the lowest delay and jitter results for all network loading conditions. At 20
pkts/sec OLSR and AODV begin to merge, predominately in the delay simulations. LS-
AODV induces approximately 210 ms more delay and approximately 187 ms more jitter
than AODV. However, LS-AODV provides more consistent delay and jitter results compared

to the other routing protocols, with a standard deviation of 31.69 ms in delay and 54.78 ms
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in jitter. This consistency reinforces the notion that LS-AODV is advantageous in FANETSs

with dynamic network conditions.
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Figure 5.10. Average Network Delay with Varied Network Loading. The Con-
nection Rate is Adjusted from 5 to 30 pkts/sec in Increments of 5.
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The routing overhead is significantly affected by the connection rate. In Figure 5.12, we ob-
serve that with the AODV and LS-AODV routing protocols, the routing overhead increases
nearly fourfold when the connection rate changes from 5 pkts/sec to 30 pkts/sec. OLSR
delivers relatively consistent yet high routing overhead results regardless of the connec-
tion rate. As discussed in previous simulation sections, the expectation is that LS-AODV
demands nearly the same overhead footprint as the baseline AODV protocol. However, a
peculiarity exists at a connection rate of 25 pkts/sec; LS-AODV requires 305 more routing

packets for path discovery and maintenance than AODV requires.
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Figure 5.12. Routing Overhead with Varied Network Loading. The Connec-
tion Rate is Adjusted from 5 to 30 pkts/sec in Increments of 5.

5.1.4 Pause Time

Figures 5.13 - 5.16 depict the effects of pause time on various performance metrics. In
all cases, the pause time (secs) increases from 5 to 30 in increments of 5. In a military-
oriented FANET using nano drones, the pause time may vary depending on the mission set
and environmental conditions. For instance, if a swarm of nano drones follows a moving
vehicle, the pause time may be minimal. However, the opposite case may arise when the
nano drones conduct surveillance operations without a specific target. Once a drone acquires

a target of interest, it may pause in place for a variable amount of time.

Figure 5.13 illustrates the effect of pause time on the PDR. While the results are similar to
those found in the variable mobility case, a few key distinctions are evident. Overall, changes
in pause time produces slightly higher variability in PDR than changes in node mobility.
For example, the PDR standard deviations for AODV and LS-AODV during the mobility
simulation were 1.33 and 1.02, respectively. On the contrary, in the pause time simulation,
the PDR standard deviations for AODV and LS-AODV are 1.67 and 1.24. However, the
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highest PDRs out of any simulation for AODV and LS-AODV result when the pause time
is a moderate 15 seconds. Compared to AODV and OLSR, the LS-AODV routing protocol
delivers slightly higher marks for PDR when the pause time is 10 or 30 seconds.
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Figure 5.13. Packet Delivery Ratio with Varied Pause Time. The Pause Time
is Adjusted from 5 to 30 seconds in Increments of 5 Seconds.

The delay and jitter simulations produce similar trends. In Figures 5.14 and 5.15, we notice
a significant spike in delay and jitter at a pause time of ten seconds for all three protocols.
LS-AODV shows significant improvement when subject to simulations with higher pause
times. Notably, at pause times greater than 15 seconds, LS-AODV delivers a slightly higher
delay than AODV, and at pause times greater than 20 seconds produces slightly less jitter
at each node. The routing overhead comparison in Figure 5.16 illustrates that AODV and
LS-AODV consistently require fewer routing control packets than OLSR. With a 10-second
pause time, OLSR requires 3512 control packets while AODV and LS-AODV require 481
and 521, respectively.
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Figure 5.15. Network Jitter with Varied Pause Time. The Pause Time is
Adjusted from 5 to 30 Seconds in Increments of 5 Seconds.
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Figure 5.16. Routing Overhead with Varied Pause Time. The Pause Time is
Adjusted from 5 to 30 Seconds in Increments of 5 Seconds.

5.1.5 Throughput - Nominal Conditions

This section sets the conditions to evaluate the throughput available while conducting a
specific military operation. A FANET of nano drones works cooperatively to track and
deploy signal disruption capabilities above a fast-moving vehicular target. The vehicle is
traveling at approximately 60 mph across multiple city blocks. The drones are distributed
randomly across the grid and share information regarding the target with the network. Each

routing protocol is subject to the same mobility and traffic parameters, detailed in Table 5.2.
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Table 5.2. Simulation Parameters for Urban Military Operation

Mobility
Number of Nodes 40
Map Size 670 m X 670 m
Mobility Model Random Waypoint
Pause Time 2 sec
Speed 25 m/s
Simulation Time 1000 sec

Traffic
Traffic Type Constant Bit Rate
Packet Size 512 bytes
Connection Rate 10 pkts/sec
Routing Protocol

Protocols OLSR, AODV, LS-AODV

Figure 5.17 highlights the differences in throughput availability throughout the roughly 17-
minute mission. This simulation aims to provide one type of scenario that briefly highlights
the capability of LS-AODV in terms of network strength relative to two prominent FANET
routing protocols. OLSR provides the highest marks for throughput at 2.55 Mbps, and
LS-AODV delivers the lowest throughput at 2.00 Mbps. At the end of the next section
of simulations, the same scenario is put forth but with the realistic addition of malicious
nodes attempting to disrupt the military-based support FANET. With OLSR and AODV

implementing no security architecture to protect routing control packets, LS-AODV should

drastically outperform either routing protocol.
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Figure 5.17. Throughput Available for an Urban Military Operation. The
FANET of Nano Drones Works Cooperatively to Track and Deploy Signal
Disruption Capabilities Above a Fast-Moving Vehicular Target.

5.2 Black Hole Attack FANET Scenario

In this set of simulations, the goal is to examine the performance of a FANET of nano
drones while under attack from a nefarious actor. Specifically, the network is subject to a

black-hole attack with a range of malicious nodes.

5.2.1 Black-Hole Attack in AODV

An approved and vetted patch for several versions of NS-3 exists that implements the black-
hole attack within the AODV routing protocol. However, a similar patch is not available for
the OLSR routing protocol. Therefore, this scenario compares LS-AODV and AODV while

subject to a black-hole attack.

During the AODV route discovery process, a black-hole node convinces the source node
that it can provide the shortest path to a destination node. Specifically, the black-hole node
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responds to the source node RREQ with a false RREP containing the highest destination
sequence number. The source node will use the first reply from an intermediate node to
establish the route to the destination node. If a normal node responds first to the RREQ, then
the protocol works as intended. However, since the black-hole node does not need to check
its routing table during operation, it’s highly likely that its false RREP will arrive at the
source node first [19]. If the source node decides to use the route from the black-hole node,
all packets arriving at the black-hole node will be discarded. Without a robust cryptographic
footprint to protect the routing packets, the AODV routing protocol is easily susceptible to

a black-hole attack with little effort from a nefarious operator.

5.2.2 Mobility Under Threat

This simulation case investigates how changing the node speed affects routing protocol
performance while under threat from a black-hole attack. This simulation uses the same
mobility and traffic model parameters implemented in the non-threat FANET scenario of
Section 5.1. Two randomly chosen nodes within the simulation carry out the black-hole
attack. This corresponds to 10% of the FANET being compromised during the simulation

run. Table 5.3 summarizes the simulation parameters for the mobility case.
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Table 5.3. Simulation Parameters for Network Under Threat

Mobility
Number of Nodes 20
Map Size 670 m X 670 m
Mobility Model Random Waypoint
Pause Time 2 sec
Speed 10 m/s
Simulation Time 200 sec
Traffic

Traffic Type Constant Bit Rate
Packet Size 512 bytes
Connection Rate 10 pkts/sec

Routing Protocol
Protocols AODV, LS-AODV
Number of Malicious Nodes || 2

Figure 5.18 shows the PDR as a function of node mobility, with normal and malicious
nodes moving randomly across the grid area. Across the range of mobilities, LS-AODV
outperforms AODV. Specifically, LS-AODV offers on average 23.8% higher PDR then
AODV. Furthermore, as similarly shown in the mobility study of Section 5.1, LS-AODV
provides more consistent PDR as the node speed changes. These results are expected because
LS-AODV mitigates the effects of the black-hole attack by using a lightweight cryptographic
footprint.
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Figure 5.18. Packet Delivery Ratio at Various Speeds (Black-Hole Attack).
The Node Speed is Adjusted from 5 m/s to 25 m/s in Increments of 5 m/s.

Figures 5.19, 5.20, and 5.21 depict the delay, jitter, and routing overhead, respectively. At
all node speeds besides 15 m/s, AODV induces less delay, and regardless of the chosen
node speed, the jitter sum and routing overhead for AODV remains consistently lower than
the jitter sum and routing overhead for LS-AODV. There are two potential reasons for this
result. One is that LS-AODV requires more processing time at each intermediate node for
encrypting and authenticating each routing packet, therefore inducing higher delay, jitter,
and routing overhead. A second reason is that because the simulation does not distinguish
between normal nodes and black-hole nodes during the calculation of performance metrics
when a packet arrives at a black-hole node, its path terminates, resulting in artificially

low-performance metric readouts in the AODV case.

59



700 -
—£— AODV
= LS-ACDV
>
600 [ p3
™
7 5 s
. >
< 500 [ B
3 = 7 —— 7 A
2 / R Sbe o
= 400 [ 7
kS /
2 b
2 300 | - /
S SRR
o
@
=
<< 200 |-
100
o . | . . | |
0 5 10 15 20 25 30

Node Mobility (m/s)

Figure 5.19. Average Network Delay at Various Speeds (Black-Hole Attack).
The Node Speed is Adjusted from 5 m/s to 25 m/s in Increments of 5 m/s.
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Figure 5.20. Network Jitter at Various Speeds (Black-Hole Attack). The
Node Speed is Adjusted from 5 m/s to 25 m/s in Increments of 5 m/s.
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Figure 5.21. Routing Overhead at Various Speeds (Black-Hole Attack). The
Node Speed is Adjusted from 5 m/s to 25 m/s in Increments of 5 m/s.

5.2.3 Node Density Under Threat

In this set of simulations, all parameters from Table 5.3 remain the same except for the node
speed remaining constant at 10 m/s and node density varying from 20 to 100 in increments
of 10 nodes. Also, the number of black-hole nodes increases as the node density increases
to provide a constant 10% malicious-to-normal node ratio. The goal is to analyze how
LS-AODV compares to AODV when node densities scale and the routing protocols contend
with random black-hole nodes scattered throughout the grid area.

Unlike the node density simulation in Section 5.1, where LS-AODV only delivers higher
PDR in denser networks, Figure 5.22 suggests that LS-AODV outperforms AODV at all
node density levels. Furthermore, although the PDR for both protocols decreases, LS-AODV
provides the smallest change in PDR at 17%, while the AODV PDR decreases by 25%.
In Figures 5.23, 5.24, and 5.25, the delay, jitter, and routing overhead during a black-hole
attack is shown. These figures reinforce the notion that LS-AODV continues to require

higher delay, jitter, and routing overhead regardless of the inclusion of black-hole nodes in
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the network. However, a few exceptions are present when analyzing the jitter sum results.

In networks with 40, 80, or 90 nodes (10% of which are malicious), the jitter sum for LS-

AODV is slightly lower. The results of the node density simulation highlight the strength of

LS-AODV in providing consistently high PDR as the network scalability changes.
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Figure 5.22. Packet Delivery Ratio with Varied Node Density (Black-Hole
Attack). The Node Density is Adjusted from 20 to 100 in Increments of 10

Nodes.
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Figure 5.23. Average Network Delay with Varied Node Density (Black-Hole
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Figure 5.24. Network Jitter with Varied Node Density (Black-Hole Attack).
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Figure 5.25. Routing Overhead with Varied Node Density (Black-Hole At-
tack). The Node Density is Adjusted from 20 to 100 in Increments of 10
Nodes.

5.2.4 Network Loading Under Threat

This simulation set depicts the effects of network loading in a black-hole network on various
performance metrics. In all cases, the parameters match those of Table 5.3 except that the
connection rate (packets/sec) increases from 5 to 30 in increments of five, and the node

speed is set at ten m/s.

Figure 5.26 shows the PDR for both routing protocols. LS-AODV continues to provide
higher PDR compared to AODV regardless of the changes made to the network parameters.
Note the near-linear progression of the PDR of LS-AODV from 5 to 30 pkts/sec. While
a negative trend in PDR is present, the linear fashion of the LS-AODV routing protocol
suggests some amount of predictability is present as the connection rate changes. Further
analysis will provide greater insight into the predictive nature of the LS-AODV routing
protocol.
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Figure 5.26. Packet Delivery Ratio with Varied Network Loading (Black-
Hole Attack). The Connection Rate is Adjusted from 5 to 30 pkts/sec in
Increments of 5.

Figures 5.27 - 5.29 depict the remaining performance metrics. The results show similar
trends to those in Section 5.1 when the networks only contain normal nodes. However, with
the introduction of black-hole nodes, more significant fluctuations exist in the delay and
jitter results for either routing protocol. A spike in the delay and jitter for LS-AODV exists
at higher connection rates (> 20 pkts/sec). Since the LS-AODV routing protocol avoids the
black-hole nodes during the route discovery process, fewer valid network nodes are available
to transport packets from source to destination. The reduction in viable routes means that
as the connection rate rises, bottlenecks may form in the queues of particular intermediate

nodes.
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Figure 5.27. Average Network Delay with Varied Network Loading (Black-
Hole Attack). The Connection Rate is Adjusted from 5 to 30 pkts/sec in
Increments of 5.
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Figure 5.28. Network Jitter with Varied Network Loading (Black-Hole At-
tack). The Connection Rate is Adjusted from 5 to 30 pkts/sec in Increments
of 5.
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Figure 5.29. Routing Overhead with Varied Network Loading (Black-Hole
Attack). The Connection Rate is Adjusted from 5 to 30 pkts/sec in Incre-
ments of 5.

5.2.5 Pause Time Under Threat

Figures 5.30 - 5.33 depict the effects of pause time in a black-hole network on various
performance metrics. In all cases, the pause time (secs) increases from 5 to 30 in increments
of 5.

Figure 5.30 illustrates the effect of pause time on the PDR. The standard deviation of
the LS-AODV PDR is 1.49%, while the standard deviation of the AODV PDR is 5.40%.
LS-AODV provides higher and more consistent PDR than AODV regardless of the chosen
pause time. Figures 5.31 and 5.32 highlight the delay and jitter as the pause time varies.
The inclusion of black-hole nodes in the network causes a significant degree of fluctuation
and uncertainty in delay and jitter for either routing protocol. While LS-AODV continues
to induce higher delay and jitter in the network, specific cost optimization techniques may

reduce this negative trend across all network types.

70



100

95

90

85

80

75

70

Packet Delivery Ratio (%)

65

60

55

50

—=&— AODV
LS-AODV

e : 5
\\&// A
: I I I \2{ 3‘0 :

5 10 15 20 35
Pause Time (sec)

Figure 5.30. Packet Delivery Ratio with Varied Pause Time (Black-Hole
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Figure 5.31. Average Network Delay with Varied Pause Time (Black-Hole
Attack). The Pause Time is Adjusted from 5 to 30 seconds in Increments of
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Figure 5.32. Network Jitter with Varied Pause Time (Black-Hole Attack).
The Pause Time is Adjusted from 5 to 30 seconds in Increments of 5 Seconds.

Figure 5.33 highlights the effect of pause time on routing overhead when black-hole nodes
are randomly dispersed throughout the network. At the lower and higher ends of the pause
time spectrum, LS-AODV requires, on average, 57 more packets to establish and maintain
routes throughout the network. However, at median pause times, LS-AODV requires, on

average, 170 more packets.
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Figure 5.33. Routing Overhead with Varied Pause Time (Black-Hole Attack).
The Pause Time is Adjusted from 5 to 30 seconds in Increments of 5 Seconds.

5.2.6 Malicious Node Density
This simulation describes the throughput availability as the number of malicious nodes
changes. Twenty nodes are randomly spread out across a grid, with 1-5 of those nodes

being designated as black-holes.

Figure 5.34 shows that as black-hole nodes compromise a larger portion of the FANET,
the throughput availability for LS-AODV and AODV diminishes. However, a significant
negative trend difference exists between both routing protocols. Specifically, the throughput
of LS-AODV reduces by 0.54 Mbps, while the throughput of AODV reduces by 1.17 Mbps.
Also, note that LS-AODV provides higher throughput, particularly in the extreme case where
25% of the FANET is compromised. AODV only provides 0.29 Mbps versus LS-AODV at
1.54 Mbps, an 81.0% reduction in throughput availability.
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Figure 5.34. Throughput with Varied Number of Malicious Nodes.

5.2.7 Throughput - Threat Conditions

This section sets the conditions to evaluate the throughput available while conducting a
specific military operation in a combat zone with known threats. A FANET of nano drones
works cooperatively to track and deploy signal disruption capabilities above a fast-moving
vehicular target. The vehicle is traveling at approximately 60 mph across multiple city blocks.
The drones are distributed randomly across the grid and share information regarding the
target with the network. The enemy combatants attempt to disrupt the FANET by deploying
five nano drones tasked with conducting a black-hole attack. Each routing protocol is subject

to the same mobility and traffic parameters, detailed in Table 5.4.
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Table 5.4. Simulation Parameters for Urban Military Operation Under Threat

Mobility
Number of Nodes 40
Map Size 670 m X 670 m
Mobility Model Random Waypoint
Pause Time 2 sec
Speed 25 m/s
Simulation Time 1000 sec

Traffic
Traffic Type Constant Bit Rate
Packet Size 512 bytes
Connection Rate 10 pkts/sec
Routing Protocol

Protocols AODV, LS-AODV
Number of Malicious Nodes || 5

Figure 5.35 highlights the difference in throughput availability throughout the roughly 17-
minute mission. With only 12.5% of the FANET compromised by black-hole nodes, the
throughput available by drones using the AODV routing protocol is significantly hampered.
AODV provides 0.519 Mbps throughput compared to the optimal case scenario in Section
5.1.5, where AODV provides 2.111 Mbps, a 75.4% reduction. With such a considerable re-
duction in throughput, the drones using AODV may be unable to effectively track and disrupt
the communication signal of the vehicle of interest. On the other hand, LS-AODV performs
exceptionally well in comparison to AODV. LS-AODV delivers 1.842 Mbps throughput, a
254.9% greater capacity. Also, the LS-AODV routing protocol, compared to the optimal
case scenario in Section 5.1.5, provides only 7.8% less throughput when operating with

malicious nodes attempting to disrupt the protocol’s functionality.
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Figure 5.35. Throughput Available for an Urban Military Operation Under
Threat. 12.5% of the FANET is Compromised by Black-Hole Nodes.

5.3 Summary of Results

This chapter conducts simulations based on two FANET scenarios. The first scenario
compares LS-AODV to other prominent ad hoc routing protocols when the network operates
under optimal conditions, i.e., no black-hole nodes attempting to disrupt communication.
The second scenario compares LS-AODV to the AODV routing protocol when the network
is subject to persistent black-hole attacks. In both scenarios, various performance metrics are

compared while the node mobility, node density, network loading, and pause time changes.

In the first scenario, with optimal conditions, LS-AODV generally provides slightly lower
PDR than AODV, higher delay and jitter then both AODV and OLSR, and higher rout-
ing overhead than AODV but significantly less overhead than OLSR. However, in a few
instances, LS-AODV does outperform or match the performance of the other routing pro-
tocols. Specifically, when analyzing the PDR as the node speed changes, LS-AODV out-
performs OLSR in all instances and matches the AODV PDR at node speeds of 20 m/s.
Also, when analyzing the PDR as the node density changes, LS-AODV performs better than
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AODV at higher node densities, with LS-AODV delivering 7% more packets than AODV
and 8% more packets than OLSR in FANET simulations with 90 nodes. While reviewing
all simulations, a key takeaway is that LS-AODV tends to deliver more consistent and less

fluctuating performance metrics, in particular the PDR of the various routing protocols.

In the second scenario, with black-hole nodes included in the FANET, LS-AODV con-
sistently provides a higher PDR regardless of changes made to the network parameters.
Across all simulations where black-hole nodes compromise 10% of the FANET, LS-AODV
delivers on average 36.2% higher PDR than AODV. The expectation is that LS-AODV will
induce more delay and jitter into the FANET, regardless of the FANET setup or inclusion
of black-hole nodes. However, in a few instances, LS-AODV produces less delay or jitter
than AODV. For example, the set of simulations analyzing mobility indicates that the delay
for LS-AODV is 102.13 ms less than that of AODV. Furthermore, in the set of simulations
analyzing node density, the jitter value for LS-AODV is lower than that of AODV at node
densities of 40, 90, and 100.

In both scenarios, a simulation of realistic mission parameters pits different routing protocols
against each other. Precisely, the simulations measure the throughput availability for each
routing protocol when a FANET of nano drones is tasked with tracking and disrupting the
cell phone signal coming from a moving vehicle. In the first scenario, OLSR provides the
highest throughput availability of 2.55 Mbps while AODV and LS-AODV provide 2.11
Mbps and 2.00 Mbps, respectively. In contrast, LS-AODV drastically outperforms AODV
when the same scenario is run in Section 5.2, with the only addition being that of 5
black-hole nodes tasked with disrupting the communication links between nano drones. LS-
AODV delivers 1.842 Mbps of throughput, a 254.9% greater capacity than AODV under the
same conditions. Furthermore, LS-AODV experiences a 0.156 Mbps decline in throughput
availability when black-hole nodes are randomly dispersed across the FANET, whereas
AODV experiences a 1.592 Mbps decline in throughput availability. Based on the totality
of results presented, we have shown that LS-AODV provides a means for secure routing in
a FANET of nano drones while not incurring a comparatively higher cost in delay, jitter, or

routing overhead.
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CHAPTER 6:

Conclusions

This chapter highlights the key findings from the thesis and provides recommendations for

future work.

6.1 Summary

Deploying a FANET of nano drones equipped with monitoring or signal-jamming appli-
cations ushers in a unique hybrid style of warfare. With a likely low production cost, a
large-scale FANET can be deployed across future battlefields, providing operators on the
ground with valuable real-time intelligence. Developing a FANET of nano drones requires
solving complex problems regarding the trade-off of routing protocol security and resource
constraints. This thesis offered a solution by integrating the lightweight cryptographic func-

tions, Trivium and Chaskey-12 into the widely used AODV routing protocol.

This thesis designed and assessed the performance of the novel Lightweight Secured Ad
Hoc On-Demand Distance Vector routing protocol (LS-AODV) in a FANET architecture.
The performance evaluation of Trivium and Chaskey-12 suggested that using LS-AODV
in a hardware environment will ensure a significant portion of power reserves can be
directed towards other drone applications. The security evaluation of Trivium and Chaskey-
12 highlighted the strength of LS-AODV to thwart a multitude of routing attacks. This
thesis demonstrated that the LS-AODV routing protocol successfully maintains network

connectivity while under attack from black-hole nodes.

In the non-threat FANET scenario, LS-AODV generally outperformed OLSR when analyz-
ing PDR and routing overhead. However, because OLSR uses proactive routing techniques,
it consistently induced less network jitter and delay than LS-AODV. AODV induced less
network jitter and delay and had less routing overhead than LS-AODV because it does
not have a cryptographic footprint. However, LS-AODV provided a higher PDR when the
network contained more than 50 nodes and, for the most part, delivered more consistent
and less fluctuating performance metrics. In the threat FANET scenario, LS-AODV steadily
provided a much higher PDR and throughput than AODV and, in some instances, generated
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less network delay and jitter.

6.2 Recommendations for Future Work

For future work, the following recommendations are provided:

* Implement the LS-AODV routing protocol in a hardware environment. Since Trivium
and Chaskey-12 are primarily designed for hardware-based systems with limited
resource capacity, this thesis indubitably underrepresents the potential of LS-AODV

in real-world applications.

* Build a testbed comprised of fully functional PD-100 Black Hornet or equivalent
nano drones. Currently, the PD-100 Black Hornet uses AES-256 encryption for
video and photo transmission between a single drone and a mission control interface
[6]. However, AES-256 may not offer the same benefits when the nano drones are

incorporated into a densely populated swarm FANET, as simulated in this thesis.

* Study and test the Kreyvium [44] stream cipher as a replacement for Trivium in
the LS-AODV routing protocol. Kreyvium is a 128-bit derivation of the Trivium
stream cipher. However, with a larger key size comes a resource and latency tradeoff.
Comparing Kreyvium and Trivium as encryption schemes within LS-AODV will
provide greater insight into the delicate balance of routing security versus resource

management.

* This thesis shows that LS-AODV performs well when operating under threat from a
black-hole attack. However, other FANET routing attacks exist, such as the wormhole
attack, rushing attack, and selfish node attack. An in-depth analysis of multiple attacks
against LS-AODV may reveal which operations are essential to security and whether

changes to the LS-AODV design paradigm might be necessary.
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APPENDIX: Sample NS-3 Routing Protocol

Comparison Program

This C++ script was used to build a FANET within NS-3 and test multiple routing protocols
under various network conditions. The script provides several output mediums, including

the command line, Flow Monitor parsed files, and the NetAnim interface.

#include <fstream>

#include <iostream>

#include "string"

#include "ns3/core-module.h"
#include "ns3/network-module.h"
#include "ns3/internet-module.h"
#include "ns3/mobility-module.h"
#include "ns3/aodv-module.h"
#include "ns3/olsr-module.h"
#include "ns3/config-store-module.h"
#include "ns3/netanim-module.h"
#include "ns3/LSAODV-module.h"
#include "ns3/wifi-module.h"
#include "ns3/applications-module.h"
#include "ns3/flow-monitor.h"
#include "ns3/flow-monitor-helper.h"

#include "ns3/flow-monitor-module.h"

using namespace ns3;

NS_LOG_COMPONENT_DEFINE ("LS-AODV-Routing-Compare");
class RoutingExperiment

{

public:
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RoutingExperiment ();
void Run (int nSinks, double txp, std::string CSVfile);
std::string CommandSetup (int argc, char **argv);

private:
Ptr<Socket> SetupPacketReceive(Ipv4Address addr,Ptr<Node>node);
void ReceivePacket (Ptr<Socket>socket);
void CheckThroughput ();
uint32_t port;
uint32_t bytesTotal;
uint32_t packetsReceived;
std::string m_CSVfile;
int m_nSinks;
std::string m_protocolName;
double m_txp;

uint32_t m_protocol;

};

RoutingExperiment::RoutingExperiment ()
port (9),
bytesTotal (0),
packetsReceived (0),
m_CSVfile ("LS-AODV-Routing.Output.csv"),
m_traceMobility (false),
m_protocol (1)

static inline std::string
PrintReceivedPacket (Ptr<Socket> socket, Ptr<Packet> packet)
{

SocketAddressTag tag;

bool found;
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found = packet->PeekPacketTag (tag);

std::ostringstream o0ss;

0ss << Simulator::Now ().GetSeconds () << <<
socket->GetNode ()->GetId ();
if (found)
{
InetSocketAddress addr =InetSocketAddress::

ConvertFrom(tag.GetAddress ());

0SS << received one packet from " << addr.GetIpv4d QO;
}
else
{
0oss << " received one packet!";
}

return oss.str ();

}

void RoutingExperiment::ReceivePacket (Ptr<Socket> socket)

{
Ptr<Packet> packet;

while ((packet = socket->Recv ()))

{
bytesTotal += packet->GetSize ();
packetsReceived += 1;
NS_LOG_UNCOND (PrintReceivedPacket (socket, packet));
}
}
Ptr<Socket>

RoutingExperiment::SetupPacketReceive (Ipv4Address addr,
Ptr<Node>node)

TypeId tid = Typeld::LookupByName ("ns3::UdpSocketFactory");
Ptr<Socket> sink = Socket::CreateSocket (node, tid);
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InetSocketAddress local = InetSocketAddress (addr, port);
sink->Bind (local);
sink->SetRecvCallback
(MakeCallback (&RoutingExperiment::ReceivePacket,this));
return sink;

}

std::string

RoutingExperiment::CommandSetup (int argc, char **argv)

{
CommandLine cmd ;
cmd.AddValue ("protocol","1=0LSR;2=A0DV;3=LSAODV;...
"4=MALICIOUS_AODV;5=MALICIOUS_LSAODV;",m_protocol);
cmd.Parse (argc, argv);

return m_CSVfile;

int main (int argc, char *argv([])

{
RoutingExperiment experiment;
std::string CSVfile = experiment.CommandSetup (argc,argv);
std::ofstream out (CSVfile.c_str ());
out << "SimulationSecond," <<
"ReceiveRate," <<
"PacketsReceived," <<
"NumberOfSinks ," <<
"RoutingProtocol ," <<
"TransmissionPower" <<
std::endl;
out.close ();
int nSinks = 10;
double txp = 20;
experiment.Run (nSinks, txp, CSVfile);
3
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void RoutingExperiment::Run(int nSinks,double txp,std::
string CSVfile)
{

Packet::EnablePrinting (Q);

m_nSinks = nSinks;

m_txp = txp;

m_CSVfile = CSVfile;

int nWifis = 20;

double TotalTime = 200.0;

std::string rate ("5120bps");

std::string phyMode ("DsssRatellMbps");
std::string tr_name ("LSAODV-routing-compare'");
int nodeSpeed = 10; //in m/s

int nodePause = 2; //in s

m_protocolName = "protocol";

uint32_t SentPackets = 0;
uint32_t ReceivedPackets = 0;
uint32_t LostPackets = 0;

Config::SetDefault ("ns3::0nOffApplication::PacketSize",
StringValue ("512"));

Config::SetDefault ("ns3::0nOffApplication::DataRate",
StringValue (rate));

Config::SetDefault ("ns3::WifiRemoteStationManager::
NonUnicastMode", StringValue (phyMode));

NodeContainer adhocNodes;
NodeContainer not_malicious;
NodeContainer malicious;

adhocNodes.Create(nWifis);
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WifiHelper wifi;
wifi.SetStandard (WIFI_PHY_STANDARD_80211b);

YansWifiPhyHelper wifiPhy = YansWifiPhyHelper::Default ();
YansWifiChannelHelper wifiChannel;

wifiChannel.SetPropagationDelay (
"ns3::ConstantSpeedPropagationDelayModel");
wifiChannel.AddPropagationLoss ("ns3::FriisPropagationLossModel");
wifiPhy.SetChannel (wifiChannel.Create ());

WifiMacHelper wifiMac;

wifi.SetRemoteStationManager ("ns3::ConstantRateWifiManager",
"DataMode",StringValue (phyMode),
"ControlMode",StringValue (phyMode));

wifiPhy.Set ("TxPowerStart",DoubleValue (txp));
wifiPhy.Set ("TxPowerEnd", DoubleValue (txp));

wifiMac.SetType ("ns3::AdhocWifiMac");
NetDeviceContainer adhocDevices =
wifi.Install(wifiPhy,wifiMac,adhocNodes);

MobilityHelper mobilityAdhoc;

int64_t streamIndex = 0;

ObjectFactory pos;

pos.SetTypeId ("ns3::RandomRectanglePositionAllocator");
pos.Set ("X",StringValue(
"ns3::UniformRandomVariable[Min=0.0]|Max=670.0]"));
pos.Set ("Y",StringValue(

Ptr<PositionAllocator> taPositionAlloc =
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pos.Create ()->GetObject<PositionAllocator> ();

streamIndex += taPositionAlloc->AssignStreams(streamIndex);

std::stringstream ssSpeed;
ssSpeed<<"ns3::UniformRandomVariable[Min="
<<nodeSpeed<<"|Max="<<nodeSpeed<<"]";
std::stringstream ssPause;
ssPause<<"ns3::ConstantRandomVariable[Constant="<<nodePause <<"]";
mobilityAdhoc.SetMobilityModel ("ns3::RandomWaypointMobilityModel",
"Speed", StringValue (ssSpeed.str (),
"Pause", StringValue (ssPause.str ()),
"PositionAllocator", PointerValue(taPositionAlloc));
mobilityAdhoc.SetPositionAllocator (taPositionAlloc);
mobilityAdhoc.Install (adhocNodes);
streamIndex += mobilityAdhoc.AssignStreams (adhocNodes,
streamIndex) ;

AodvHelper aodv;

AodvHelper malicious_aodv;
LSAODVHelper LSAODV;
LSAODVHelper malicious_LSAODV;
OlsrHelper olsr;
Ipv4ListRoutingHelper 1list;
InternetStackHelper internet;

switch (m_protocol)

{

case 1:
list.Add (olsr, 100);
m_protocolName = "OLSR";
break;

case 2:

list.Add (aodv, 100);
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m_protocolName = "AODV";
break;

case 3:
list.Add (LSAODV, 100);
m_protocolName = "LSAODV";
break;

case 4:
list.Add(malicious_aodv, 100);
m_protocolName = "MALICIOUS_AODV";
break;

case 5:
list.Add(malicious_LSAODV,100);
m_protocolName = "MALICIOUS_LSAODV";
break;

default:
NS_FATAL_ERROR ("No such protocol:" << m_protocol);

if (m_protocol < 4)
{
internet.SetRoutingHelper (list);
internet.Install (adhocNodes);
3
else if(m_protocol == 4)
{
internet.SetRoutingHelper (aodv);
internet.Install (not_malicious);
malicious_aodv.Set("IsMalicious",BooleanValue(true));
internet.SetRoutingHelper (malicious_aodv);
internet.Install (malicious);
}
else if(m_protocol == 5)

{
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internet.SetRoutingHelper (LSAODV);

internet.Install (not_malicious);
malicious_LSAODV.Set("IsMalicious",BooleanValue(true));
internet.SetRoutingHelper (malicious_LSAODV);

internet.Install (malicious);

NS_LOG_INFO ("assigning ip address");

Ipv4AddressHelper addressAdhoc;

addressAdhoc.SetBase ("10.1.1.0", "255.255.255.0");
Ipvd4InterfaceContainer adhocInterfaces;

adhocInterfaces = addressAdhoc.Assign (adhocDevices);
Ptr<OutputStreamiWrapper> routingStream =
Create<OutputStreamWrapper> ("aodv.routes", std::ios::out);
aodv.PrintRoutingTableAllAt (Seconds (8), routingStream);

OnOffHelper onoffl ("ns3::UdpSocketFactory",Address ());
onoffl.SetAttribute ("OnTime",

StringValue ("ns3::ConstantRandomVariable[Constant=1.0]"));
onoffl.SetAttribute ("OffTime",

StringValue ("ns3::ConstantRandomVariable[Constant=0.0]1"));

for (int i = 0; i < nSinks; i++)
{

Ptr<Socket> sink = SetupPacketReceive (adhocInterfaces.
GetAddress (i), adhocNodes.Get (i));
AddressValue remoteAddress(InetSocketAddress(
adhocInterfaces.GetAddress (i), port));
onoffl.SetAttribute ("Remote", remoteAddress);
Ptr<UniformRandomVariable> var =

CreateObject<UniformRandomVariable> ();

ApplicationContainer temp = onoffl.Install (adhocNodes.Get

(i + nSinks));
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temp.Start (Seconds (var->GetValue (100.0,101.0)));
temp.Stop (Seconds (TotalTime));

3
std::stringstream ss;
ss << nWifis;
std::string sNodes = ss.str ();
std::stringstream ss2;
ss2 << nodeSpeed;
std::string sNodeSpeed = ss2.str ();
std::stringstream ss3;
ss3 << nodePause;
std::string sNodePause = ss3.str ();
std::stringstream ss4;
ss4 << rate;
std::string sRate = ss4.str ();
std::stringstream ss5;
Ss5 << txp;
std::string sTxp = ss5.str ();
tr_name = m_protocolName + "_" + sNodes + "nodes";
m_CSVfile = tr_name;

FlowMonitorHelper flowmon;

Ptr<FlowMonitor> monitor = flowmon.InstallAll ();

NS_LOG_INFO ("Run Simulation.");
Simulator::Stop (Seconds (TotalTime));

AnimationInterface anim (tr_name+"-animation.xml");

Simulator::Run ();
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int j=0;
float AvgThroughput = 0;
Time Jitter;

Time Delay;

Ptr<Ipv4FlowClassifier>classifier = DynamicCast

<Ipv4FlowClassifier> (flowmon.GetClassifier ());
std: :map<FlowId, FlowMonitor::FlowStats> stats =
monitor->GetFlowStats ();

for (std::map<FlowId, FlowMonitor::FlowStats>::

const_iterator iter =

stats.begin (); iter != stats.end (); ++iter)

{
Ipv4FlowClassifier::FiveTuple t =
classifier->FindFlow (iter->first);

NS_LOG_UNCOND("----Flow ID:" <<iter->first);
NS_LOG_UNCOND ("Src Addr" <<t.sourceAddress << "Dst Addr "<<
t.destinationAddress);
NS_LOG_UNCOND ("Sent Packets=" <<iter->second.txPackets);
NS_LOG_UNCOND ("Received Packets =" <<iter->second.rxPackets);
NS_LOG_UNCOND ("Lost Packets =" <<
iter->second. txPackets-iter->second.rxPackets);
NS_LOG_UNCOND ("Packet delivery ratio =" <<
iter->second.rxPackets*100/iter->second. txPackets << "%");
NS_LOG_UNCOND ("Delay =" <<iter->second.delaySum);
NS_LOG_UNCOND("Jitter =" <<iter->second. jitterSum);
NS_LOG_UNCOND ("Throughput =" <<iter->second.rxBytes * 8.0/
(iter->second.timelLastRxPacket.GetSeconds () -
iter->second.timeFirstTxPacket.GetSeconds())/1024/1024
<<"Mbps");
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SentPackets = SentPackets +(iter->second.txPackets);
ReceivedPackets = ReceivedPackets + (iter->second.rxPackets);
LostPackets = LostPackets +

(iter->second. txPackets-iter->second.rxPackets);
AvgThroughput = AvgThroughput +(iter->second.rxBytes * 8.0/
(iter->second.timelLastRxPacket.GetSeconds()-
iter->second.timeFirstTxPacket.GetSeconds())/1024/1024);
Delay = Delay + (iter->second.delaySum);

Jitter = Jitter + (iter->second. jitterSum);

j =3+ 1;

AvgThroughput = AvgThroughput/j;
NS_LOG_UNCOND("-Total Results of the simulation-"<<std::endl);

NS_LOG_UNCOND ("Total sent packets =" << SentPackets);
NS_LOG_UNCOND ("Total Received Packets =" << ReceivedPackets);
NS_LOG_UNCOND("Total Lost Packets =" << LostPackets);
NS_LOG_UNCOND ("Packet delivery ratio =" <<

((ReceivedPackets*100)/SentPackets)<< "%");

NS_LOG_UNCOND ("Average Throughput ="<<AvgThroughput<<"Mbps");
NS_LOG_UNCOND ("Average Network Delay =" << Delay/j);
NS_LOG_UNCOND ("Network Jitter =" << Jitter/j);

NS_LOG_UNCOND ("Total Flow id " << j);

monitor->SerializeToXmlFile((tr_name +".flowmon").

c_str(),true, true);

Simulator::Destroy ();
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