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• Cognitive architecture, algorithms, and software systems are important to model 
complex reasoning, cognitive functions, and decision-making in defense applications. 

• Depict a generic representation of a multi-segment war game  leveraging machine 
intelligence with two opposing players with asymmetrical rules of engagements.

• The war game uses Event-Verb-Event (EVE) rules and structures,  integration of a 
reinforcement learning (Soar-RL) technique to achieve decision-making superiority.  

• Soar is a cognitive architecture (Laird, 2012) and RL (Sutton, 2014) is a class of ML/AI 
algorithms capable of automating some cognitive functions of warfighters,  the 
decision-making of a tactical action officer in a CID task (Zhao, 2016; Mooren, 2017; 
Zhao et al., 2017, 2018).

• Soar-RL which have a natural linkage to causal learning of three layers of a causal 
hierarchy - association, intervention, and counterfactuals, as well as a few other key 
elements of causal learning.

• Causal learning techniques has the potential for tactical decision edge for the players.  
Causal learning is closely related to anticipatory thinking of human cognition.

• Our method can be applied  to defense applications in the vast, complex, and uncertain 
areas of Cybersecurity and Information Warfare, including such applications as 
combat identification, Battlespace Awareness, C-C4ISR, Assured C2, 
modeling/simulation, and mission planning and war games. 

Data Set and Simulation Design

Data representation: Boolean lattice including 
counterfactuals

• Two opposing 
asymmetrical 
players with 
different rules 
of engagements

• Rules generated 
top down from 
experts or 
bottom up data 
mining from 
previous 
knowledge and 
databases

• EVE example: 
"If an opponent 
is found 
(event), then 
track (verb) the 
opponent using 
tool A" and "if 
the opponent 
has been 
successfully 
tracked (event), 
then target 
(verb) the 
opponent using 
tool B."

Results: Soar-RL XAI Learning Process

Conclusions

• We showed the EVE structures and integration of reinforcement 
machine and causal learning techniques in a multi-segment war game. 

• We showed how the EVE structures and related machine intelligence 
techniques reflect the critical elements of causal learning. 

• The integration of machine and causal learning techniques has the 
potential for tactical decision edge for defense applications.
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