“Lalhoun

Institutional Archive of the Naval Pastgraduate School

Calhoun: The NPS Institutional Archive
DSpace Repository

Faculty and Researchers Faculty and Researchers' Publications

2019-12

Modeling Large-Scale Warfighter Cognitive
Reasoning and Decision- Making Using
Machine Learning (ML), Artificial Intelligence
(Al), and Game Theory (GT)

Zhao, Ying; Kendall, Tony A.

Monterey, California: Naval Postgraduate School

http://hdl.handle.net/10945/70016

This publication is a work of the U.S. Government as defined in Title 17, United
States Code, Section 101. Copyright protection is not available for this work in the
United States.

Downloaded from NPS Archive: Calhoun

Calhoun is the Maval Postgraduate School's public access digital repository for

‘: DUDLEY research materials and institutional publications created by the NPS community.
lﬂ“‘ Calhoun is named for Professor of Mathematics Guy K. Calhoun, NPS's first

m“ KNOX appointed — and published — scholarly author,

LIBRARY Dudley Knox Library / Maval Postgraduate School
411 Dyer Road / 1 University Circle
Monterey, California USA 93943

hitp://www.nps.edu/library



Causal Learning in Modeling Multi-segment War Game Leveraging

x
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Big Picture, Challenges, and Goals Multi-segment War Game Using Event-Verb-Event (EVE) Rules

* Cognitive architecture, algorithms, and software systems are important to model . Two opposing Multi-segment War Game Leveraging Machine Intelligence
complex reasoning, cognitive functions, and decision-making in defense applications. asymmetrical Verb (V) Categories for Blue, Events (E) Happen at Each segment
 Depict a generic representation of a multi-segment war game leveraging machine players with
. Segment 1 Segment 2 Segment 3 Segment 4 Segment 5
intelligence with two opposing players with asymmetrical rules of engagements. different rules
e The war game uses Event-Verb-Event (EVE) rules and structures, integration of a of engagements Fy i . Oobonent:
. . . . . . . . Rules generated pponen’ .
reinforcement learning (Soar-RL) technique to achieve decision-making superiority. y : o Another player with the
: oy : : . tOp down from F— same target and EVEs
e Soaris a cognitive architecture (Laird, 2012) and RL (Sutton, 2014) is a class of ML/AI experts or (rules of engagements)
algorithms capable of automating some cognitive functions of warfighters, the b d £ E o Red asymmetrical forces
. . . : : : . ottom up ata * MOE: win with the minimum
decision-making of a tactical action officer in a CID task (Zhao, 2016; Mooren, 2017; mining from ot
Zhao et al,, 2017, 2018). . F -
previous
e Soar-RL which have a natural linkage to causal learning of three layers of a causal
_ o _ _ 5 5 y knowledge and Collections of large number of EVEs in each segment
hierarchy - association, intervention, and counterfactuals, as well as a few other key databases
elements of causal learning. . EVE example:
e (Causal learning techniques has the potential for tactical decision edge for the players. "If an opponent
Causal learning is closely related to anticipatory thinking of human cognition. is found | |
53 oS4 S5 for Blue
e Our method can be applied to defense applications in the vast, complex, and uncertain (event), then
areas of Cybersecurity and Information Warfare, including such applications as track (verb) the ) @
combat identification, Battlespace Awareness, C-C4ISR, Assured C2, opponent using " | @"" o
modeling/simulation, and mission planning and war games. tool A" and "if
the opponent p ° «
Data Set and Simulation Design has been
tracked (event),

Soar-RL large-scale test data: 1.3M training combinations/400K test
combinations and 50 attributes, ~25 attributes are state variables, and ~25 are then target > 3 4

action variables foremo]] e . Er : M

opponent using | ey
tool B." | 'r

Red EVEs affect Blue EVEs

S5

Table 1: Sequential or Parallel Asymmetric Action Combinations

Self-player Opponent
(e.g., environment or
adversaries) ] - i
Action/state combination d; 0; Dz_ﬁne_ prelerences (e.g., ;;”mr;b”“fn gmm ;“ E‘]C“”f Soar-RL and Counterfactuals
on/ i hati . combination component c_k) e k_v_1r_ 1, c_k_v (O_r_1, , , , .
Action/state combination ; 0; ckovlr0. and ]f L v 070 For emmplé ko lrl In our representation as in Table 2, each action combination
Action combination dy oM means “if an action combination component ¢_k 1s included consist ol nmluple components ‘“f'fh""h can be repre?enled
: E (v = 1). there is a prelerenf.,e [prﬂh \bility) c_k_v_1r_1 for as binary 1 (action or condition included) or 0 (action or
S S condition not included) as a Boolean lattice[21].

Table 2: Action Combination Components the sell-player to win the game in the end (r = 1).” When a Soar—Ri learns/updates llhel rules. it
Action/state combination cr | ¢ | ... | cx | End reward We show how the preferences can be computed for the learns/updates the preferences of the action cnmpmnenls as
component rules. Let m be the number of rules and N the number of well as their counterfactuals. therefore

1 |0 0 | win data for Soar-RL to perform on-policy learning [18][19]. _ _
1 1 o |1 not win o P(good result|action component k included),
Y ) Q(S151, ar1) = Qs ag)+alr+v mai{ Q(s41,a)—Q(st, )] e P(good result|action component k not included),
" (1) o P(bad result|action component k not included), and
states or actions - _ _
Since we only consider an on-policy setting or SARSA, e P(bad result|action component k not included)
: .. : ()(s441,a) = 0 and let o : .
Data representation: Boolean lattice 1nclud1ng 2(St41,a) h are estimated mde_pendemly. We are. able to compare
f 1 & = us('r‘t 1 — Q(,c; Ny (2) P(good result|action component k included) with its
counterfactuals B i g 1§ live counterfactual P(bad result|action component k not included)
{'k_’ ré' I = i Of a pos }ve fewir ( or —1 lor a hegallve 123_ for all the components and select the components that have
ward. In order to converge, 7, = Q(s., a.) in Equation (2), the difference greater than a predefined threshold.

===========S0ar Predicted:1
===========Ground Truth:1
===========Sp0ar-RL's Decision Correct!

===========50ar Predicted:®
===========Ground Truth:1
===========Soar-RL's Decision Wrong!

Results: Soar-RL XAI Learning Process Rules updated: Rules updated:
05 (preference) =0 01@ (preference) =7.4074087407407408e-006
Self_player_action_component_53 not included Fnod Self_player_action_component_53 not included good
Adaptation Mode ('b' for binary or 's' for spreadsheet):b
Input data (1 or @ separated by comma):1,0,0,1,0,0,08,0,1,08,0,1,0,0, 1~ 05 (preference) =? ' 01le (preference) ??.49?49?49?49?4886-3?6
Type ground truth 1(good) or @(bad):1 Self_player_action_component_52 not included good ‘ Self_player_action_component_52 not included good
05 (preference) =0 01@ (preference) =7.407407407407408e-006
Self_player_action_component_51 included good Self_player_action_component_51 included good
05 (preference) =0 010 (preference) =7.407407407407408c-006
| — . . - .
Results' Soar RL Convergence Self_player_action_component_58 not included good Self_player_action_component_50 not included good

05 (preference) =0 018 (preference) =7.407407407407408¢-006

Self player_action_component_49 not included good self plaver action component 49 not included sood
Soar-RL Preferences Changes _player_ _component_ g

05 (preference) =0 010 (preference) =7.407407407487488c-006

2 4 Self player action component 48 not included good . -
Preferences changes ~Prayer_ —~comp - & Self_player_action_component_48 not included good
18 1 #
16 - i}
. Conclusions
1.2 -

 We showed the EVE structures and integration of reinforcement
machine and causal learning techniques in a multi-segment war game.

: _ « We showed how the EVE structures and related machine intelligence
o techniques reflect the critical elements of causal learning.

2l e . N  The integration of machine and causal learning techniques has the
o : : : * e ] potential for tactical decision edge for defense applications.
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