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Project Description:
Safety concerns arise when deploying AI 
technology in weapon systems, autonomous 
systems carrying weapons/sensors/comms, and 
mission planning and decision aids. When AI 
technology is deployed in a weapon system, 
robot, or planning system, there is a likelihood 
that unwanted events occur. Naval Ordnance 
Safety and Security Activity (NOSSA) is 
responsible for understanding that likelihood 
and making risk decisions on naval employment. Artificial Intelligence (Altmann, 2019)
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Research Questions:
• What are the key factors to ensure 

system safety is addressed within the 
design and development of an AI 
deployed weapon system?  

• What process is needed to understand 
how the design and development of a 
weapon system might cause an 
unwanted event?  
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Findings:

• The current state of knowledge in the area does 
not yet provide effective mitigations for several 
of these hazards.

• There is no known effective defense against 
adversarial examples.

• We developed a new defense against adversarial 
examples that improves performance over all 
previously known methods.
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