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Discriminator Accuracy

1007 W * The discriminator accuracy is always a function of the
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Training iterations
Training is fast. Classifier is accurate

Signal to Noise Ratio

Classifier Accuracy vs SNR
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Accurate at almost any practical SNR.

Conclusions

The SGAN performed exceptionally well at sorting The SGAN should be tested against data more typical
SOIs within a large dataset using only pre- of radio signal collections including center frequency
demodulated data and with minimal training offset, random initial phase, sample rate jitter, and
times, thus providing the required automated multipath fading. The SGAN should be tested
approach. against radio signals collected over-the-air.
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