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ABSTRACT 

 In Los Angeles County, wildfires are among the most catastrophic environmental 

events caused by regional characteristics and climate change. In this study, we develop a 

point process model to estimate the probability of wildfires based on historical weather 

data and past wildfires data from Los Angeles County from 2004 to 2018. First, we 

partition Los Angeles County into small rectangular regions, called voxels, with daily 

temporal resolution. Then, we use random forests and generalized additive models to 

obtain estimated probabilities on a training data set. In addition to daily weather and 

fuel-condition measurements, our models incorporate seasonal and geographical effects. 

Because measurements on weather and fuel conditions are available only from a fixed set 

of remote automated weather stations , their data must be averaged to relate them to the 

voxel level, and the way this is done is a factor in modeling. Through the developed 

model, it is possible to obtain localized, estimated probabilities of wildfires. Ultimately, 

this tool can aid Los Angeles County Fire Department in improving its capability and 

effectiveness. 
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EXECUTIVE SUMMARY 

Wildfires in Los Angeles County are among the most catastrophic environmental 

hazards caused by regional characteristics and climate change. In a real-life situation, the 

commander of the Los Angeles County Fire Department (LACoFD) usually decides when 

and where to augment equipment or where to pre-position firefighters. In many cases, such 

decisions depend on the commander’s judgement. Ideally, a commander would operate 

rationally, based on an objective analysis of the entire risk situation. 

Our objectives are to describe spatial and temporal dependence that may lead to the 

development of improved models for predicting wildfires. In this research project, we 

develop a point process model to estimate wildfire probabilities in accordance with 

historical weather and past wildfires data observed in Los Angeles County from 2004 to 

2018. This spatio-temporal point process modeling approach not only contributes to 

helping LACoFD unit commanders make more informed decisions but also reveals new 

information to LACoFD. For instance, based on historical weather data, it is feasible with 

this point-process model to estimate the occurrence of future wildfires stochastically. 

The wildfire probabilities estimating model proposed in this thesis is based on point 

process modeling using Remote Automated Weather Stations (RAWS) data and historical 

wildfires occurrence data. RAWS data contains the Burning Index (BI), temperature, 

relative humidity, etc. The data was provided to the Naval Postgraduate School by the 

LACoFD. Our research was confined to the Los Angeles County area and the specific time 

from May 4, 2004, to December 31, 2018.  

By partitioning Los Angeles County into small rectangular regions (25km2 each), 

called “voxels,” with daily temporal resolution, we use random forests and generalized 

additive model to obtain estimated probabilities on a training data set. To estimate the 

probabilities for wildfires from the RAWS data, we utilize the latitude and longitude 

coordinates of center of voxels in Los Angeles County to find the nearest RAWS. 

In addition to daily weather and fuel condition measurements, our models 

incorporate seasonal and geographical effects. Because measurements on weather and fuel-



xvi 

condition are available only at a fixed set of stations, their data must be averaged to relate 

them to the voxel level, and the way this is done is a factor in modeling. For each date, we 

assign predictor variables to each voxel. Weather and environmental variables, however, 

are not measured for each voxel. Instead, we calculate a set of weights for each voxel to 

apply to the 21 RAWS stations, based on the distances of a voxel center to each of those 

stations. We start by creating a matrix of weights: each row is a voxel, and each column is 

a RAWS. Only RAWS that are present can be used in averaging. RAWS stations that are 

closer to a voxel center are assigned more weight than those farther away, but there is no 

unique way to do this. We explore a series of formulas that range from applying the same 

weight to each RAWS (straight averaging) to applying a large weight to the closest RAWS 

and small weights to all others. 

We measure the performance of the point-process model by dividing the past 

wildfires occurrence data of 256 voxels into the training data and test data. We estimate 

model parameters using training data consisting of the period from May 4, 2004, to 

December 31, 2014, and evaluate the results on test data from the period of January 1, 

2015, to December 31, 2018. For model selection we use the area under the receiver 

operating characteristic curve as a measure of predictive capability. Our research 

demonstrates the existence of these effects in two ways: first, by noting that four predictor 

variables that capture past and nearby incidences of wildfires into our models contribute 

measurably to the predictive quality of the models; and second, by finding notable spatio-

temporal correlations in the residuals that we derive from those models. Although our 

models are an improvement over those that do not include spatio-temporal predictors, other 

models that more fully capture spatio-temporal effects may be more accurate. Through this, 

we obtain localized, estimated probabilities of wildfires occurring, and this information can 

serve as one component of the process through which the LACoFD can improve its 

capability and effectiveness.  
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I. INTRODUCTION 

A. BACKGROUND 

In Los Angeles County area, wildfires are among the most catastrophic 

environmental events that adversely affect resident life. Wildfires have frequently occurred 

in Los Angeles County due to regional characteristics and climate change. As this danger 

increases, wildfire prevention and management has emerged as a critical issue. A summary 

of all 2021 wildfires in California, reported 8,835 wildfires and a total of 2,568,948 acres 

burned (California Department of Forestry and Fire Protection [CALFIRE] 2021). This 

data reveals a dramatic and troubling increase from 2020, when wildfires burned 61,850 

acres within Los Angeles County (Los Angeles County Fire Department 2021). Although 

wildfires can occur due to natural causes and as well as human carelessness, large-scale 

wildfires are clearly affected by meteorological factors such as wind, humidity, and 

drought. However, rapid response through correct prediction can protect the people’s 

property and lives from the risk of wildfires. For effective fire management, it is essential 

to identify the spatio-temporal variability in wildfire intensity. In this thesis research, 

historic weather data is used for model fitting, and it comes from the Remote Automated 

Weather Station (RAWS) system for the Los Angeles County area. Figure 1 is an image of 

RAWS. The weather data used consist of 21 RAWS data sets for Los Angeles County, 

each representing one day from May 4, 2004, to December 31, 2018.  

In a real-life situation, the commander of the Los Angeles County Fire Department 

(LACoFD) usually decides when and where to augment equipment or where to pre-position 

firefighters. In many cases, such decisions depend on the commander’s judgement. Ideally, 

a commander would operate rationally, based on an objective analysis of the entire risk 

situation. Such analysis would rely on quantitative factors such as the Burning Index, 

temperature, and relative humidity.  
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Figure 1. A Remote Automated Weather Station (RAWS) 

in Idaho. Source: raws.nifc.gov (2021). 

B. RESEARCH OBJECTIVES 

The goal of our research is to identify the spatial and temporal properties of wildfire 

occurrences in Los Angeles County. Our approach to achieving this goal is to develop a 

point-process model for fires that allows us to investigate these properties over an extended 

period. We use geocoded data on daily fire occurrences together with RAWS data collected 

from May 4, 2004, to December 31, 2018, for this purpose. By partitioning Los Angeles 

County into small rectangular regions (25km2 each), called “voxels,” with daily temporal 

resolution, we employ random forests and generalized additive models to obtain estimated 

probabilities on a training data set, and we evaluate performance on a test data set. By 

examining the structure of the estimated models and residuals obtained from them, we 

obtain insights that allow us to achieve our research objectives.  

C. THESIS STRUCTURE 

This thesis is organized as follows. In Chapter II, we explore the literature on 

wildfire probabilities estimation models. We review literature not only on wildfire 

research, but also include a spatio-temporal analysis of another phenomenon. Chapter III 
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explains the weather data processing to build our model from an array of 21 RAWS data 

from 2004 to 2018 and the detailed process of fitting a model using the point process 

algorithm. Chapter IV presents the results obtained by applying the model and analyzes the 

results from various aspects. Chapter V discusses the conclusions drawn from our analysis 

and offers suggestions for potential extensions requiring further research. 
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II. LITERATURE REVIEW 

There are two previous studies at the Naval Postgraduate School (NPS) that have 

used the LACoFD data, and there is extensive literature on the topic of predicting events 

from historical data. The literature review is carried out in chronological order. In the 

examination of the progress of this research, parts that need to be studied in more depth  

are suggested. 

Preisler et al. (2004) present a model for estimating the probability of wildfire 

occurrence in their study that focuses on Oregon. They use a spatio-temporal 

nonparametric logistic regression model for this purpose. The authors group their data by 

voxels that provide daily measurements on a grid of squares that are 1km2 in size. In our 

thesis, we adopt a similar approach to obtain estimated probabilities of wildland fires in 

Los Angeles County. Using the results of their model the authors produce a monthly maps 

of wildland fire risk in Oregon based on the predicted probability. The total number of fires 

per month can be visualized for each voxel and compared with the actual number of fires 

in a specific period. Nonetheless, the authors note their model’s limitations due to the high 

variability of estimates. Accordingly, it was suggested that more weather variables and 

topographic data be collected to improve the estimates. Consequently, we used more 

variables than the ones in the mentioned study to predict the probability of wildfires 

occurring in Los Angeles County.  

Genton et al. (2006) use clustering of wildfire events in the St. Johns River Water 

Management District in Florida between the years 1981 and 2001 to explain the irregular 

distributions of wildfires. Those researchers use factors such as human resources and fuel 

to optimize resources for fire suppression. By conducting an analysis of the structure of 

clustering using three stages of modeling (pure-spatial, pure-temporal and spatio-

temporal), the authors identify lightning and arson as the main causes of wildfires in that 

region. The authors also use spatial visualization to describe the risk of wildfires, a 

technique that we also employ. 
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Xu and Schoenberg (2010) present a point process modeling of wildfire hazard in 

Los Angeles County using data from 1975 to 2000. Although the Burning Index (BI) is 

often used as a predictor of wildland fires, the authors find that it is less effective in 

predicting wildland fires in Los Angeles County than directly employing the same 

variables used to construct the BI. The authors investigate the predictive ability of the 

model using a set of covariates that include seasonal forest fire trend, past spatial image 

pattern, and weather-related variables to fit the point process models. They find that a 

multiplicative model, which directly uses weather variables, provided significantly 

improved predictions relative to models that account for the covariates using BI.  

Diggle et al. (2013) present the Log-Gaussian Cox processes (LGCP) model for 

studying spatio-temporal phenomena such as lung cancer mortality or wildland fire risk in 

a geographical region over a particular period. Although the authors do not consider 

wildland fires specifically, the applications that they consider (describing spatial point 

patterns for the occurrence of hickory trees in a forested region, for the occurrence of 

bovine tuberculosis in cattle herds, and for lung cancer mortality in a region of Spain) point 

to the potential usefulness of LGCPs to model a variety of geostatistical paradigms 

including wildland fires.  

McEvoy et al. (2019) analyze the relationship between severe drought and wildland 

fire damage in California and Nevada between 2012 and 2015 and confirm the 

effectiveness of using drought indices to predict large wildland fires. It can be seen by 

season that there is a strong correlation between the four drought indices and fire risk. The 

more severe the drought, the greater the chances of large wildland fires. Their findings 

were tested and checked with a research team in Northern California in 2018. Initial 

feedback was received that fire management could be effectively performed by utilizing 

drought indices such as the Evaporative Demand Drought Index.  

Scholz (2019) presents two predictors necessary for developing an Augmented 

Optimization Model (AOM) through a statistical method for the LACoFD. First, the 

probability of fire for the Los Angeles County area was estimated using logistic regression. 

Second, Scholz estimated the expected wildfire area using a multiple linear regression 

model. Based on these two variables, an optimized model that includes available staff and 
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equipment, the cost of enacting off-duty firefighters and moving equipment was proposed 

under a limited budget. 

Opitz, Bonneu and Gabriel (2020) analyze the occurrence of forest fires through 

Bayesian stochastic modeling to prevent forest fires and estimate the probabilities of forest 

fires occurring in the Mediterranean Sea region from 1995 to 2018. They identify the 

mechanisms affecting the intensity of forest fires and quantify them. Then, they develop a 

point-process framework for the observed forest fire ignition point and fit the spatio-

temporal log-Gaussian Cox process models. Finally, they implement the solution by 

specifying covariates and count values using a package in R that does approximate 

Bayesian Inference for the Integrated Nested Laplace Approximation method. They also 

use frequency-based inference techniques to estimate fixed-effect and random-effect 

hyperparameters, thereby realizing statistical inference and enabling the prediction of 

wildfires.  

Seeberger (2020) presents Augmented Optimization Models with Simulation 

(AOMS) based on a mathematical decision-making tool for the efficient placement of 

resources during the initial outbreak of a wildfire, using simulations to identify problems 

with the estimates of the AOM presented by Scholtz (2019). Using feedback from the 

LACoFD, the author proposes a new solution evaluation that incorporates accessibility, 

terrain slope, and hand-crew resources. The AOMS are upgraded using these 

enhancements, and a more efficient objective function for optimization of resources is 

presented.  
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III. METHODOLOGY

In this chapter we describe the process of producing an analyzable data set from the 

wildfire data provided to us by the LACoFD. We also describe several models that we use 

to analyze the data, and the methods we employ for addressing the study questions using 

our proposed models. 

A. DATA PREPARATION

1. Description of Data

Our approach is based on point-process modeling using RAWS data and historical 

wildfires occurrence data for Los Angeles County from May 4, 2004, to December 31, 

2018. The RAWS variables include weather and information on vulnerability to wildfires 

due to the condition of vegetation in a particular area. A Burning Index (BI) that combines 

weather and environmental data into a measure of vulnerability to fire, is also included. A 

detailed description of the variables is given in Scholz (2019) and is reproduced below in 

Table 1. 

Table 1. RAWS variables collected in Los Angeles County. 
Source: LACoFD (2021). 

Predictor Description 
 Date  Date of RAWS data 
 BI  Burning Index 
 Temperature  Temperature in Fahrenheit 
 RH  Relative Humidity 
 Wind  Wind speed (mph) 
 LFM  Live Fuel Moisture. It is missed about 27% 
 KBDI  Keetch-Byram Drought Index 
 DFM  Dead Fuel Moisture 
 ERC  Energy Release Component 
 SC  Spread Component 
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For data analysis we use R (R Core Team 2021), which is a statistical language and 

environment for computing and graphics. R is capable of handling large amounts of RAWS 

data for data processing. Moreover, R is also effective as a tool for visualizing wildfires 

data on maps. The weather data used in this thesis consists of 21 RAWS data sets in Los 

Angeles County, each representing one day from May 4, 2004, to December 31, 2018. 

Although we do not use them in our analyses, LACoFD recognizes five climatic zones in 

Los Angeles County identified as Santa Monica Mountains, Santa Clarita Valley, High 

County, Los Angeles Basin, and Antelope Valley. Figure 2 shows these zones and the 

locations of the 21 RAWS (Brown et al. 2021).  

Figure 2. Los Angeles County climatic zones and RAWS 
locations. Source: Brown et al. (2021). 

2. Formation of Voxels

In order to conduct a spatio-temporal analysis of wildfire occurrences, we divide 

Los Angeles County into a grid of small, square-shaped regions called voxels, each with 

an area of 25 km2. Each voxel is observed daily for the occurrence of wildfires, which is 
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the basis of our analysis. Figure 3 shows the subdivision of Los Angeles County into 347 

voxels that are contained entirely within its boundaries. We count the number of wildfire 

events in each voxel over the time frame of our study. To account for the spatial association 

between voxels, we further limit our analysis to only those voxels that have a full set of 

eight neighbors (north, south, east, west, and diagonally incident), which reduces the region 

of interest to 256 voxels. These voxels are shown in yellow in Figure 3. In each voxel and 

on each day, we record the variable Fire that is equal to zero if no wildfire occurred and 

equal to one if at least one wildfire occurred. Due to the size of the voxels, it is unusual to 

observe more than one fire in the same voxel on the same day. 

 
The 256 voxels shown in yellow have a full set of eight neighboring voxels 

Figure 3. Partitioning of Los Angeles County into square 
(5 km × 5 km) voxels 

3. Cleaning of RAWS Data 

It is not unusual in data analysis to address data quality issues, including analyses 

that use RAWS data. For example, Live Fuel Moisture (LFM) is missing on nearly 25 

percent of days, which explains our decision not to use this variable in our analyses. The 
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weather variables contain a small number of obvious errors or outliers, such as 

temperatures that are below zero or above 120 degrees Fahrenheit, and relative humidity 

measurements that are negative or above 100 percent. We use imputation to replace these 

values with measurements from other stations on the same day.  

4. Assignment of RAWS Data to Voxels

Our models incorporate seasonal and geographical effects including daily weather 

and fuel condition measurements. Because measurements on weather and fuel-condition 

are available only at a fixed set of stations, their data must be averaged to relate them to 

the voxel level, and the way this is done is a factor in modeling. For each date, we assign 

predictor variables to each voxel. However, weather, and environmental variables are not 

measured for each voxel. Instead, we calculate a set of averaging weights for each voxel to 

apply to the 21 RAWS stations, based on the distances of a voxel center to each of those 

stations, which we depict in Figure 4. There are many ways to determine a set of weights 

that have the desired properties., and we explore a series of formulas that range from 

applying the same weight to each RAWS (straight averaging) to applying a large weight to 

the closest RAWS and small weights to all others. Figure 5 describes the process that we 

use for defining the weights, which depends on a nonnegative parameter a that regulates 

the degree to which the weights are diffused depending on distances between a voxel center 

and the set of RAWS locations. The derived weights, which we denote as 𝑤𝑤𝑖𝑖𝑗𝑗, are used for 

averaging RAWS variables across stations (subscript j) to produce an interpolated set of 

variables at a given voxel (subscript i). If 𝑎𝑎 = 0 all weights are equal and simple averaging 

is used; but as a becomes larger, the weight of the RAWS that is closest to the voxel 

approaches 1, and all other weights approach 0. 
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Figure 4. Distance and weights between the voxel center and RAWS 

Figure 5. Procedure for calculating voxel dependent weights 

There are days during the study period for which some or all RAWS measurements 

are not available. Therefore, we adopt the following rule: weighted averaging of 

measurements from available RAWS stations is used on a given day if at least 15 stations 

report measurements; otherwise, averaging is not used and that day is removed from our 

analyses. The procedure outlined in Figure 5 is modified accordingly. The time frame of 
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our analysis (May 4, 2004, to December 31, 2018) comprises 5,355 days, of which 3,653 

satisfy our rule for inclusion. 

5. Derivation of Time-Lagged Variables

We construct the following additional predictors for point process models. Variable 

Spatial is the total number of fires that occurred in the voxel during the time spanned by 

the learning data set (May 4, 2004, to December 31, 2015). Figure 6, which shows a heat 

map for the Spatial variable, indicates which areas of Los Angeles County are more likely 

to experience wildfires due to their locations. The variable Fire.prior indicates whether a 

fire occurred in the same voxel during the prior day, and Fire.last5 indicates whether a fire 

occurred during the last five days. The variables Nghb.prior and Nghb.last5 are indicators 

of fire occurrences in at least one of the eight neighboring voxels on the prior day or during 

the prior five days, respectively. Variable Week (which takes on the values 1 to 52) is used 

to detect seasonal effects.  

Table 2. Additional predictors for point process modeling 

Predictor Description 

Spatial Total number of fires that occurred in a voxel during the 
training period (5/4/2004 to 12/31/2015) 

Fire.prior 
Binary: if fire occurred on the prior day in the voxel, the 
value is 1; otherwise, 0 

Fire.last5 
Binary: if fire occurred during the prior five days in the 
voxel, the value is 1; otherwise, 0 

Nghb.prior 
Binary: if fire occurred on the prior day in at least one of 
the neighboring eight voxels, the value is 1; otherwise, 0 

Nghb.last5 
Binary: if fire occurred during the prior five days in 
neighboring voxels the value is 1; otherwise, 0 

Week Week of the year (taking on the values 1 to 52) 
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Figure 6 shows a heatmap of locations of wildfires occurrences in Los Angeles 

County from 2004 to 2014 by voxel level. 

 
Deeper red coloring implies higher occurrence of fires 

Figure 6. Heatmap of locations of wildfires occurrences in Los 
Angeles County from 2004 to 2014 by voxel level 

6. Designation of Training and Test Data Sets 

The data that we use for our research consists of daily measurements for each of 

256 voxels during the time frame of the study, excluding days on which sufficient RAWS 

measurements are not available. We partition the data into a training data set (which we 

use to fit the model) and a test dataset (which we use to evaluate model performance). The 

training dataset comprises the period from May 4, 2004, to December 31, 2015, and the 

test data set comprises the period from January 1, 2016, to December 31, 2018. 

Additionally, we examine model performance on “high fire risk” voxel-day combinations 

in the test data set. These instances consist of the 128 voxels with the highest incidence of 
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fires in the training data (variable Spatial) during weeks 23 to 48 which correspond 

approximately to the six months with the highest fire risk (June through November). Table 

3 gives a brief summary of the training and test data sets. The proportions of observations 

with fires are shown in parentheses. 

Table 3. A summary of the training and test data sets 

Data Set Period Observations Voxels with Fire 

Training 5/4/2004 to 12/31/2014 622,848 1,820 (0.29%) 

Test 1/1/2015 to 12/31/2018 312,320  782 (0.25%) 

High-risk test subset 82,176  400 (0.64%) 

TOTAL 5/4/2004 to 12/31/2018 935,168 2,602 (0.27%) 

 

B. MODEL FORMULATION  

It is natural to treat the occurrence of wildfires in Los Angeles County as a time-

and spatially dependent stochastic process. The inclusion of predictor variables allows this 

process to account for inherent spatial variability, seasonal effects, time-lagged effects, and 

environmental conditions (including weather). By discretizing time into days and the 

spatial aspect into voxels it becomes possible to employ well-known estimation methods 

such as Poisson or logistic regression to the counts of fires in small spatio-temporal regions. 

Because the number of fires on a given day in any fixed 25 km2 region of Los Angeles 

County most likely is equal to zero, and when not zero most likely is equal to one, Poisson 

or logistic regression could be used almost interchangeably to produce probability 

estimates or to assess the influence of predictor variables. To illustrate, let 𝜆𝜆 denote the 

mean of a Poisson random variable 𝑋𝑋 for which the probability that 𝑋𝑋 is greater than 1 is 

negligibly small, and let 𝑌𝑌 = 𝑚𝑚𝑚𝑚𝑚𝑚(𝑋𝑋, 1). Then, 𝐸𝐸(𝑌𝑌) = 𝑃𝑃(𝑌𝑌 = 1) = 𝑝𝑝, where 

 𝑝𝑝 = 1 − 𝑒𝑒𝑒𝑒𝑒𝑒( − 𝜆𝜆) ≈ 𝜆𝜆  (1) 
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if 𝜆𝜆 is a small, positive number. A linear predictor based on a set of explanatory variables 

is estimated with both types of generalized linear regression models. With Poisson 

regression, the linear predictor estimates 𝑙𝑙𝑙𝑙𝑙𝑙( 𝜆𝜆), and with logistic regression it estimates 

logit(𝑝𝑝) ≡
def
𝑙𝑙𝑙𝑙𝑙𝑙(𝑝𝑝/1 − 𝑝𝑝), which Equation (1) implies is approximately the same as 

𝑙𝑙𝑙𝑙𝑙𝑙( 𝜆𝜆). Therefore, either type of model can be used to produce essentially the same 

analysis. We use logistic regression or extensions of it for consistency, as did other 

authors, including Scholz (2019). 

An alternative to a model-based approach is to use a machine-learning method to 

estimate the probability of fire in a voxel from a set of explanatory variables. There are 

several advantages to this approach: the form of a model does not have to be specified in 

advance, and complex interactions between variables can be incorporated into the predictor. 

The main disadvantages are that the black-box nature of a machine learner does not 

naturally lend insight into how the explanatory variables influence the estimates, and the 

final product is not easily ported into other applications such as a resource-optimization 

model used by Scholz (2019) or Seeberger (2021). Despite these shortcomings, we use 

random forests (Breiman 2001) to identify important predictors for our model-based 

approach. 

1. Random Forests 

Random forest is a widely used machine-learning algorithm that uses bootstrap 

aggregation of decision trees to develop predictors of an outcome variable. In addition, 

random forests can be used for various analysis purposes such as selecting important 

predictor variables, expressing interactions between those variables, and obtaining accurate 

metrics for model performance. For our research, we implement the software of random 

forests in the R package ranger (Wright et al. 2017), and we use functions from the 

package randomForestExplainer (Paluszynska et al. 2020) to interpret the results of 

fitting a random forest to data. 
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2. Generalized Additive Models 

A generalized additive model (GAM) is an extension of a generalized linear model 

(GLM) which is used to develop regression-like prediction models for exponential families. 

A GLM expresses the relationship between the mean 𝜇𝜇 of the outcome variable and the 

predictor variables using a function of the following form 

 𝑔𝑔(𝜇𝜇) = 𝛽𝛽0 + 𝛽𝛽1𝑋𝑋1 + ⋯+ 𝛽𝛽𝑘𝑘𝑋𝑋𝑘𝑘 , (2) 

where 𝑔𝑔(𝜇𝜇) is the link function, and 𝑋𝑋1, …𝑋𝑋𝑘𝑘 are predictor variables. The expression on 

the right side of Equation (2) is the response function, which in this case is a linear function 

of the predictor variables. The link function depends on the type of GLM that is being fit. 

For Poisson regression 𝑔𝑔(𝜇𝜇) is the natural logarithm and for logistic regression it is the 

logit function introduced earlier. These models are fit to data using maximum likelihood 

estimation. GAM extends the GLM framework by allowing the response function to be 

additive in the predictors 

 𝑔𝑔(𝜇𝜇) = 𝑠𝑠1(𝑋𝑋1) + ⋯+ 𝑠𝑠𝑘𝑘(𝑋𝑋𝑘𝑘),   (3) 

where 𝑠𝑠1, … , 𝑠𝑠𝑘𝑘 are possibly unspecified functions of the predictors. These functions are 

estimated using smoothers such as splines or kernel smoothers. The reader is referred to 

Faraway (2016) for details on fitting a GLM or GAM to data. 

We use GAMs to estimate wildfire probabilities in Los Angeles County based on 

predictor variables that need transformations. For example, because the variable Week is 

cyclic its transformation should be nonlinear and agree at the endpoints. Similarly, 

meteorological and environmental variables should not be assumed to have linear effects. 

We use the R software function gam in the mgcv package (Wood 2006) to fit GAMs. 

3. Predictor Variable Selection 

The predictor variables that we consider can be grouped into three categories. The 

first category represents “static” effects that are well known in advance to influence the 

probability of a fire in a particular voxel or on a particular day. The variables Spatial and 

Week belong to this category. The second category, which represents spatio-temporal 
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effects, includes the variables Fire.prior, Nghb.prior, Fire.last5, and Nghb.last5. The third 

category consists of the daily RAWS variables: BI, Temperature, RH, Wind, LFM, KBDI, 

DFM, ERC, and SC. For the models that we consider we always include variables from the 

first and second categories as predictors, which we refer to as the “default” variables. For 

variables in the third category, we adopt the approach used by Xu and Schoenberg (2010) 

to compare the effect of BI relative to all other RAWS variables excluding BI. The 

reasoning is that BI is already a function of the other RAWS variables. It is of interest to 

examine whether BI is effective in capturing the information from those variables. For 

Model 1, we use default variables and BI. For Model 2, we use default variables and all 

RAWS variables except BI. Figure 7 shows the variables selection for building a point 

process model. The same variables are used to make comparisons between a GAM and 

random forests. 

Figure 7. Variables selection for building point process models 

C. MODEL ASSESSMENT

In order to address our study objectives, it is necessary to evaluate and compare the

performance of different models that we fit to the data. An important consideration is that 

the probability of a fire in any voxel on a particular day is certain to be small. Typical 

performance metrics for classifiers such as false positive or false negative rates do not lend 
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much insight to this assessment. We do not, in any case, make claims about the ability of 

our models to accurately predict the occurrence of a fire in a small location on a given day. 

Instead, we focus on aspects of fire generation that are detectable with our models, such as 

spatio-temporal dependence and the influence of predictor variables. 

In classification problems, the area under the receiver operating characteristic 

(ROC) curve (AUC) is often used as a metric for model performance. The ROC curve is a 

plot of the sensitivity (detection of true effects) of a classifier versus its specificity (non-

detection of spurious effects). If AUC is equal to 1 the classifier is essentially perfect, while 

a value of .5 suggests a classifier that does not perform better than guessing. We compare 

models fit to the training data by calculating their AUC values on the test data. 

The influence of predictor variables in models that we consider can be measured in 

various ways. Random forests measure importance of a predictor variable by calculating 

the average depth of splitting of the bootstrapped decision trees that involve that variable. 

Smaller values indicate greater importance. The estimated smoothing function of a variable 

obtained from a GAM can be examined for evidence that it is not consistent with a constant. 

Statistical measures such as P-values for variable effects are also used, although they do 

not measure the impact of a predictor variable in determining outcomes. 

Assessment of spatial or temporal effects poses challenges due to the fact that the 

probabilities of fire are not homogeneous in either respect. In regression problems this is 

overcome by examining residuals from the fitted model. In a logistic regression model, 

deviance residuals are used which take the form (Faraway 2016) 

𝑟𝑟𝑖𝑖 = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑦𝑦𝑖𝑖 − 𝑝̂𝑝𝑖𝑖) ⋅ �−2(𝑦𝑦𝑖𝑖logit(𝑝̂𝑝𝑖𝑖) + 𝑙𝑙𝑙𝑙𝑙𝑙( 1 − 𝑝̂𝑝𝑖𝑖)), (4) 

where 𝑦𝑦𝑖𝑖 = 1  if a fire occurred in observation 𝑖𝑖  and 𝑦𝑦𝑖𝑖 = 0  otherwise; and 𝑝̂𝑝𝑖𝑖  is the 

estimated probability of a fire. We emphasize that these residuals are formed by estimating 

the model on the training data and using it to predict the test data. Because the probabilities 

of fire in a voxel on a single day are typically very small, the vast majority of residuals are 

negative numbers with small magnitudes; but on the relatively few occasions where fires 

occur, the residuals tend to be positive numbers with large magnitudes. Although useful 
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inferences with these residuals is possible by averaging large numbers of them, the effect 

of single fires as “outliers” remains to some extent. 

We assess spatial and temporal effects by “stacking” the residuals in Equation (4) 

by voxel, which creates 256 time series over the time span. To reduce outlier influences 

we replace each residual in a series by its rank, where the smallest value is assigned a value 

of 1, the second largest a value of 2, etc. To detect spatial effects, we produce the 256 × 

256 rank-correlation matrix across voxels and average the correlations for voxels that share 

a common distance between voxel centers. To detect temporal effects, we calculate the 

rank-autocorrelation function for each voxel and average these values across voxels at 

common time-lag values. We calculate standard errors under a null hypothesis of no 

correlation by permuting the 256 time series separately 1000 times and recalculating the 

respective statistics. The use of rank-based measures of correlation in a time series context 

is discussed in Hallin and Puri (1991). 
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IV. RESULTS 

Our research is to further develop estimating the probability of wildfires in Los 

Angeles County using the daily weather variables recorded at RAWS and past wildfire 

occurrences. We start with a basic model that utilizes the smoothing effect, which is 

implemented through the R function gam in the mgcv package for generalized additive 

models, and the R function ranger in the ranger package for random forests. This model 

allows us to find out to what degree the seasonal and geographical effects influence the 

probabilities of wildfires in Los Angeles County. In addition, we are expanding the model 

so that it can estimate the probability of wildfires using other variables recorded at RAWS. 

We also conduct in-depth research on how much RAWS data we use for each voxel based 

on distance to find appropriate weights. Through this, we develop the best model that can 

also check the intensity of the probabilities of wildfire at a specific location. We also study 

what value to estimate by interpolating missing data for meteorological and environmental 

variables. Our analysis consists largely of two parts. First, we discuss the model fitting and 

model comparisons, using the area under the receiver operating curve (AUC). We look 

specifically at how well the model estimates predict wildfires in voxel-day combinations 

that are most prone to wildfires based on historical data. Second, we analyze dependence 

with respect to time and space that remains after fitting our models.  

A. MODEL FITTING AND ASSESSMENT 

Based on the probability values estimated for each voxel, we can find the voxels 

with the highest probabilities of fire occurrence for resource allocation. Scholz (2019) 

selected areas to be allocated resources based on a partitioning of Los Angeles County into 

twenty-one areas; unlike his study, we consider 256 areas (voxels) that comprise smaller 

areas (25 km2). We begin by presenting a summary of the point process models that we fit 

to the training data and analyze their performance on the test data.  

1. Random Forests and Variable Importance 

To use a spatio-temporal point process modeling approach, we divide Los Angeles 

County into small rectangular region called “voxels,” as explained in Chapter III. We 
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consider the occurrence of fires within each voxel as a function of time which we take as 

the outcome variable. We would like to find the best combination of variables for 

estimating wildfire probabilities. To do this, we fit a random forest to the training data with 

all of the predictor variables described in Chapter III using the R function ranger. We also 

include the variable Weekend, which is equal to 1 if the day falls on a Saturday or Sunday 

and is equal to 0 otherwise. We then use the R function randomForestExplainer on the 

estimated model to visualize the variable importance. As explained in Chapter III, high 

importance of a predictor is revealed by decision trees that contain splits on the variable at 

the earliest stages, which is measured by depth taking on smaller values. Figure 8 shows 

the result of this analysis. The variable Weekend is the least important of the predictor 

variables, and it is substantially weaker than the second least important predictor (Wind), 

which justifies our decision to exclude this variable from further analyses. 

Figure 8 shows that Spatial is the most important variable: it indicates where fires 

are likely to occur solely from the geographical positioning of a voxel. This is not 

surprising: some voxels are in areas with large amounts of fuel for wildfires, others are not. 

The next three most important variables (Fire.prior, Nghb.prior, and Fire.last5) belong to 

our spatio-temporal set of predictors. Knowledge that a fire occurred in the same voxel the 

prior day, in a neighboring voxel the prior day, and in the same voxel during the last five 

days, stand out as important; and we note that these variables would be available to decision 

makers. The remaining spatio-temporal variable (Nghb.last5) is in the middle of the range 

of variable importance. 
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Figure 8. Variable importance using the R function 

randomForestExplainer 

2. Comparisons of Models 

Results of model-fitting are summarized in order to assess the quality of the 

estimated models, and to achieve our research objectives that are focused on the spatial and 

temporal properties of wildfires in Los Angeles County. Using the variable selection 

method described in Chapter III Section A, we fit various models using training data, then 

evaluate their performance using test data by calculating and plotting their AUC values. 

Table 4 shows AUC values with various setting of the parameter a which determines how 

weighted averages of the RAWS variables are calculated. GAM Model 1 has the highest 

AUC values but GAM Model 2 and Random Forests Model 1 perform similarly. It is 

noteworthy that AUC changes little as a function of a, which may be due to low variability 

of RAWS variables over Los Angeles County on a given day. As expected, all models tend 
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to perform less well on the high-risk test set where fires are more frequent. Random Forests 

Model 2 shows the largest degradation in performance in this respect.  

The effects of spatio-temporal variables (Fire.prior, Fire.last5, Nghb.prior, and 

Nghb.last5) on model performance can be seen by comparing Model 1 with GAM and 

random forests on the high-risk test set including and excluding these variables. In both 

instances their exclusion degrades model performance to a small extent, but the effect is 

greater with random forests. 

Table 4. AUC values of GAM and random forest models under various scenarios 

              
 a = 0.5 a = 1.0 a = 1.5 a = 2.0 a = 2.5 a = 3.0 
GAM Model 1       

Full test set 0.917 0.917 0.917 0.917 0.917 0.917 

High-risk test set 0.837 0.837 0.837 0.837 0.837 0.837 

High-risk no S-T predictors 0.832 0.832 0.832 0.832 0.832 0.832 

GAM Model 2       

Full test set 0.915 0.915 0.915 0.915 0.915 0.916 

High-risk test set 0.838 0.837 0.838 0.837 0.837 0.837 

Random Forests Model 1       

Full test set 0.908 0.909 0.908 0.909 0.908 0.908 

High-risk test set 0.834 0.832 0.834 0.834 0.833 0.834 

High-risk no S-T predictors 0.815 0.816 0.817 0.815 0.816 0.818 

Random Forests Model 2       

Full test set 0.881 0.883 0.885 0.887 0.887 0.887 

High-risk test set 0.814 0.816 0.815 0.818 0.815 0.813 

S-T = Spatio-temporal 

 

In order to give visual context to the AUC values presented in Table 4, Figure 9 

shows box plots of estimated probabilities from Random Forest Model 1 on the high-risk 

test data (a = 1.5) separated by whether a fire occurred on a voxel-day combination. The 
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AUC value is 0.834 which suggests that the probabilities should show good separation, 

which is apparent in the box plots. 

Figure 9. Box plots of fire probabilities estimated from 
random forests Model 1 high-risk test data (a =1.5) 

Figure 10 summarizes the results of fitting GAM Model 1 to the training data. Due 

to the large sample size and the variable importance shown in Figure 8, it is not surprising 

that all of the predictors included in the model have statistically significant effects. All 

coefficients on the spatio-temporal predictors are positive, which suggests that a recent 

occurrence of fire in the same or neighboring voxel increases the probability of fire.  

Figure 11 shows the transformations that are estimated for the numerical predictors. 

For Week the smoother is constrained to be periodic so that Week = 1 follows Week = 52. 

The grey area indicates 95% confidence bounds. A useful interpretation of these plots is to 

see if a completely horizontal line, or a line with nonzero slope, can remain inside the 



28 

confidence bounds. It would indicate that the predictor variable is not significant in the first 

case, and that a nonlinear transformation is not needed in the second case. In none of the 

plots shown do either of these conditions hold. In terms of Week, wildfires are most 

frequent during summer in Los Angeles County. The smooth of Spatial suggests an 

increasing effect on the probability of fire that tapers off for larger values, and a similar 

interpretation applies to BI. 

 

  

 
Figure 10. A summary of GAM Model 1 (a = 1.5) 
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Figure 11. Plots of smoothed transformations for 

 GAM Model 1 (a = 1.5) 

We produce a heatmap of voxels for July 24, 2018, that show voxels with higher 

probabilities in darker shades of red. It demonstrates that GAM-based, spatial temporal 

point process modeling could be used to create plausible wildfires probability maps from 

historic weather and fire occurrence data. They can be used to inform resource-allocation 

decisions similar to the approach used by Scholz (2019) by using a finer geographic 

partition of Los Angeles County that takes spatio-temporal factors into consideration. 
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Figure 12. Heatmap of voxels with high probability of wildfires 

on a specific date (July 24, 2018) 

Figure 13 compares the number of actual fires with the number of predicted number 

of fires with daily temporal resolution from June to November 2018. Wildfires occurred in 

14 voxels on July 4, 2018, and thus the predicted number of voxels with fires increased on 

the following day due to the use of Fire.prior as a predictor variable. It should be noted that 

July 4 is a national holiday that experiences many wildfires due to its association with 

fireworks. From 2005 to 2018, July 4 had more fires than any other day of the year, and 

more than twice as many as July 5, which had the second most fires. 
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Figure 13. Actual versus predicted number of fires in 2018 

B. ANALYSIS OF SPATIAL AND TEMPORAL PROPERTIES 

In the previous section we find that the spatio-temporal variables Fire.prior, 

Fire.last5, Nghb.prior, and Nghb.last5 contribute measurably to the quality of our models, 

which directly addresses our research objectives. In this section, we consider whether 

spatio-temporal effects remain after accounting for these variables. To do this, we analyze 

deviance residuals from the training data in GAM Model 1 to assess spatial and time 

dependence. We do this for the full training data and for a high-risk set that corresponds to 

the 128 voxels having the largest number of fires restricted to the months of June through 

November. 
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1. Spatial Analysis of Deviance Residuals 

To examine residual spatial dependence, we calculate a 256 × 256 rank correlation 

matrix of deviance residuals from GAM Model 1 corresponding to voxels, and average the 

correlations for voxel pairs sharing a common distance between centroids. Directly 

neighboring voxels, for instance, have a distance of 5.0 km; diagonally neighboring voxels 

share a distance of 7.07 km, etc. We repeat this analysis on the high-risk training set. Figure 

14 shows the rank correlations by distance with the full training set and the high-risk 

training set. 

 
Figure 14. Rank correlations by distance with full training set 

and high-risk training set 

Correlations in the full training set are small in magnitude and take on both positive 

and negative values with an average of about –.002, although the four smallest distances 

produce positive spatial correlations. Restricting the analysis to the 128 voxels with the 

highest occurrence of fires, and the months June through November when fires are most 

frequent, presents a somewhat different picture. In this case the spatial autocorrelations are 

all positive and average near .05. This analysis suggests that our models do not fully capture 
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the spatial relationship in fire events, and that it may not be the same across all voxel-day 

combinations. 

2. Temporal Analysis of Residuals 

To examine time-based dependence, we use the acf function in R to calculate rank 

autocorrelations with the deviance residuals from GAM Model 1 with lags up to 20 days 

for each voxel, and then average the results across voxels for each lag value. As in the 

previous sub-section we do this for the full training data and for the high-risk training data 

separately. Figure 15 shows rank autocorrelations for the two cases, both of which point to 

the presence of autocorrelation in the residuals despite the use of time-lagged predictors in 

the model.  

 
Figure 15. Residual rank autocorrelations with full training set 

and high-risk training set 
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V. CONCLUSION AND RECOMMENDATIONS 

A. CONCLUSION 

We use historical RAWS data and past fire occurrence data to estimate the 

probability of wildfires in Los Angeles County. Our objectives are to describe spatial and 

temporal dependence that may lead to the development of improved models for predicting 

wildfires. Our research demonstrates the existence of these effects in two ways: first, by 

noting that four predictor variables that capture past and nearby incidences of wildfires into 

our models contribute measurably to the predictive quality of the models; and second, by 

finding notable spatio-temporal correlations in the residuals that we derive from those 

models. Although our models are an improvement over those that do not include spatio-

temporal predictors, other models that more fully capture spatio-temporal effects may do 

even better. 

Although generalized additive models (GAMs) and random forests perform 

similarly, GAMs hold a small advantage. Using probability estimates from either model 

could reduce the cost and time it takes to augment and position personnel and equipment.  

B. RECOMMENDATIONS 

We believe it is worthwhile to continue research into improving models for wildfire 

prediction. It becomes an increasingly challenging problem as finer details of geography 

including urbanization, vegetation, fuel type, etc., are made available for use in models.  

In addition, the model would be enhanced by more data that could be gained from 

the installation of additional RAWS to measure the weather and environmental data in Los 

Angeles County. This enhancement would be affordable and practicable as a RAWS station 

is inexpensive to equip and easy to install. Ideally, if there were more RAWS stations in 

Los Angeles County, we could set weights to come up with a better way to reflect the 

weather information from RAWS for each voxel.  
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Similarly, in terms of model expansion, we have created models and evaluated their 

application for only the Los Angeles County area. The opportunity also exists to apply this 

our approach to other fire-prone areas, assuming similar data exists.  
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