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Massive multiple-input multiple-output (MIMO) is an emerging technology, which is an 

enabler for future broadband wireless networks that support high speed connection of 

densely populated areas. Application of massive MIMO at the macrocell base stations in 

heterogeneous networks (HetNets) offers an increase in throughput without increasing the 

bandwidth, but with reduced power consumption. This research investigated the 

optimisation problem of signal-to-interference-plus-noise ratio (SINR) balancing for 

macrocell users in a typical HetNet scenario with massive MIMO at the base station. The 

aim was to present an efficient beamforming solution that would enhance inter-tier 

interference mitigation in heterogeneous networks. The system model considered the case 

of perfect channel state information (CSI) acquisition at the transmitter, as well as the case 

of imperfect CSI at the transmitter. A fast converging beamforming solution, which is 

applicable to both channel models, is presented. 

 

The proposed beamforming solution method applies the matrix stuffing technique and the 

alternative direction method of multipliers, in a two-stage fashion, to give a modestly 

accurate and efficient solution. In the first stage, the original optimisation problem is 

transformed into standard second-order conic program (SOCP) form using the Smith form 

reformulation and applying the matrix stuffing technique for fast transformation. The 

second stage uses the alternative direction method of multipliers to solve the SOCP-based 

optimisation problem. 



 

Simulations to evaluate the SINR performance of the proposed solution method were 

carried out with supporting software-based simulations using relevant MATLAB 

toolboxes. The simulation results of a typical single cell in a HetNet show that the 

proposed solution gives performance with modest accuracy, while converging in an 

efficient manner, compared to optimal solutions achieved by state-of-the-art modelling 

languages and interior-point solvers. This is particularly for cases when the number of 

antennas at the base station increases to large values, for both models of perfect CSI and 

imperfect CSI. This makes the solution method attractive for practical implementation in 

heterogeneous networks with large scale antenna arrays at the macrocell base station. 
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CHAPTER 1   INTRODUCTION 

1.1 PROBLEM STATEMENT 

1.1.1 Context of the problem 

The rapid growth and increasing demand for mobile access to the internet, cloud-based 

services and Big Data analytics presents a demand for very high data transmission rates. 

The next generation broadband wireless networks, commonly known as 5G, aim to support 

connection of the internet of people and internet of things (IoT), while providing high data 

rates and reduced latency for communication. The main key performance indicators for 5G 

networks are [1]: 

 Increased capacity of up to 100-fold compared to current 4G technologies with 

peak data rates reaching up to 10Gbps, and minimum guaranteed user data rate ≥ 

100Mbps, 

 Massive connectivity with connection density ≥ 1M connections/ km2, 

 Traffic density ≥ 10 Tbps/ km2, 

 Reduced radio latency of less than 1 ms, 

 Support for high mobility of up to 500km/h. 

 

According to Shannon’s channel capacity theorem, in order to increase the data rate, one 

has to increase either the transmission bandwidth or the signal-to-noise ratio (SNR) [2]. 

However, the limited radio-frequency (RF) spectrum restricts the maximum attainable 

bandwidth for wireless communication systems. On the other hand, increasing SNR is not 

always feasible because of transmission power constraints. The use of massive multiple-

input multiple-output (MIMO) base stations (BSs) offers an increase in throughput without 

increasing the bandwidth, but with reduced power consumption [3]. 

 

In urban environments, a large proportion of data traffic is generated by large groups of 

users in a relatively small area, and with low mobility. Examples of such groups are found 

in restaurants, in stadiums, at stations and airports, and they are often known as hotspots. 

Use of traditional cellular networks in order to cope with high throughput demands of such 
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scenarios is expensive and practically infeasible [4]. The use of small-cells has been found 

effectively to increase the network capacity while reducing the total transmit power [5]. On 

the other hand, a large number of small-cells diminish network performance and quality of 

service (QoS) for the user [6]. The small-cell radii with BS antennas on and below rooftops 

cannot support highly mobile equipment and large area coverage is difficult. This has led 

to the introduction of the heterogeneous network (HetNet) structure. A typical HetNet 

comprises a macrocell with a high-power BS, which is overlaid by a number of small-cells 

with short range low-power access points (APs) [5]. These small-cells in HetNets are the 

so-called femtocells or picocells and they aim to serve the hotspots. The BSs serving 

femtocells and picocells are low-cost and are installed by the consumer, thus their 

distribution is time-varying. 

 

Frequency reuse even for neighbouring cells in wireless communications has become a de 

facto standard in order to address the high throughput demand [7]. Although the HetNet 

structure leads to an improvement in the average spectral efficiency, its overlaid cell 

deployment with frequency reuse of one introduces severe inter-tier interference, 

especially for cell edge users in the macrocell [8]. This is because the macrocell users at 

the cell edges are further away from their serving BS and may be in close proximity to a 

small-cell BS. Although the small-cell BS transmits with lower power compared to the 

macrocell BS, it can cause significantly high interference with the macrocell users at the 

cell edges. The increased number of users in hotspots increases cell density and the 

classical resource management techniques based on frequency/space reuse and power 

control are incapable of curbing the additional interference. 

 

Massive MIMO has been proposed to be applied at the macrocell BS in HetNets in order to 

enhance inter-tier interference mitigation further. Massive MIMO is a technique where 

arrays of hundreds of localised or distributed antennas serve many tens of users in the same 

time-frequency resource [9]. A massive MIMO system is also referred to as multi-user 

MIMO (MU-MIMO). Large-scale antenna arrays present a significant improvement in 

spectral efficiency and energy efficiency in wireless systems over the conventional MIMO 

used in long-term evolution (LTE) or 4G systems. Other benefits of massive MIMO 
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include reduced costs, reduced latency, increased reliability and high degrees of freedom 

[3], [10]. Use of massive MIMO presents a reduction in costs because it can be 

implemented with low-cost power amplifiers and there may not be need for other costly 

components such as large coaxial cables [5]. By virtue of having greater robustness to 

interference, massive MIMO systems are more reliable than conventional MIMO systems. 

The significantly large number of transmit antennas compared to user terminals in a 

massive MIMO system renders high degrees of freedom, which enables many users to be 

served simultaneously without increased use of transmission resources [8]. 

1.1.2 Research gap 

A key enabler for the increased degrees of freedom in massive MIMO systems is the 

application of beamforming or precoding. For the downlink in massive MIMO systems, i.e. 

transmitting from BS to user terminal, precoding is the mapping of the message bearing 

signals for K users into M symbols for the M transmit antennas [9], and beamforming is 

achieved by combining elements into a phased array in order to create a certain required 

antenna directive pattern for a given required performance [11]. These two terms will be 

used interchangeably in this document.  

 

Beamforming for downlink communication in massive MIMO networks that use the time 

division duplexing (TDD) protocol assumes channel reciprocity, i.e. identical uplink and 

downlink channels. This assumption, however, is not accurate, especially for users with 

high mobility and it diminishes their network performance, particularly the minimum 

achievable SNR. This is because channel reciprocity is highly sensitive to errors, which 

may be due to imperfect CSI acquisition or RF impairments.  

 

With a large antenna array at the BS, it was shown that linear precoding techniques, such 

as zero-forcing beamforming (ZFBF) and minimum mean square error (MMSE) 

precoding, can achieve near optimum results in terms of sum rate performance [10], [12]. 

As a result, the less computationally complex linear precoding techniques have been found 

to be more practical to use [13]. The linear precoding schemes, however, cannot account 

for CSI acquisition errors and other factors that contribute to channel uncertainty. Linear 
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precoding techniques also become difficult to implement in hardware when the number of 

BS antennas grows to very large values.  

 

To address the challenge of imperfect CSI acquisition at the transmitter, efficient robust 

beamforming techniques for massive MIMO downlink systems have been proposed. The 

key tool common to the proposed solutions is the application of robust optimisation theory. 

Robust beamforming is optimisation of the beamforming matrix for which the errors in 

CSI approximation are constrained to lie in an uncertainty set [14]. In other words, it is an 

uncertainty-based beamforming approach in which the uncertainty model is not stochastic, 

but rather deterministic and set-based [15]. 

 

Significant performance gains are expected from network topologies where massive 

MIMO BSs and HetNets coexist, and there are contributions that investigated  how to best 

exploit the merits of massive MIMO with the main aim of interference nulling in HetNets 

[6], [16]-[18]. Thus, there is a need for a novel, uncertainty immune, massive MIMO 

beamforming method that significantly mitigates interference in heterogeneous wireless 

networks. The beamforming scheme should provide acceptable performance in terms of 

average maximum achievable user rate with relatively low complexity for practical 

implementation. In order to maximise the average user rate without increasing the 

bandwidth, one needs to maximise the worst-case signal-to-interference-plus-noise ratio 

(SINR). 

1.2 RESEARCH OBJECTIVE AND QUESTIONS 

The objective of this research was to investigate and address the optimisation problem of 

beamforming for massive MIMO in HetNets. In particular, the research focused on 

maximising the throughput and SINR performance of macrocell users for the case of 

imperfect CSI at the transmitter while considering power constraints. The focus was on 

investigating efficient methods to apply in order to solve the beamforming optimisation 

problems for massive MIMO downlink transmission in a typical HetNet scenario. The 

optimisation aims to maximise the performance of macrocell users in order to enhance 

inter-tier interference mitigation. 
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The research sought to find answers to the following questions: 

 How can beamforming for massive MIMO be utilised to reduce interference in 

HetNets? 

 To what extent should robustness in massive MIMO beamforming be accounted for 

while adhering to practical complexity? 

 What is the cost, in terms of time-frequency resources needed and in terms of 

additional components needed, of implementing beamforming? 

 Which optimisation techniques would be applicable to optimise beamforming for a 

relatively high sum rate or worst-case SINR with low complexity? 

 Is there a suitable fast converging algorithm that can be applied to solve the 

optimisation problem? Is it perhaps necessary to design a new algorithm? 

 What is the practical limit of the number of antennas at the BS for acceptable 

latency introduced by beamforming weight calculation? 

1.3 APPROACH  

In carrying out the research, a literature study of interference mitigation schemes in 

HetNets and prominent beamforming methods for massive MIMO systems was done. The 

focus of the literature study was on investigating the performance of the prominent 

beamforming schemes and applicability of robust beamforming in a HetNet scenario. An 

investigation into the performance of common optimal solvers for convex optimisation 

problems was also conducted. The investigation aimed to evaluate the performance of the 

solvers in terms of worst case SINR accuracy and time taken to converge to a solution. An 

efficient robust beamforming scheme for the downlink transmission for macrocell users in 

a HetNet was then designed. The performance of the proposed solution method was 

evaluated against the performance of the prominent optimal solvers and precoding 

schemes. The performance evaluation was carried out by performing simulations in 

MATLAB. 
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1.4 RESEARCH GOALS 

Since “simultaneous, uncoordinated, communication in HetNets causes cross-tier 

interference and exacerbates the overall network performance” [9], the main goal of the 

research was to address this challenge. The aim was to design a robust beamforming 

scheme for the downlink transmission for macrocell users in a HetNet setup, where 

massive MIMO is employed at the macrocell BS. The beamforming scheme needed to 

account for imperfect CSI acquisition and RF impairments in order to model channel 

estimation error uncertainties. In addition, the beamforming scheme should converge to a 

solution quickly, with reduced complexity compared to optimal solvers, such that it can be 

implemented in practical low-latency applications. 

1.5 RESEARCH CONTRIBUTION 

From the research, a beamforming method that uses a solution based on a second-order 

cone program (SOCP) to solve beamforming optimisation problems for macrocell users in 

a HetNet scenario was proposed. The method was applied to solve the sum rate 

maximisation problem for the case of perfect CSI at the transmitter. The solution method 

was also adopted to solve the problem of maximising the minimum achievable SINR of the 

macrocell users in a HetNet scenario, for the case of imperfect CSI. The robust 

beamforming scheme accounts for channel error uncertainties at the transmitter, and it can 

be implemented in an uncoordinated network of BSs.  

 

The proposed method was shown to present solutions with modest accuracy, while 

converging much faster than the typical optimal solution. The proposed two-stage method 

presented desirable convergence efficiency compared to the optimal solution method. In its 

first stage, the original non-convex optimisation problem is transformed into a standard 

SOCP using the Smith form reformulation and the matrix stuffing (MS) technique. The 

resulting SOCP is then solved by an efficient solver, which uses the alternative direction 

method of multipliers (ADMM). 
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1.6 PUBLICATIONS 

The following articles have been submitted and/or published in the course of the research 

study; they have been derived from the work undertaken as part of the research process. 

1.6.1 Conference papers 

Details of papers that have been accepted to be published in proceedings of international 

conferences are given as follows: 

 M. M. Sande, B. T. Maharaj, and S. Hamouda, “Fast Convergence for Efficient 

Beamforming in Massive MIMO Heterogeneous Networks,” in IEEE 12th 

International Conference on Wireless and Mobile Computing, Networking and 

Communications (WiMob), 2016, pp. 1-7. 

 M. M. Sande and B. T. Maharaj, “Efficient Robust Beamforming for Downlink 

Transmission in Massive MIMO Systems,” in IEEE 87th Vehicular Technology 

Conference: VTC2018-Spring, 2018, pp. 1-5. 

1.6.2 Journal article 

The following article was submitted to a peer-reviewed and ISI-accredited journal: 

 M. M. Sande, S. Hamouda, and B. T. Maharaj, “Fast Converging Robust 

Beamforming for Massive MIMO in Heterogeneous Networks,” Mobile Networks 

and Applications, under review, August 2017. 

1.7 OVERVIEW OF STUDY 

The rest of this dissertation is organised as follows: 

 

Chapter 2 gives an overview of interference mitigation techniques that have been proposed 

for HetNets. More attention is paid to the use of massive MIMO in HetNets and the 

various models considered in literature. A literature review of beamforming schemes 

applicable to massive MIMO downlink transmission is also presented. These beamforming 

schemes include the prominent linear precoding schemes, which assume channel 

reciprocity, and robust beamforming schemes, which account for imperfect CSI. The 
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chapter ends with a summary of the common optimal solvers used to solve beamforming 

optimisation problems in literature. 

 

Chapter 3 describes the system model that was used for analysis and performance 

evalution of the beamforming solutions considered for massive MIMO downlink 

transmission in HetNets. In the research, both CSI models were considered, that is, the 

perfect CSI model and the imperfect CSI model. 

 

Chapter 4 presents the proposed fast converging beamforming solution method. The two-

stage SOCP-based beamforming solution is applicable to both the perfect CSI case and the 

imperfect CSI case.  

 

Chapter 5 presents and discusses the simulation results of the system model discussed in 

Chapter 3. The variable parameters in the system model are specified for each simulation 

result. 

 

Chapter 6 gives a conclusion of the research findings, and in addition to the concluding 

remarks, it makes suggestions for future work that can be carried out to improve the 

research findings. 

 



 

 

CHAPTER 2   LITERATURE STUDY 

2.1 CHAPTER OBJECTIVES 

This chapter presents findings from an investigation of interference mitigation techniques 

for heterogeneous wireless networks, paying particular attention to the use of massive 

MIMO at the macrocell BSs in HetNets for the case of imperfect CSI acquisition at the 

transmitter. Background on MIMO techniques and development to massive MIMO is 

firstly presented and the benefits of the use of massive MIMO BSs in classic networks are 

illustrated. Beamforming techniques for massive MIMO are investigated and a literature 

review of the prominent linear precoding schemes and robust beamforming techniques for 

massive MIMO is carried out. An evaluation of solution methods applicable to the robust 

optimisation problem is then carried out. 

 

The HetNet setup is presented and an overview of the common inter-tier interference 

mitigation techniques for HetNets is given. A thorough literature study on the application 

of massive MIMO in HetNets is carried out, highlighting a comparison of the various 

methods presented in literature. 

2.2 MIMO CONCEPTS 

MIMO is a technique that is applied in modern cellular communication systems, where 

multiple antennas are used at both the transmitter and receiver sides [19]. Making use of 

multiple antennas at the transmitter and receiver allows next-generation cellular networks 

to provide high data transmission rates to a large number of users at longer ranges without 

consuming extra bandwidth and with reduced transmit power [20]. MIMO communication 

applies spatial diversity techniques that are based on exploiting the different fading 

experienced by the multiple independent paths. Leveraging this multipath phenomenon 

improves data rates for the users and it makes the system more robust. 

 

A typical MIMO system consists of M transmit antennas and K receive antennas, and it is 

defined as an M × K system. Common configurations are the 2 × 1 and 2 × 2 systems, 

which apply the Alamouti scheme [21], and the 4 × 4 system. The 4 × 4 system forms the 
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basis of LTE-Advanced, while a maximum configuration of an 8 × 8 system is considered 

[19]. 

2.2.1 MIMO downlink transmission 

Spatial multiplexing, a spatial diversity technique, allows a MIMO BS to transmit different 

data streams on the same resource block at the same time [22]. If all the transmitted data 

streams belong to one user, the system is known to operate in the single-user MIMO (SU-

MIMO) mode, whereas if the data streams are intended for different users, the system is 

known to operate in the multi-user MIMO (MU-MIMO) mode. SU-MIMO makes it 

possible to achieve substantial peak data rates for a single user, and MU-MIMO offers 

good complexity/performance trade-off [19]. 

 

A typical MIMO configuration is shown in Figure 2.1, where the system is equipped with 

M transmit antennas and K receive antennas. Note that if M = K =1, it will be a single-

input single-output (SISO) system. Figure 2.1 shows that there are M × K independent 

paths. Let the channel response between transmitter i and receiver j be represented by hij. 

The MIMO channel matrix, H, is then given as  

  [

   

   

       

       

 
   

   
       

].        (2.1) 

The signal received by the antennas is given by 

y = Hx + n,         (2.2) 

where x is the transmitted signal and n is the noise vector, which for additive white 

Gaussian noise (AWGN) consists of complex elements with zero mean and variance σ
2
. 
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Figure 2.1. Configuration of an M x K MIMO system. 

In addition to SU-MIMO and MU-MIMO, LTE-Advanced introduced the application of 

cooperative MIMO, which is a cooperative multi-point (CoMP) technique. This MIMO 

mode is an interference mitigation technique that improves cell-edge user throughput by 

enabling cooperation among MIMO BSs in cellular networks [19], [23]. In CoMP, BSs in 

multi-cell cellular networks coordinate to transmit data jointly to multiple users in the same 

time/frequency resource. CoMP coupled with MU-MIMO has been shown to improve 

SINR for users that receive relatively weak signals. This, in turn, provides higher data rates 

to the cell-edge users. 

2.2.2 MIMO precoding 

Precoding is an operation that enables spatial multiplexing for MIMO. This operation is 

achieved by multiplying the transmitted signal vector x with a precoding matrix W before 

transmission [21].  A predefined codebook that is known at both the transmitter and 

receiver is used to select the precoding matrix in MIMO precoding. The precoding 

matrices are unitary. That is, W
H
W = I, where W

H
 is the Hermitian transpose of the matrix 

W and I is an identity matrix. At the receiver side, the user equipment (UE) estimates the 

channel condition and selects the optimum precoding matrix that offers maximum capacity 

for the estimated channel. The UE then provides this information of the preferred 

precoding matrix to the BS via a feedback on the uplink control channel. Figure 2.2 
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illustrates this operation of precoding in a MIMO system. The receiver in Figure 2.2 is 

either a maximum likelihood (ML) receiver or an MMSE-based receiver. 
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Figure 2.2. Illustration of MIMO precoding. 

 

LTE-Advanced applies the concept of advanced precoding, which comprises a 

combination of single-user beamforming and spatial multiplexing or multi-user 

beamforming and spatial diversity [19]. This improves the range of transmission and, in 

addition, can either provide higher data rates for multiplexing or improve link reliability 

through diversity. LTE-Advanced also employs the technique of user-specific 

beamforming, which is a beamforming approach that does not use predefined precoder 

sets. This provides more degrees of freedom for the BS and it enables control or nearly 

nulling of intra-cell interference. The most common precoding techniques for such cases 

are zero-forcing (ZF) precoding, dirty paper coding (DPC), and maximisation of signal-to-

leakage ratio. DPC achieves optimal performance; however, it suffers from intense 

computational complexity for a large number of users. These non-codebook precoding 

techniques require knowledge of the channel information between the BS and the user.     

2.3 MASSIVE MIMO 

Massive MIMO is a technique where MU-MIMO is scaled up by more than one order of 

magnitude. In massive MIMO systems, a BS equipped with an array of hundreds of 

antennas serves many tens of users in the same time-frequency resource [3]. The antennas 

at the BS can be localised or distributed, and the users are all equipped with a single 

antenna each. Although having multiple antennas for the UE would increase spectral 
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efficiency and data rate performance, the physical size of the UE would have to increase 

significantly as well. Reducing the separation between antennas in the same array 

decreases the achievable MIMO gain and it also increases power consumption to levels 

that may be too high for a single UE device [19]. 

 

 Figure 2.3 shows a typical massive MIMO configuration for a classic multi-cell cellular 

network. The solid arrows in the figure indicate the intended downlink signal transmission, 

and the dashed arrows represent interference. Note that in a multi-cell massive MIMO 

system there are two forms of interference, that is, intra-cell interference and inter-cell 

interference. Intra-cell interference is when the transmitted signal from the BS is received 

by an unintended user in the same cell of the BS. On the other hand, inter-cell interference 

is when the transmitted signal is received by a user in different (usually adjacent) cell to 

the cell of the serving BS. 

M antennas

user k

Intended signal

Intra-cell interference

Inter-cell interference

Key

 

Figure 2.3. Typical structure of a classical massive MIMO cellular network. 
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2.3.1 Benefits of massive MIMO 

The MU-MIMO setup of massive MIMO technology, where the single antenna users share 

the multiplexing gain, means that only the BS requires expensive equipment. Relatively 

cheap single-antenna devices can be used for the UE, and this reduces the overall costs of 

implementing massive MIMO systems [24]. In addition, because of multi-user diversity, 

massive MIMO systems are less sensitive to the propagation effects of the channel 

environment compared to point-to-point MIMO systems. 

 

As the number of antennas in a MIMO system grows towards infinity, it has been shown 

that the effects of uncorrelated noise and small-scale fading diminish, and in addition, the 

power required to transmit a bit becomes negligible [25]. Assuming the number of 

antennas at the BS to be much larger than the number of users offers increased degrees of 

freedom, which enhances interference nulling through beamforming.  

 

Single-antenna users in a massive MIMO system can scale down their transmit power 

proportional to the BS power for the case of perfect CSI or proportional to the square root 

of the number of BS antennas for the case of imperfect CSI [26]. This increases the energy 

efficiency in massive MIMO systems compared to SISO systems. Thus massive MIMO 

systems are essential for future generation networks that consume excessive power. 

2.3.2 Massive MIMO challenges 

Vast amounts of data are generated in typical massive MIMO systems with large antenna 

arrays. The data needs to be processed in an efficient manner and simple processing 

methods are therefore required. The simple methods can preferably be linear, but 

performance of linear processing may not be accurate enough in some cases [3]. This 

presents a need for fast converging non-linear precoding or beamforming algorithms. 

 

Since massive MIMO relies on the law of large numbers, the large number of RF chains 

required presents increased costs and energy consumption. Thus the equipment is likely to 

be low-cost and hence relatively inaccurate. This means that massive MIMO systems are 
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more prone to errors in CSI acquisition due to hardware impairments. In addition, 

operation with the TDD scheme requires reciprocity calibration, which has to be performed 

regularly. In order to address these challenges, the concept of hybrid beamforming has 

been proposed for massive MIMO systems. Hybrid transceivers use analog beamformers in 

the RF chains, coupled with digital beamforming in the baseband through up/down 

converters [27]. A number of various structures for massive MIMO hybrid transceivers 

have been proposed in literature [28]-[31], which aim to provide a good trade-off between 

complexity and performance. 

 

In a multi-cell massive MIMO system the number of available orthogonal pilot sequences 

used for channel estimation can easily be exhausted. The negative effects that result from 

the reuse of pilot sequences in adjacent cells in a multi-cell network are termed pilot 

contamination [32]. Using contaminated channel estimate results for downlink 

beamforming results in users using the same pilots experiencing interference. Many pilot 

contamination coordination techniques have been investigated and presented in literature. 

Some pilot contamination coordination techniques for large-scale antenna systems are 

based on BS coordination and applying pilot contamination precoding [33], [34]. Other 

novel blind pilot contamination techniques that avoid the use of pilots have been presented 

[35], [36].   

2.4 CHANNEL ESTIMATION 

Beamforming for downlink transmission in MU-MIMO systems requires knowledge of 

CSI at the BS. The time or frequency resources required for channel estimation in massive 

MIMO systems is proportional to the number of BS antennas and it is independent of the 

number of receive antennas [24]. The downlink transmission in massive MIMO can 

operate in either of two modes; frequency division duplexing (FDD) or TDD. 

2.4.1 FDD 

In FDD operation, the downlink and uplink use different frequency bands and the CSI for 

the uplink and downlink are thus different. Obtaining CSI for the downlink channel is a 

two-stage operation, where in the first stage the BS transmits pilots to the users, and in the 
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second stage the users send feedback of the CSI for the downlink channel [4]. The time 

required for this to occur is proportional to the number of BS antennas. Hence, as the 

number of BS antennas grows to large values, channel estimation for downlink 

transmission with FDD becomes infeasible. 

2.4.2 TDD 

Downlink transmission for massive MIMO systems operating in TDD assumes channel 

reciprocity for perfect CSI. In the TDD protocol, all users first send uplink data signals and 

pilot sequences. The BSs then use these pilots for CSI estimation and the estimated CSI is 

used to determine the users’ beamforming vectors [24].  

2.4.3 Channel estimation techniques 

Channel estimation techniques that are applied in MIMO systems are mainly training-

based. Training-based channel estimation, also known as pilot-based channel estimation, 

uses the pilots received from users during the uplink transmission to estimate the downlink 

channel [37], [38]. The most common training-based CE techniques are the least squares 

(LS) and the linear MMSE schemes. An investigation into the performance of these two 

schemes in a multipath fading channel showed that the linear MMSE scheme gave better 

performance than the LS scheme, in terms of the symbol error rate, for various values of 

SNR [37].  

 

Channel estimation techniques based on compressed sensing have also been applied in 

massive MIMO systems. A compressive sensing CE technique that exploits the degrees of 

freedom of the channel matrix was shown to improve spectral efficiency in a massive 

MIMO system [39], [40]. Two other CE methods based on compressive sensing have been 

investigated for application in MIMO systems [41]. The first method minimises the largest 

element in a mutual coherence set, and the second method applies the genetic algorithm 

and a shifting mechanism. It was shown that both methods provide better bit error rate 

performance compared to the LS and MMSE schemes.     
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2.5 BEAMFORMING FOR MASSIVE MIMO DOWNLINK TRANSMISSION 

2.5.1 Linear precoding techniques 

Many linear precoding techniques for downlink transmission in massive MIMO systems 

have been presented in literature. In this study, three prominent schemes, namely ZF, 

MMSE and maximum ratio transmission (MRT) were considered. 

2.5.1.1 ZF precoding 

The ZF precoding technique eliminates inter-user interference by transmitting the signals 

to the intended user and forcing zeros in the direction of other users [12]. By assuming 

perfect CSI at the transmitter, the ZF precoding scheme ensures zero interference, although 

this comes at a cost of reduced power received by each user [13]. This results in the users 

having low QoS in terms of data transmission rate. The ZF precoding scheme makes use of 

a pseudo-inverse of the channel matrix to determine the precoding matrix, WZF, which is 

given by [12] 

             ,     (2.3) 

where H
H
 is the Hermitian inverse of the channel matrix H. 

2.5.1.2 MMSE precoding 

MMSE precoding is an optimal precoding technique, which obtains the precoding matrix 

by minimising the mean square error (MSE) subject to a power constraint [42]. By 

applying the Lagrangian method with the average power constraint at each transmit 

antenna, the optimal MMSE precoding matrix is given by [15] 

                   ,           (2.4) 

where α = K/Pb with K  being the number of users served by the BS with power limit Pb 

and IK being a K x K identity matrix. It is concluded that the MMSE precoding technique 

provides optimal precoding through a trade-off between interference suppression and 

energy efficiency. 
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2.5.1.3 MRT precoding 

MRT is a linear precoding technique that maximises SNR for the users, and it is best suited 

to application in massive MIMO with low signal power transmission [43]. The ideal 

precoding matrix for MRT is given as 

           ,             (2.5) 

where αMRT is a normalisation constant, which ensures that the BS transmit power 

constraint is satisfied. 

2.5.1.4 Performance analysis and comparison 

In the literature, the performance of precoding or beamforming techniques is mainly 

evaluated in terms of the achievable single-user rate, the sum rate, and the energy and 

spectral efficiency. It was observed that employing massive MIMO at the BS in wireless 

communication networks increased the spectral and energy efficiency by significant orders 

of magnitude [26].  Simulation results have shown that increasing the number of transmit 

antennas at the BS in a MU-MIMO system improves the system performance in terms of 

both sum rate and energy efficiency [44]. Application of the prominent linear precoding 

techniques in MU-MIMO systems has been shown to improve spectral efficiency when the 

number of transmit antennas is increased or when the cell radii are reduced [45]. 

 

ZF and MMSE precoding techniques were shown to achieve sum rates of up to 98% of the 

capacity of the optimal DPC for only two users with single antennas and 20 antennas at the 

BS [12]. In general, MMSE precoding was observed to give the best performance for 

spectral and energy efficiency when compared with ZF and MRT [42]. In terms of spectral 

efficiency, MRT was shown to give better performance than ZF in low SNR conditions, 

e.g. when there is high pilot contamination. However, increasing the number of antennas at 

the BS improves the low SNR performance of ZF, which makes it applicable in low SNR 

conditions. It has been observed that there is a trade-off between spectral efficiency and 

energy efficiency and in scenarios with low spectral efficiency, MRT gives better 
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performance than ZF, and vice versa [26]. MRT has an additional advantage over ZF in 

that it can be implemented in a distributed massive antenna system. 

 

It was shown that by increasing the number of antennas at the BS while keeping the 

number of users fixed, MMSE has the highest rate of increase of spectral efficiency, 

followed by ZF, and MRT gives the lowest increase rate [42]. Analysis of a single cell with 

the BS equipped with antennas ranging between 20 and 200 showed that ZF precoding 

gave a mean sum rate performance more than double that achieved by MRT precoding [9]. 

On the other hand, both precoding techniques require the same power to achieve a spectral 

efficiency of 1 bit/s/Hz when the sum rate is assumed to be equally distributed among all 

users. This concludes that ZF is more power-efficient than MRT when aiming to achieve 

high spectral efficiency. 

2.5.2 Modified linear precoding techniques 

A number of variations of the aforementioned linear precoding techniques have been 

presented in literature. For massive MIMO systems, it has been shown that as the number 

of BS antennas grows towards infinity, the effects of fading, interference and imperfect 

CSI are eliminated and the system performance is only constrained by pilot contamination 

[46]. Since it is impractical to have an unlimited number of antennas at the BS, these 

modified versions of linear precoders aim to reduce complexity while maintaining or 

improving performance. 

2.5.2.1 Leakage-based precoding 

Leakage-based precoding determines the beamforming vector of a user by applying the 

concept of signal leakage, which is defined as the interference introduced to other users by 

a signal meant for a certain user [47], [48]. Unlike the ZF precoding scheme, which forces 

zeros towards unintended users, leakage-based precoding does not constrain the number of 

users that can be served reliably by a given number of BS antennas [13]. However, when 

determining the coefficients of the beamforming vector, the leakage-based technique 

accounts for the noise in the system, and this results in an improvement in performance 

over the ZF precoding scheme [47]. 
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2.5.2.2 Regularised zero-forcing 

Regularised ZF (RZF) was developed with the aim to achieve the near optimal 

performance of ZF in practical applications [49]. It is a precoding technique that is 

applicable to distributed massive MIMO systems, where the overall beamforming 

calculations are broken down into smaller, less complex calculations carried out in groups 

[50]. RZF is different from ZF in that it introduces a regularising parameter and by 

properly selecting this parameter, a group of linear precoders can attain an RZF structure. 

The precoding matrix for the RZF technique is given by 

                   ,          (2.6) 

where F is a deterministic Hermitian nonnegative matrix and β is the regularising 

parameter.  It has been shown that by reducing the multi-user interference, RZF 

significantly outperforms MRT and that they both achieve the same performance when 

RZF has an order of magnitude fewer antennas per user terminal [50]. 

2.5.2.3 Beamforming with PA non-linearity 

The RF front end of the transmitter at the BS of a massive MIMO consists of high-power 

amplifiers (PAs), which amplify the signal before it is transmitted by the antennas. The 

PAs are usually assumed to operate in their linear region, but this is not what is 

encountered in practice [51]. When the PAs operate in the non-linear region, it causes 

amplitude and phase distortion in the transmitted signal, which either reduces the channel 

capacity or results in channel interference [52]. This results in the massive MIMO system 

losing its merits of diversity and multiplexing gain, hence it is imperative to consider ways 

to deal with these impairments. Beamforming techniques that account for PA non-linearity 

include the closed-loop MIMO transmit beamforming technique and the quantised equal 

gain transmission (QEGT) scheme [51]. By exploiting the constant modulus property of 

the beamforming weight vector elements, the QEGT scheme presents a less complex 

solution compared to the closed-loop transmit beamforming technique; however, it is less 

accurate. 
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2.5.2.4 k-Regular beamformer 

The k-regular beamformer aims to reduce the hardware complexity required by the 

beamforming or precoding computations by varying the number of complex gains, k, and 

consequently proving a scalable trade-off between complexity and performance [53]. The 

hardware required by precoding includes multipliers to carry out multiplications, and 

digital-to-analog converters that are required in the RF front-end. Two beamforming 

matrix determination algorithms are presented, namely the maximum correlation method 

(MCM) and the projected iterative shrinkage-thresholding algorithm (PISTA). The MCM 

is a non-optimal two-step approach, which requires singular value decomposition, whereas 

the PISTA converges faster by avoiding combinatorial searching of the k-regular 

beamformer design problem. 

2.6 HETNETS 

BSs have traditionally been envisioned as large high-power consuming towers with large 

cell coverage. It is essential to realise that these high tower-mounted BSs, which are 

referred to as macrocell BSs in this dissertation, are just a single type of BS. A BS has 

three fundamental requirements. “First, it must be able to initiate and accommodate 

spontaneous requests for communication channels with mobile users in its coverage area. 

Secondly, it must provide a reliable backhaul connection into the core network through a 

wired or wireless connection. Thirdly, it must have a sustainable power source” [55]. 

 

With the high data rate demand of modern wireless communication, use of high-power BSs 

cannot provide high signal quality at the high data rates, particularly to cell-edge users in 

the macrocell. Use of short-range, low-power BSs in small cells reduces transmit power 

and achieves high SINR [5]. The reduced interference and increased capacity lead to 

increased spectral efficiency; that is, more users can be covered actively per Hertz per unit 

area. 

 

The HetNet structure has been developed in order to reap the coverage benefits of both 

macrocells and small cells. The macrocells make it possible to support users with high 
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mobility, whereas the small cells provide better coverage for large groups of users with 

low mobility and concentrated in a small area. The typical structure of a single cell in a 

HetNet setup is shown in Figure 2.4. The HetNet structure consists of a macrocell BS that 

serves a set of macrocell user equipment (MUE). The macrocell is overlaid by a number of 

small cells that serve a varying number of small-cell user equipment (SUE). The main 

challenge to contend with in a HetNet setup is the problem of inter-tier interference, as 

shown in Figure 2.4. Weak interference can be experienced by SUE when they receive a 

signal from the macrocell BS that is meant for a MUE. On the other hand, MUE can 

experience strong interference from small cell APs, especially if the MUE is at the edge of 

the macrocell but in close proximity to a small-cell AP. 

Macrocell BS

Small cell BS

Intended signal

Strong interference

Weak interference

Key

SUE

MUE

 

Figure 2.4. Structure of a single cell HetNet setup. 

 

Small cell BSs or APs are typically installed by the consumer, thus their distribution is 

time-varying [55]. The small cells can be classified to operate in either of two modes: the 

closed subscriber group (CSG) mode or an open access mode. In the CSG mode, access 
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through the AP is restricted to known subscribers and non-subscribers cannot connect to 

the BS, although it may be the nearest BS [56].   

 

Table 2.1 summarises the main aspects in which HetNets differ from traditional cellular 

networks [54]. 

Table 2.1. Summary of the main differences between traditional cellular networks and HetNets. 

Aspect Traditional Cellular Network HetNet 

Performance 

metrics 

SINR performance to evaluate 

outage probability or spectral 

efficiency (bps/Hz) 

Rate performance to evaluate outage 

probability or area spectral 

efficiency (bps/Hz/m
2
) 

Topology 

BSs with distinct area of 

coverage, typically hexagonal in 

shape, spread out in a grid. 

Macrocells overlaid by small cells, 

and the BS locations are modelled as 

random processes. 

BS 

Association 

Usually connect to the strongest 

serving BS. 

Instead of connecting to the BS with 

highest signal strength, connect to 

one that provides highest data rate. 

Use of biasing in small cells. 

Backhaul 

BSs connect to the core network 

through (heavy-duty) wired 

backhaul. 

BSs can have wireless connection to 

the core network in addition to lower 

speed wired connections.  

Interference 

Management  

Manage frequency reuse, 

particularly for cell-edge users. 

All BSs have open access.  

Manage closed access interference 

through resource allocation. Users in 

“the same” cell may use different 

BSs. Some small cells may not have 

open access.  

 

2.7 INTERFERENCE MITIGATION IN HETNETS 

The overlaid cell deployment in HetNets creates a large number of cell boundaries and this 

causes strong inter-tier interference, especially for cell-edge users [59]. The ad hoc, 

unplanned deployment nature of small-cells in HetNets, makes it difficult to use traditional 

interference mitigation techniques to address the inter-tier interference between macrocells 

and small-cells. The operation of some small-cells in CSG mode also gives rise to strong 

inter-tier interference [55]. Thus, there is a need for new efficient interference mitigation 

techniques, which operate in a decentralised manner by only using local information, but 

enhancing overall network performance. 
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2.7.1 Subframe alignment 

The almost blank subframes (ABS) scheme is a time-domain interference coordination 

technique that aims to reduce the backhaul requirement of enhanced inter-cell interference 

coordination (eICIC) schemes such as interference alignment. ABS is an uncoordinated 

transmit precoding scheme that manages both intra-cell interference and inter-cell 

interference [56].  In this interference mitigation technique, the small-cells classify their 

users as either cell-inner or cell-border.  The macrocell BS is designed to stop transmission 

in selected time-domain subframes periodically, and the small-cells then use these 

subframes to serve the cell-edge users [57]. Since some information, such as pilots, is still 

transmitted by the macrocell user equipment, the subframes are thus referred to as ABS. 

This scheduling of cell-edge users during ABSs is also known as strict scheduling. 

 

Figure 2.5 illustrates the operation of ABS for a macrocell that is overlaid by a picocell and 

a femtocell. In Figure 2.5(a) the femtocell transmits with ABSs during the even subframes 

and these subframes can be used to schedule transmission to MUE close to the femtocell. 

On the other hand, in Figure 2.5(b), the macrocell transmits with ABSs during the even 

subframes and these can be scheduled to serve the picocell’s cell-edge users. 
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Figure 2.5. Illustration of operation of ABS between two tiers in a HetNet. (a) The ABSs of the 

femtocell can be used to schedule transmission to MUEs close to the femtocell; (b) the ABSs of the 

macrocell can be scheduled to serve the picocell’s cell-edge users. (Taken from [56], © 2011 

IEEE.) 
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2.7.2 Cell range expansion 

Cell range expansion (CRE) is a concept applied where some traffic of the macro-tier is 

offloaded into the small-cell tier in order to achieve load balancing between the two tiers 

[57]. Since both the macro- and the small-cell layers typically use the same amount of 

bandwidth, this presents an unfair bandwidth distribution due to the smaller coverage area 

of small-cells. CRE aims to exploit the bandwidth allocation fairly by offloading macrocell 

traffic into the small-cell tier through cell biasing. Although CRE significantly mitigates 

inter-tier interference in the uplink, it results in very low SINR for the downlink 

transmission, especially for cell-edge users. To address this problem, the ABS interference 

mitigation scheme has been adopted to be applied in conjunction with CRE [58].  Another 

technique that can be used in conjunction with CRE is jointly serving the offloaded user 

through cooperation between the macrocell BS and small-cell access point, only if it 

suffers from high interference [59]. 

 

The concept of CRE is illustrated in Figure 2.6. The figure shows that the small-cell BS 

extends its coverage area to serve MUE2. In other words, MUE2 is offloaded from the 

macrocell BS to the small-cell BS. 

Macrocell BS

Small cell BS

MUE1

MUE2

 

Figure 2.6. Illustration of CRE, where a macrocell user is offloaded to a small-cell BS after range 

expansion. 
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Performance analysis of HetNets with stochastic small-cells that employ CRE, and with 

large antenna arrays at the macrocell BSs, was presented by Wu et al. [60]. The authors 

investigated the use of interference nulling beamforming in order to improve the 

performance of offloaded users in HetNets implementing CRE. A tractable expression for 

the rate coverage probability of the interference nulling scheme was presented, and 

optimisation of the number of degrees of freedom was also considered in order to improve 

the rate coverage probability further. 

2.7.3 Interference alignment 

Interference alignment (IA) is an eICIC precoding technique that aims to maximise the 

degrees of freedom, also known as the multiplexing gain, of transmission over the 

interference channel [61]. IA techniques applicable to a HetNet with multiple antennas at 

the BSs were proposed [4]. It is proposed to apply hierarchical interference alignment 

(HIA) schemes to the two possible small-cell access modes in a HetNet, i.e. open 

subscriber groups and closed subscriber groups. The HIA schemes use a two-stage 

beamforming method to compute the beamforming matrices, based on the number of 

antennas at the BSs. The transmit beamforming matrix of the small-cell APs, which have 

fewer antennas compared to the macrocell BS, is designed in the first stage. The second 

stage then designs the beamforming matrix for the BS with the larger number of antennas. 

An optimisation method for maximising the sum rate for each cell in the network is also 

developed. 

 

In contrast to the HIA schemes, a hierarchical multi-stage interference alignment (HMIA) 

scheme that designs the transmit beamforming matrices in descending order of signal 

strength was developed [62]. Although some weak interference signals are not aligned, this 

multi-stage design method allows it to provide significant interference mitigation for a 

macrocell with more than two picocells. 
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2.8 BEAMFORMING FOR MASSIVE MIMO IN HETNETS 

Application of beamforming at massive MIMO BSs in HetNets is expected to present 

significant network performance gains. Having a massive MIMO BS for the macrocell in a 

HetNet enables it to concentrate its transmission power on the users or hotspots that it 

serves. This provides transmission opportunities to the small-cells located in other 

directions, and it is a technique known as spatial blanking.  

 

Three interference coordination strategies that use the spatial blanking technique with 

reduced complexity have been developed [17]. In the first strategy, small-cells are turned 

off on the basis of the amount of inter-tier interference that they receive or that they present 

to the macrocell tier. The second strategy schedules transmission for small-cells such that 

the interference noise is optimised for the Gaussian interference channel. The third strategy 

applies CRE by offloading some of the macrocell users to small-cells. The strategies aim to 

address the problem of severe inter-tier interference, which results from the random 

geometry of hotspots using the technique of joint spatial division and multiplexing [63]. In 

addition, all three strategies aim to give insight into the best deployment of small-cells, 

which provides most benefits for a given performance metric; that is, either uniform 

deployment, deploying more cells towards the cell-interior, or deployment at the cell-

edges. 

2.8.1 TDD protocol 

Employing the TDD protocol in a synchronised manner for both tiers in a HetNet scenario 

facilitates large-dimensional channel estimation at the BSs [18]. Operating with the TDD 

protocol also enables implicit coordination between both tiers without use of backhaul to 

exchange data.  This in turn enables all the equipment in the network structure to obtain 

information about the interfering channels with no additional overhead. By employing 

massive MIMO at the macrocell BS and small scale MIMO at the small-cell AP, the BSs 

and APs can sacrifice some of their degrees of freedom to enhance interference mitigation. 
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Figure 2.7 shows the operation of the TDD protocol in a two-tier network. The figure 

shows that both tiers operate in the same mode in each interval of the channel coherence 

time, T. 

Macrocell BS

Small cell BS
SUE

MUE
Macrocell downlink

Interference

Key

Small cell downlink

Macrocell uplink

Small cell uplink

 

Figure 2.7. Operation of the TDD protocol in a two-tier network. 

 

For a TDD-based network structure with a massive MIMO macrocell BS that is overlaid 

with small-cells, the coverage probability and spectral efficiency performance have been 

analysed for both tiers [7].  Analytical expressions that evaluate the optimal number of 

small-cells that can operate when the macrocell is in the uplink mode are provided. When 

the macrocell is in the downlink mode, interference mitigation in small-cells is enhanced 

by leveraging channel reciprocity and estimation of the interference covariance matrix. In 

addition, the authors of [7] showed how the macrocell BS can leverage the covariance 

matrix knowledge to improve the throughput of small-cells in a reverse TDD mode further. 

2.8.2 RTDD protocol 

The reversed TDD (RTDD) protocol is used when the two tiers in a HetNet operate in 

opposite modes during a time period. That is, when the macrocell is in uplink, the small-

cells will transmit in downlink, and vice versa [16]. This enhances accurate estimation of 

the interference subspace for both tiers’ BSs if they are fixed. It was observed that the 

RTDD scheme can outperform TDD in some cases, depending on the network structure. 

The performance of RTDD in the case of imperfect CSI at the transmitter was analysed in 

[64]. An RTDD-based beamforming scheme for the macrocell BS, which allows it to 
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manage both MUE and SUE by applying linear precoding techniques, was proposed. When 

the macrocell BS is in uplink mode, an MMSE receiver is used, and in downlink mode, a 

concatenated technique based on ZF is used. In contrast to [16], the authors of [64] make 

use of a wireless backhaul among the small-cells. Thus RTDD is applied not only between 

the two tiers, but also among the small-cell APs. 

 

Operation of the RTDD protocol in a two-tier network is illustrated in Figure 2.8.  Figure 

2.8 shows that the two tiers operate in opposite modes during each interval of T, unlike the 

TDD operation shown in Figure 2.7. 

Macrocell BS

Small cell BS
SUE

MUE
Macrocell downlink

Interference

Key

Small cell downlink

Macrocell uplink

Small cell uplink

 

Figure 2.8. Operation of the RTDD protocol in a two-tier network. 

2.8.3 Hybrid beamforming 

Hybrid coordinated beamforming for massive MIMO in a HetNet has been proposed for 

the case where the massive MIMO macrocell BS employs an analogue beamformer 

coupled with a digital beamformer, and the small cell AP is equipped with multiple 

antennas and applies digital beamforming [65]. The authors a beamforming scheme that is 

robust to CSI uncertainty under conditions of pre-assigned outage probability constraints 

by applying semidefinite relaxation to reformulate the beamforming optimisation problem 

into an SDP. In addition, they develop a distributed antenna implementation of the digital 

coordinated beamformer by applying the ADMM.  

 

A low complex hybrid transmit and receive beamforming technique for massive MIMO in 

ultra-dense HetNets that mitigates inter-cell and intra-cell interference was proposed [66].  
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The technique applies a hybrid beamforming architecture at the small cells, where the 

analog part is implemented at the small cell APs and the digital part is performed at a 

central unit for joint processing. The digital precoders that are employed at the SUEs are 

designed such that the inter-tier interference resides in a low dimension at the macrocell 

BS. 

2.9 WEIGHTED SUM RATE MAXIMISATION TECHNIQUES 

The weighted sum rate maximization (WSRMax) optimisation problem for massive MIMO 

downlink systems with power constraint at the BS is given by [67] 

         ∑          

 

   

    

           ∑ ‖  ‖ 
        

,         (2.7) 

where the decision variable, wk, is the beamforming vector for user k, γk is the SINR of 

user k, and Ub is the set of all users served by the BS. The WSRMax problem is known to 

be non-deterministic polynomial-hard and various methods have been proposed and 

presented in literature, which solve the non-convex problem with near optimum results. A 

common goal of the proposed methods or algorithms is to present a solution with low 

complexity of the beamformer design but which converges in relatively few iterations. 

2.9.1 Weighted sum rate maximisation via branch and bound 

The WSRMax problem has been solved using the branch-and-bound (BRB) optimisation 

technique with definitive accuracy using efficient bounding methods which are based on 

conic optimisation. Relaxing the SINR requirement in equation (2.7) and changing the sign 

of the objective function, the optimisation problem is reformulated as [68] 

         ∑           
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∑ ‖  ‖ 
        

,              (2.8) 

It has been shown that applying BRB optimisation techniques to solve the non-convex 

minimisation problem over an L-dimensional rectangle presents efficient bounding 

methods that are based on conic optimisation. In addition to solving WSRMax problems, 

the solution is capable of handling other systems with Lipschitz continuous performance 

metrics that are increasing functions of SINR [68]. 

2.9.2 Soft interference nulling 

Soft interference nulling (SIN) is a linear precoding technique, which is based on solving a 

sequence of convex optimisation problems about some given point in order to determine 

the precoding matrices [69]. In this method, the inequality constraints in equation (2.8) are 

approximated by the first-order Taylor series expansion of the log-determinant function 

about the operating point. For a cooperative MU-MIMO downlink system, the results have 

shown that with partial network coordination, SIN precoding can outperform ZF operating 

with full network coordination, at moderate SNR values. SIN precoding is particularly 

useful for clusters that overlap, where the coordination clusters comprise a limited number 

of cooperating BS. In such cases, optimal precoding techniques such as DPC and ZF 

cannot be applied directly. 

2.9.3 Weighted MMSE 

With the aim to design a linear filter for the transmitter in a MIMO broadcast channel 

(MIMO-BC), a relationship between the WSRMax problem and weighted sum-minimum 

MSE (WMMSE) was established [70]. It was shown that the WSRMax problem can be 

solved as a WMMSE problem with optimized MSE weights. An algorithm that updates the 

beamforming weights and the transmit or receive filters’ weights simultaneously in one 

loop was proposed. Numerical results showed that the proposed algorithms achieve 

relatively good performance in a few iterations. This makes the method favourable for 

practical low-complexity implementation. 
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2.10 ROBUST BEAMFORMING 

Robust beamforming is optimisation of the beamforming matrix for which the errors in 

channel estimation are constrained to lie in an uncertainty set [14], [71]. In other words, it 

is “an approach to optimisation under uncertainty in which the uncertainty model is not 

stochastic, but rather deterministic and set-based” [15]. Robust optimisation provides 

essential tools for dealing with various uncertainty types, whether model error or noisy 

data. However, the robust counterpart of an optimisation problem may potentially be 

intractable or a tractable solution becomes significantly complex. Solution methods thus 

aim to contend with this complexity challenge. When designing uncertainty immune 

beamforming matrices, increased complexity is further enhanced when some of the 

parameters involved in the system take up very large values [72], as in the case of massive 

MIMO BSs. 

2.10.1 SDP-based robust optimisation 

The traditional approaches to introducing robustness in the precoder design can end up 

requiring semi-definite programming (SDP). SDP is the optimisation of a function over the 

intersection of an affine set and the cone of positive semi-definite matrices [72]. The robust 

solution of the non-convex WSRMax problem is highly dependent on the type of 

uncertainty set, and the SDP design assumes an ellipsoidal uncertainty model where the 

channel error vectors are bounded in an ellipsoid defined by the ellipsoid’s parameter, ρ 

[71]. That is, the norm involved in the uncertainty set is simply an l2 norm. This 

assumption is an accurate estimation for channels with errors that follow a Gaussian 

distribution [73]. In such cases, the WSRMax problem can be solved using SDP 

approximations after appropriately relaxing some of the constraints in order to make them 

tractable. 

 

To solve the problem of maximising the minimum sum secrecy rate for multi-user MIMO 

networks with imperfect CSI, an efficient approximation algorithm based on Taylor 

expansion was developed [74]. The beamforming design scheme transforms the original 

problem into a convex approximation problem by applying semi-definite relaxation and a 
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first-order Taylor expansion approximation. In addition to the Taylor expansion 

approximation-based algorithm, the authors of [74] also propose a ZF-based beamforming 

scheme, which is applied in cases when the BS is able to nullify the eavesdroppers’ rate. 

Joint robust optimisation algorithms for the worst-case weighted sum rate maximization in 

multicell massive MIMO networks, which are based on the SDP approach, have been 

presented [75]. The algorithms have different levels of complexity and consider variations 

in coordination among BSs. 

 

The complexity of the SDP optimisation scheme is highly sensitive to the size of the 

beamforming matrix and the SDP-based solutions may incur appreciable computational 

cost or in certain circumstances the digital resources may not be sufficient to cater for the 

memory requirements of an SDP-based solution [15]. In addition, the SDP approach has a 

limited choice of solvers, and another limitation is that it is unable to handle various types 

of uncertainty sets. 

2.10.2 SOCP-based robust optimization 

In solving a convex SOCP, a linear function of the optimisation variables is minimized 

over the intersection of an affine linear manifold with the Cartesian product of quadratic 

(second-order) Lorenz cones [72]. SOCP-based optimisation is generally more 

computationally efficient compared to SDP-based methods. SOCPs provide a viable 

alternative to designing algorithms for large-scale antenna arrays [67]. SOCP problems can 

be solved in polynomial-time by interior point methods; however, it is difficult to develop 

simplex methods to solve SOCP problems. 

 

 A fast converging, iterative beamforming algorithm, which locally solves the WSRMax 

problem for a massive MIMO system, was proposed [67]. The beamforming design is 

based on the concept of successive convex approximation (SCA), where the original non-

convex problem is approximated by an efficiently solvable convex problem. The variables 

of concern are then updated on each iteration, until convergence. Each step of the SCA 

method approximates the WSRMax problem as an SOCP by performing relevant 

transformations. 
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The problem of SINR balancing in a MU-MIMO downlink system for the case of 

imperfect CSI acquisition at the transmitter was addressed. The worst-case design 

approach was followed for a system of coordinated BSs. The robust counterpart of the 

SINR maximisation problem was relaxed to an SDP, and then it was sub-optimally solved 

in conjunction with a bisection search [71]. A robust beamforming design which is merely 

based on solving SOCPs is also proposed. 

  

The maximum SINR balancing problem for the case of perfect CSI was presented as [71] 

                   

             ∑ ‖  ‖ 
        

          (2.9) 

where αk are positive weighting factors and γk is the SINR of user k. In order to account for 

imperfect CSI for the TDD massive MIMO system, the channel vectors were modelled as 

    ̂              (2.10) 

where hk represents the known channel vector for user k, Ak comprises the channel 

perturbation direction vectors and vk is the channel error row vector for user k. The channel 

error vectors are determined to lie in an affine uncertainty set S given as 

   {    ‖  ‖    }   .     (2.11) 

For worst case robust optimisation, by introducing a new variable, t for the objective 

function, the robust counterpart of (2.9) was formulated as 
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The proposed method further reduces complexity in comparison to the original version of 

the SINR balancing problem. This is accomplished by exploiting various properties of the 

constraints in the robust optimisation problem. An additional advantage of the proposed 

SOCP-based design is that it can be applied to various uncertainty models, whereas the 

SDP-based design formulations commonly used in literature are only applicable to the 

cases where the channel errors lie in an ellipsoid. 

2.10.3 Uncertainties for robust optimisation 

The robust counterpart of a linear optimisation problem is generally written as [15] 

             

                                     (2.13) 

where c
T
 is the transpose of c, ai represents the i

th
 row of the matrix A, whose uncertainties 

are contained in the set      . The constraint   
               is satisfied if and only 

if    {     }
  

         . It was shown that this robust linear programming problem is 

always tractable for most practical uncertainties, although the resulting robust problem 

may no longer be a linear programming problem [76]. There are various types of 

uncertainties that can be considered for robust optimisation problems which include: 

 Ellipsoidal uncertainty 

 Polyhedral uncertainty 

 Cardinality constrained uncertainty 

 Norm uncertainty. 

Considering ellipsoidal uncertainty presents a trade-off between robustness and 

performance, which is controlled by the size of the ellipsoidal set. Polyhedral uncertainty is 

considered as a special case of ellipsoidal uncertainty, where the size of the resultant robust 

optimisation problems grows polynomially in the dimensions of the uncertainty set and in 

the size of the nominal problem. Cardinality constrained uncertainty is when a family of 

polyhedral uncertainty sets encode a budget of uncertainty in terms of cardinality 

constraints [77]. The cardinality constraints are the parameters of the problem that are 

allowed to vary from the nominal points.  
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It was shown that robust optimisation problems with uncertainty sets described by general 

norms result in convex problems with constraints related to the norm of the dual problem 

[78], [79]. In particular, the l2 norm of a linear programming problem results in an SOCP, 

whereas those for the l2 and l∞ norms remain as linear programs. The robust counterparts of 

most choices of the uncertainty sets for linear programming under norm uncertainty were 

observed to be tractable. 

2.11 OPTIMAL SOLVERS 

In order to solve convex optimisation problems, two main approaches are generally used in 

literature. The first approach makes use of a parser to canonicalise the original problem to 

obtain an SOCP, which is then solved by a solver. Examples of parsers/solvers that use 

such an approach are CVX [17], YALMIP [80], and SeDuMi [81]. These commonly used 

optimal solvers are not computationally efficient for problems with large dimensions, e.g. 

with massive antenna arrays at the BS. This is because the transformations required in 

order to deploy the algorithms onto embedded systems are time-consuming. 

 

The second approach makes use of a parser and generator combination. Here the original 

problem is analysed in advance, before the generator generates a custom SOCP solver. The 

parameters of the problem are mapped to the custom solver to give a solution. An example 

of a parser/generator that uses this approach is CVXGEN [82]. Although this approach 

reduces the transformation overhead of the aforementioned approach, the code generation 

step is also time-consuming and this makes it unsuitable for rapid prototyping [83]. 

Moreover, CVXGEN and similar frameworks, such as FORCES [84] and ACADO [85], 

are limited to solving quadratic programs. 



 

 

CHAPTER 3   SYSTEM MODEL 

Use of a massive MIMO BS for the macrocell in a HetNet scenario allows the system to 

achieve significant performance improvement as discussed in Section 2.8. Although 

beamforming for massive MIMO in HetNets helps mitigate inter-tier interference, the 

notion of operating in TDD mode does not give accurate solutions. Hence there is need for 

a novel uncertainty immune massive MIMO beamforming method that achieves acceptable 

performance in terms of SINR maximization with relatively low complexity for practical 

implementation. The beamforming scheme needs to account for imperfect CSI acquisition 

and RF impairments in order to model channel uncertainties for downlink transmission in 

HetNets with massive MIMO BSs. 

 

In this work, a single cell of a typical HetNet was considered. The macrocell BS is 

equipped with M transmit antennas transmitting to K single-antenna MUE. The macrocell 

is overlaid with S small-cells, which contain a single-antenna BS serving a few single-

antenna SUE. The setup is illustrated in Figure 3.1 and typically one would have M >> K. 

The K users and the small-cells are served in the same time-frequency resource and the 

channel is considered to be Rayleigh-fading. 

 



CHAPTER 3 SYSTEM MODEL 

 

Department of Electrical, Electronic and Computer Engineering 38 

University of Pretoria 

Macrocell BS

Small cell AP s

gsi

esk

hmk

SUE i

MUE k

M antennas

fi

 

Figure 3.1. Typical single cell of a HetNet with massive MIMO at the macrocell BS. 

 

3.1 DOWNLINK TRANSMISSION 

The received signals at MUE k and at SUE i in Figure 3.1 are modelled as [16] 

       √    
                 (3.1) 

          
                    (3.2) 

where Pb is the total downlink transmit power, hk is the channel vector between MUE k 

and the macrocell BS, s = Wx is the transmitted vector with      containing the data 

symbols for the K users. Let H = [h1, h2,…, hK] be the M × K channel matrix, and W be 

the M × K precoding matrix. gji expresses the channel gain between small-cell BS j and 

SUE i, and xSCA,i is the data symbol transmitted to SUE i from its associated BS. The 

interference and noise terms are defined as 
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       ∑  ̌             ,        (3.3) 

       ∑             
       ,            (3.4) 

where  ̌   represents the channel from MUE k to small-cell BS i, S = {1, 2, . . . S} is the set 

of small-cell BSs, and fi denotes the M-dimensional channel vector between the macrocell 

BS and SUE i, and n is AWGN, which consists of complex elements with zero mean and 

variance σ
2
. 

3.2 PERFECT CSI MODEL 

For the case of perfect CSI, that is, in the absence of CSI acquisition errors, the WSRMax 

problem given in equation (2.7) can be solved by a bi-section method. By setting a 

threshold for the minimum achievable rate for each user, γ, the optimisation problem can 

be recast as 

         ‖ ‖  

                              

∑ ‖  ‖ 
        

,             (3.5) 

where Pb is the transmit power limit of the corresponding BS, αk is a positive weighting 

factor for user k, Bu is the set of all macrocell users served by the BS, and wk is the 

beamforming vector for user k. γk is the SINR of macrocell user k as given by 

   
  |  

   |
 

     ∑ |  
   |

 
     ∑ | ̌  |  

      

,    (3.6) 

where PSCA is the transmit power of the small cell APs. 

 

The optimisation problem given by equation (2.5) can be reformulated as an SOCP and the 

resulting problem is solved by applying the max-min fairness algorithm [86]. This solution 

method is based on determining the upper bound of the users’ sum rate using the uplink-

downlink duality theory before applying the max-min fairness algorithm to solve the SOCP 

problem [87]. By applying Jensen’s inequality after noting that the log function is concave, 
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the rate upper bound of user k for the case of perfect CSI acquisition at the transmitter is 

determined by [88], [89] 

       (   *   
 

  
    

    +)    ,     (3.7) 

where Ik is a K   K identity matrix and      
      is the autocorrelation matrix of the 

channel vector hk. 

3.3 IMPERFECT CSI MODEL 

The premise of the TDD protocol is that the channel is assumed to remain constant during 

the channel coherence time. This can be valid for cases where the user remains in the same 

vicinity relative to the BS during the channel coherence interval; however, this is 

practically inaccurate for users with high mobility. This work focused on investigating and 

optimising the SINR performance of a massive MIMO system for macrocell users in a 

HetNet scenario. Although the RTDD protocol addresses the problem of imperfect CSI in 

HetNets with massive MIMO base stations, its backhaul requirement for coordination 

increases overhead and latency. In this work, the channel estimation was modelled to 

account for uncertainty in the CSI acquisition, and consequently the channel vector for 

each user k takes the form 

    ̂    ,          (3.8) 

where  ̂  is the estimated channel vector for user k, and ek is the corresponding downlink 

channel error vector. The channel estimation error vectors for user k are assumed to be 

bounded and to lie in an uncertainty set Uk, defined as 

   {    ‖  ‖       },        (3.9) 

where ‖  ‖ is an appropriate absolute norm for the vector   , described by the parameter 

ρk, which is chosen based on the desired channel uncertainty model [90]. 
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Imperfect CSI for robust optimisation can be modelled either statistically or by using the 

worst case design, and selection of the modelling design depends on the source of CSI 

errors at the BS [71]. Statistical modelling guarantees a certain system performance based 

on averages obtained over a number of channel realisations, whereas the worst case design 

guarantees a certain system performance for channels sufficiently close to the estimated 

values.  

 

Uncertainty in CSI acquisition is a result of either estimation error or quantisation error 

[90].  Considering that current and next generation channel estimation methods provide 

accurate estimates, and that massive MIMO systems rely on the law of large numbers 

where the RF chains are built with low-cost components in order to achieve economic 

production, the dominant source of uncertainty in our model is assumed to be the 

quantisation errors. Taking into account that the quantisation errors are bounded, it can be 

justified to adopt the worst case design model for imperfect CSI, which is based on the 

bounded channel error model. 

 

In order to account for the imperfect CSI, a new capacity upper bound is used, assuming 

that the channel error statistics are known. Considering the channel errors for each user k to 

be i.i.d. Gaussian entries, with zero mean and variance     
 , which is customary for 

conventional channel estimation schemes [91], the new capacity upper bound is 

determined by 

       (   *   
 

      
        

    +)    .        (3.10) 

Comparing equations (3.7) and (3.10), one can see the effect that the channel errors have 

on the capacity upper bound. This reduction in the capacity upper bound negatively affects 

the solution that is given by applying the max-min fairness algorithm. The same applies to 

other solution methods that make use of the rate upper bound, such as the ADMM 

algorithm.  
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Given the capacity upper bound under channel uncertainty conditions as given by equation 

(3.10), an effective robust beamforming solution method that makes best use of the 

erroneous channel vector estimation needs to be designed. It is essential, under such 

conditions, to provide the best model for the channel errors in order to obtain proper error 

statistics. 



 

 

CHAPTER 4   FAST CONVERGING ROBUST 

BEAMFORMER DESIGN 

The robust counterpart of any optimisation problem is usually either intractable or more 

complex to solve because the robust optimisation problem’s set of constraints becomes 

infinite. “Commonly employed approximation schemes usually increase the complexity of 

the original problem by one degree; that is, a linear program becomes an SOCP, and an 

SOCP transforms to an SDP” [71]. It is essential for the robust counterpart of an 

optimisation problem to be computationally tractable. Possibilities of converting the robust 

counterpart to tractable form do not only depend on the analytical structure of the generic 

problem, but also on the geometry of the uncertainty set [14]. 

4.1 SOCP-BASED ROBUST OPTIMISATION 

To obtain the robust counterpart of an optimisation problem, it is imperative to linearize 

the objective function by introducing a new variable if necessary [90]. To obtain the robust 

counterpart of the SINR balancing problem given by problem (3.5), a new variable, t, is 

introduced and is then minimised as the objective. The resultant robust formulation of 

problem (3.5) is written as 

            

                         ‖ ‖       

                     

∑ ‖  ‖ 
        

,             (4.1) 

where w represents the vectorised precoding matrix. 

In order to solve the robust beamforming optimisation problem efficiently, a robust 

beamforming design which is based on iteratively solving SOCPs, is proposed. By not 

specifying any particular norm for the uncertainty set of the channel error vectors, the 

SOCP-based scheme is capable of handling a wide variety of uncertainties. A tractable 

robust formulation which incorporates uncertainty with second order cone constraints, is 

obtained. The solution method is designed to account for imperfect CSI by using the 
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channel vector model given in equation (3.8) and the capacity upper bound given by 

equation (3.10). 

 

To solve the robust optimisation problem for massive MIMO beamforming in a HetNet 

scenario, it was proposed to follow the parser/generator approach of [83], where a problem 

family is canonicalised, and lightweight code for mapping the parameters into an SOCP is 

generated. The canonicalisation is done using the Smith Form reformulation [91] and the 

MS technique is used for the mapping. The ADMM is then adopted to solve the SOCP-

based optimisation problem. It was shown that use of the MS technique and the ADMM 

algorithm provides an efficient near-optimum solution of the WSRMax problem for 

macrocell users in a HetNet scenario [92]. The flexibility of the solution allows for easy 

scaling of the network structure for very large antenna arrays at the BS without much 

increase in computational overhead. 

 

The solution method that uses the MS technique and the ADMM algorithm is based on a 

two-stage technique, as illustrated in Figure 4.1. The first stage first transforms the original 

optimisation problem P, given in equation (3.5), into an ADMM-compliant form, 

PADMM. The second stage applies the operator splitting method [93] to obtain an 

ADMM-based solution to the problem. 

Transformation

(Smith form & MS)

Stage 1

ADMM Solver
(Operator splitting 

method)

Stage 2

X

 

Figure 4.1. Two-stage approach of the proposed solution method. 
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4.2 SOCP PROBLEM FORMULATION 

The aim of the transformation stage in Figure 4.1 is to give the ADMM-compliant form 

representation of the original optimisation problem. The ADMM-compliant form of an 

optimisation problem is the standard form of an SOCP, which is given as [73] 

PADMM:                            

                  

          ,     (4.2) 

where      is the optimisation variable,      denotes the slack variable,   { }   

          with    as the standard second-order cone of dimension p.        and 

     contain the original problem’s constraints data, and      contains the objective 

function’s scalar coefficients. 

4.2.1 Smith form reformulation 

The Smith form reformulation involves the introduction of new variables for each sub-

expression of the objective function and all the constraints. The sub-expressions for the 

objective function and the constraints are first described by a set of given atoms, which are 

built-in functions such as norm, square, or sum [94]. A full list of the atoms is given in 

Table 4.1. Each atom has three characteristic properties, namely 

 the sign of its output (positive, negative, or unknown), 

 its monotonicity (increasing, decreasing, or neither), and 

 its curvature (convex, concave, or affine). 

 

Given a threshold, γ, for the SINR, the SINR balancing problem introduced in problem 

(2.9) is recast as 

         ‖ ‖  

                               

∑ ‖ ‖ 
        

,            (4.3) 

where γk is the SINR for user k, which is given by equation (3.6). 
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Table 4.1. Library of atoms used for Smith form reformulation. 

Atom Definition Curvature Implementation 

Parametric atoms 

υ
smult

(x;a) ax Affine t = ax 

υ
mmult

(x;A) Ax Affine t = Ax 

υ
const

(;a) a Affine t = a 

Scalar atoms 

υ
plus

(x;y) x+y Affine t = x + y 

υ
minus

(x;y) x - y Affine t = x - y 

υ
negate

(x) -x Affine t = -x 

υ
pos

(x) max(x,0) Convex     ,        

υ
neg

(x) max(-x,0) Convex     ,        

υ
square

(x) x
2
 Convex                       

υ
inv_pos

(x) 1/x Convex                       

υ
abs

(x) |x| Convex          

υ
geo_mean

(x,y) √   Concave                               ,      

υ
sqrt

(x) √  Concave                  

Vector atoms 

υ
sum

(x) 1
T
x Affine t = 1

T
x 

υ
max

(x) max{x1, x2,…, xn} Convex        , i = 1,…,n 

υ
quad_over_lin

(x,y) x
T
x/y Convex                               ,      

υ
norm

(x) ||x||2 Convex            

υ
norm1

(x) ||x||1 Convex                 

υ
norm_inf

(x) ||x||∞ Convex                 

υ
min

(x) min{x1, x2,…, xn} Concave        , i = 1,…,n 

 

Using the atoms in Table 4.1, the Smith form of the optimisation problem given in (4.3) is 

expressed as 

minimise t0 

subject to 

           ,           (4.4) 

                                       

                                           ̌      
  ,           (4.5) 

         √   ,            (4.6) 

where equation (4.6) represents the per-antenna power constraint. 
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4.2.1.1 Relaxed Smith form 

Although the Smith form is equivalent to the original problem, it is not necessarily convex, 

unless all atoms used are affine. The reformulated problem is convex if all expressions 

used are affine. Thus, all equality constraints for atoms that are not affine are relaxed to 

inequality constraints, based on their curvature, in order to make them affine. If an atom υ 

is concave, its equality constraint t = υ(x) is replaced with t ≤ υ(x). On the other hand, if υ 

is convex, the equality constraint is replaced by t ≥ υ(x). 

4.2.1.2 Representative form 

To represent the atoms of the reformulated problem, graph implementations are used, 

particularly for the non-linear functions. Affine atoms do not require any special 

representation. Each atom in the relaxed Smith form is replaced by its graph 

implementation, where each graph implementation is a small SOCP. The definitions of 

atoms, their curvature, and their equivalent conic implementations are given in Table 4.1. 

 

By introducing new variables, t0 and t1, for the sub-expressions problem’s (4.3) objective 

function,     ‖ ‖ , the representative Smith form is given as 

minimise t0 

                              , 

       ,          (4.7) 

where N = KM. 

 

For the per-antenna power constraint    √  , introducing new variables, v0 and v1, 

results in the representative formulation 

   
    

        

  
  √     

  
       .          (4.8) 
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With the aim to make the QoS constraint in (4.1) convex, i.e., for all sub-expressions to be 

affine, let           . The QoS constraint is then given by the expression 

  |  
   |

 

     ∑ |  
   |

 
     ∑ | ̌  |  

      

   ,    (4.9) 

which is equivalent to the l2 norm representation 

‖      ‖      
  ,    (4.10) 

where  

      
     

      ,    (4.11) 

   √        ,             (4.12) 

   [       
    

         
 ]

 
   ,            (4.13) 

and Ck is given by 

   

[
 
 
 
 
 
  

 

 
  

 

  
   

 

  
  

   
 

  
 

 

  
   

 

  
  ]

 
 
 
 
 

         .          (4.14) 

By introducing new variables   
 ,   

 ,   
 , and   

  and using the representative form given 

in Table 4.1 the relaxed Smith form representation of equation (4.10) is given as 

   
    

        

  
      

     

  
    

    
       

  
           

  
         .         (4.15) 
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The resultant relaxed Smith form reformulation of the original problem in (4.1) is 

represented as  

            

           G0, G1(m), G2(k),     ,         (4.16) 

where G0 is the relaxed Smith form representation of the objective function, which is given 

by 

G0 : {
            

       }.              (4.17) 

G1(m) is the relaxed Smith form representation of the power constraint given as  

G1(m) : {

   
    

       

  
  √    

  
       

},       (4.18) 

and G2(k) represents the relaxed Smith form reformulation for the QoS constraint of 

MUEk, given as 

G2(k) : 

{
 
 

 
 

(  
    

 )      

  
      

    

  
    

    
      

  
          

  
         }

 
 

 
 

.          (4.19) 

The standard SOCP (ADMM-compliant) representation of the reformulated problem is 

represented by the vector of variables x, which includes the original variables and the new 

variables, and the problem data, which are defined in A, b, and c. The optimisation 

variables are given by 

        
      

    
      

       ,   (4.20) 

and the vector of coefficients is consequently given by 
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c = [0n-1; 1].     (4.21) 

The standard SOCP problem’s structure is characterised by the cone dimensions and the 

matrices that represent the problem data. The cone dimensions of the reformulated 

problem, n, m, and  , are given by 

         ,            (4.22) 

                           ,           (4.23) 

                              ,       (4.24) 

where Ѵ is the Cartesian product of 2(M + K) + 1 closed convex cones. The matrices that 

contain the original problem’s constraints data, A and b, are given as follows: 

     

A=

1

-1

1

1

1

-1

-1

-1

-1

 

where the number of columns of A is equal to the total number of variables, i.e. the 

original variables plus the new variables introduced by the reformulation. The rows of A 

are composed of from the atoms of the reformulation, where each atom is a block that is 

underlined. 

(4.25)    𝑚 𝑛, 
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b =

0

0

0

0

0

 

4.2.2 Matrix stuffing for fast transformation 

MS is a technique that provides significantly faster transformation for convex optimisation 

problems compared to other modelling and transformation frameworks such as CVX [95]. 

The canonicalisation procedure carried out through the Smith form reformulation simply 

creates the SOCP structure of the original problem. For a given set of the HetNet’s 

parameters, i.e. the number of BS antennas, MUEs and SUEs, the SOCP structure is fixed. 

Since the parameters for a given scenario of a HetNet setup can be assumed to remain 

constant for a long period, the structures of A, b, c and the description of Ѵ can be 

generated and stored offline. 

 

For any specific network realisation of the HetNet scenario, the problem data are then 

copied to the corresponding positions in the standard SOCP structure. These data comprise  

the maximum per-antenna transmit power of the macrocell BS, which is represented by the 

√  ’s in b; the per-user SINR thresholds γk, which are copied to the βk’s in A; and the 

channel realisations hk’s, which are copied to the rk’s and Ck’s in A. This MS technique 

presents a fast transformation solution for non-convex optimisation problems such as the 

WSRMax problem for macrocell users in a HetNet scenario. 

(4.26)    𝑚  . 
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4.3 ADMM-BASED SOLUTION 

To solve the formulated standard SOCP for a given problem to optimise the user rate or 

SINR performance for macrocell users in a HetNet scenario, it was proposed to apply a 

first-order method for solving very large cone programs. The solution of the method is a 

result of solving the homogeneous self-embedding of a primal-dual pair of the optimisation 

problem by using an operator splitting method known as the ADMM algorithm. This 

approach scales favourably to convex conic problems with very large dimensions, and it is 

well suited for a distributed antenna setup since it can be applied in parallel across multiple 

processors [86]. This makes the method converge to reliable, modestly accurate solutions 

faster than interior-point methods, at the cost of lower accuracy. 

4.3.1 Homogeneous self-embedding 

Homogeneous self-embedding is a single convex feasibility problem, which results from 

encoding the primal and dual pair of an optimisation problem into a single feasible 

problem. The process of obtaining homogeneous self-embedding entails finding a feasible 

(non-zero) point in the intersection of a convex set and a subspace, and it has been widely 

used in inter-point methods. A non-zero solution of the original pair is taken as the optimal 

solution otherwise a certificate of infeasibility is generated that proves that either the 

primal or dual optimisation problem is infeasible. 

 

The primal and dual pair, PADMM and DADMM, of the ADMM-compliant problem is 

represented as 

         PADMM:               

                  

          ,         (4.27) 

 

  DADMM:                

                   

      { }    ,              (4.28) 
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where η     is the dual’s optimisation variable, and      is the dual slack variable. Ѵ  

is the dual cone of the non-empty closed convex cone Ѵ and {0}
n
 is the dual cone of   .  

 

To ensure that strong duality holds, the Karush-Kuhn-Tucker (KKT) conditions are 

necessary and sufficient, in order to solve the optimisation problem optimally. The pair in 

(4.87) and (4.28) satisfies the KKT conditions and is primal-dual optimal when  

      ,        (4.29) 

       ,         (4.30) 

         ,           (4.31)  

with (x, µ, λ, η)        { }    . The primal-dual pair can be converted into a single 

problem by embedding the KKT conditions into a single system of equations and including 

the optimal points that the primal and dual problems must jointly satisfy. This embedding 

gives 

[
 
 
 
]  [

   

   
    

] *
 
 +  [

 
 
 
],      (4.32) 

(x, µ, λ, η)        { }    . 

In this case, if the primal optimization problem in (4.27) or the dual problem in (4.28) is 

infeasible, (4.32) has no solution. Homogeneous self-dual embedding addresses this 

shortcoming by introducing two new nonnegative variables τ and κ, which encode the 

different possible outcomes of the solution [96]. The homogeneous self-dual embedded 

system of equations is then given as 

[
 
 
 
]  [

    
    
       

] [
 
 
 
].       (4.33) 

The system of equations in (4.33) is homogeneous because if (x*, µ*, λ*, η*) is a solution to 

the embedded problem, then (ax*, aµ*, aλ*, aη*) is also a solution for any a ≥ 0. The 
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embedded problem is also self-dual, and the proof is given in Appendix A. To simplify the 

representation of the embedded problem, let 

  [
 
 
 
],              (4.34) 

  [
    

    
       

],            (4.35) 

  [
 
 
 
],              (4.36) 

where (p, r)         , Q                   . The homogeneous self-embedding 

problem is thus given as 

           

                         (4.37) 

           

where            is a cone with dual cone    { }      . 

4.3.2 ADMM algorithm 

The ADMM algorithm is a first-order method for solving optimisation problems, which is 

based on the operator splitting method [97]. The method is well-suited for large-scale 

convex optimisation problems. The algorithm has been applied to solve optimisation 

problems in cloud computing environments because it can handle complex problems fairly, 

while it is scalable enough to process data with large parameters. It was proposed to adopt 

this algorithm to solve the homogeneous self-dual embedded problem for robust 

beamforming optimisation for macrocell users in a typical HetNet. 

 

The basic operator splitting method solves convex problems of the form 

minimise [ f(y) + g(z) ] 

subject to  Ay +Bz = c,            (4.38) 
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where A      , B      . Here the variable of the original problem x    , is split into 

two parts, which are y     and z     in this case, provided the objective function of the 

original problem is separable across the splitting. It is assumed that f and g are convex, and 

they may be non-smooth or may take on infinite values to encode implicit constraints. 

 

The iterations of the ADMM algorithm consist of the steps 

                       ,       (4.39) 

                         ,         (4.40) 

                        ,             (4.41) 

where d is the dual variable, and δ > 0 is a penalty multiplier of the augmented Lagrangian, 

Lρ, defined as 

                                     ‖       ‖ 
 .    (4.42) 

The initial points of the iterations, z
0
 and d

0
, are arbitrary but they are usually assumed to 

be zero. From equations (4.39) – (4.41), it is observed that the algorithm comprises a y-

minimisation step, a z-minimisation step, and a step to update the dual variable. This is 

basically similar to the method of multipliers, which takes the form  

                              ,            (4.43) 

                        .            (4.44) 

The main difference to note is that in the ADMM, the variables are updated in an 

alternating manner as given in equations (4.39) and (4.40), unlike in the method of 

multipliers where the augmented Lagrangian for the two variables is jointly minimised as 

given in (4.43). This gives rise to the term alternating direction in ADMM.  
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4.3.2.1 Scaled form 

The ADMM can be written in a more convenient scaled form. This is achieved by 

combining the linear and quadratic terms in the augmented Lagrangian and scaling the dual 

variable. After defining r = Ay + Bz – c as the residual, part of equation (4.42) can be 

written as 

         ‖ ‖ 
       ‖        ‖ 

        ‖ ‖ 
  

      ‖   ‖ 
       ‖ ‖ 

           (4.45) 

where u = (1/δ)y is the scaled dual variable. With this scaled dual variable, the ADMM is 

then given as 

                       ‖           ‖ 
 ,  (4.46) 

                       ‖             ‖ 
 ,    (4.47) 

                     .          (4.48) 

The scaled form of the ADMM given by Equations (4.46) – (4.48) is equivalent to the 

unscaled form in Equations (4.39) – (4.41). The formulas in the scaled form are, however, 

often shorter to implement and are thus used more often. 

 

In order to apply the operator splitting method, the embedded problem in Equation (4.37) 

is transformed into the form 

                       ̃  ̃  ̃  

subject to         ̃  ̃ ,    (4.49) 

where IS denotes the indicator function of the set S. Directly applying the ADMM to the 

self-dual embedding in Equation (4.49) yields the following algorithm 
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  ̃     ̃     ∏              
    

 

     ∏   ̃       
 

 

     ∏   ̃       
  

 

         ̃         

         ̃        , 

where ∏      denotes the Euclidean projection of x onto the set S, and λ and μ are dual 

variables for the equality constraints on p and r, respectively. 

4.3.2.2 Convergence 

The ADMM algorithm has been found to converge very slowly to high accuracy; however, 

it converges to modest accuracy in a few tens of iterations [97]. This corresponds with the 

results that were obtained in  this research, as will be shown in Chapter 5. The 

convergence efficiency of the ADMM-based solution makes it practically useful in 

scenarios where modest accuracy is sufficient while solve time is critical, as in the case of 

beamforming for massive MIMO. 

4.4 RUN TIME ANALYSIS 

To achieve the reduced latency requirement for the 5G networks, it is imperative that the 

proposed beamforming schemes for massive MIMO be computationally efficient. That is, 

in addition to optimal accuracy, they need to converge to a solution much faster compared 

to the current schemes applied in 4G and LTE. Thus, it is essential to evaluate the 

efficiency of the proposed robust beamforming technique, which uses MS and the ADMM 

algorithm, in terms of the run time or the time it takes to converge to a solution. In order to 

analyse and compare the convergence rate of the proposed beamforming solution method 

with other optimal solutions, various techniques were considered. 



CHAPTER 4 FAST CONVERGING ROBUST BEAMFORMER DESIGN 

 

Department of Electrical, Electronic and Computer Engineering 58 

University of Pretoria 

4.4.1 Big O notation 

Big O notation is a complexity analysis technique that represents the growth rate of an 

algorithm for the worst-case scenario in mathematical notation [98]. Big O notation 

characterises algorithms in terms of their growth rates, where algorithms with the same 

growth order are represented with the same function. It is worth noting that a 

representation of an algorithm in terms of big O notation usually only provides an upper 

bound on the growth rate of the algorithm.  

 

For the beamforming optimisation solutions analysed in this research, it was challenging to 

perform analysis of algorithm run time in terms of big O notation, since the number of 

iterations for each algorithm to converge to a solution varies widely. It is thus difficult to 

indicate the worst-case growth rate for the algorithms. It was considered to compare the 

convergence efficiency of the optimisation solutions using the run time for the various 

simulated cases. 

4.4.2 Platform independence 

Analysis of algorithm convergence efficiency in terms of run time or other empirical 

methods does not give a comprehensive comparative analysis of the performance of the 

algorithms considered. In addition to convergence time, the convergence efficiency of the 

optimisation solutions analysed in this research was compared in terms of empirical local 

orders of growth. This provides a platform-independent comparative performance analysis 

for the algorithms, since a given algorithm can be implemented on an arbitrary computer 

running an arbitrary operating system using an arbitrary programming language. For run 

times t1 and t2, with their corresponding input parameters n1 and n2, the local order of 

growth, d, is given by 

 

To illustrate the significance of comparing any two given algorithms in terms of their 

empirical local orders of growth behaviour, consider as an example a program that looks 

up a specific entry in a sorted list of size n. Suppose the program was implemented on 

(4.50) 
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Computer A (a state-of-the-art machine) using a linear search algorithm, and on Computer 

B (a much slower machine) using a binary search algorithm. Table 4.2 gives the typical 

results of both convergence time and local growth order comparison for the two computers 

running their respective programs. 

 

By only considering the run time for the first few rows in Table 4.2, one can easily 

conclude that Computer A is running an algorithm that is much superior in efficiency 

compared to that of Computer B. However, as the list size, n, grows to very large values, 

Computer B will inevitably surpass Computer A in terms of run-time, although Computer 

A is a faster machine. This is because Computer B runs an algorithm with a much slower 

growth rate, as can be seen from the results in Table 4.2. 

 

Table 4.2. Typical results of run time analysis for two computers running their respective programs 

for the same search. 

n Computer A run 

time (nanoseconds) 

Local order 

of growth 

Computer B run 

time (nanoseconds) 

Local order 

of growth 

15 7  100 000  

65 32 1.04 150 000 0.28 

250 125 1.01 200 000 0.21 

1 000 500 1.00 250 000 0.16 

… …  …  

1 000 000 500 000 1.00 500 000 0.10 

4 000 000 2 000 000 1.00 550 000 0.07 

16 000 000 8 000 000 1.00 600 000 0.06 

 

It can be seen that the algorithm implemented by Computer A exhibits a linear order of 

growth, whereas that for Computer B follows another rule of growth, where the empirical 

values of local growth order diminish rapidly as n increases. The algorithm of computer B 

has much lower local orders of growth than that of Computer A, and they improve further 

as n increases to very large values. 
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To further illustrate the platform independence significance of comparing algorithm 

convergence using the local order of growth, Table 4.3 shows the results of running the 

binary search algorithm on Computer A, and running the linear search algorithm on 

Computer B. Table 4.2 and Table 4.3 show that although Computer A is 100 times faster 

than Computer B, the local growth order analysis of the algorithms do not change after 

switching the search programs between the two computers.   

 

Table 4.3. Results of run time analysis for the two computers running with the programs switched 

for the same search. 

n Computer A run 

time (nanoseconds) 

Local order 

of growth 

Computer B run 

time (nanoseconds) 

Local order 

of growth 

15 1 000  700  

65 1 500 0.28 3 200 1.04 

250 2 000 0.21 12 500 1.01 

1 000 2 500 0.16 50 000 1.00 

… …  …  

1 000 000 5 000 0.10 50 000 000 1.00 

4 000 000 5 500 0.07 20 000 0000 1.00 

16 000 000 6 000 0.06 80 000 0000 1.00 

 



 

 

CHAPTER 5   RESULTS AND DISCUSSION 

5.1 INTRODUCTION 

This chapter presents the simulation results for the performance evaluation of the 

beamforming solution method, which uses the MS technique and the ADMM algorithm. 

The simulations were executed in MATLAB on a 64-bit Intel CORE i5 desktop computer 

with 8 GB RAM. For all the simulation scenarios, a single cell of a typical HetNet, where 

the macrocell is overlaid with four small-cells (S = 4), each serving one uniformly 

distributed user within 10 m was considered. The focus of the results was on evaluating the 

performance of the macrocell users, which were uniformly distributed within the macrocell 

with a radius of 60 m. The simulated channels were assumed to exhibit small-scale 

Rayleigh fading and they are modelled similar to Case 1 for heterogeneous deployments in 

the 3GPP LTE standard [99]. 

 

The performance of the proposed solution method, which uses the MS technique and the 

ADMM algorithm to solve the convex optimisation problem, was compared with an 

optimal solution which uses CVX and the BRB algorithm. The ADMM algorithm was 

implemented using the splitting conic solver (SCS) toolbox in MATLAB [93], whereas the 

solution method that uses the BRB algorithm was implemented with the SeDuMi solver. 

The beamforming solutions of the optimisation solutions were also compared with 

solutions given by the ZFBF and MMSE linear precoding techniques. 

 

Section 5.2 presents simulation results for the case of perfect CSI, which is described in 

Section 3.3. The focus is on investigating how the average SINR performance of the 

proposed solution that uses MS and the ADMM algorithm compares to the performance of 

the other aforementioned beamforming methods. 

 

Section 5.3 presents simulation results for the case of imperfect CSI discussed in Section 

3.4. In this case, the focus is on evaluating the efficiency of the proposed solution in terms 

of robustness to channel error uncertainty, worst-case SINR maximisation accuracy, and 
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convergence efficiency of the optimisation algorithm compared to the solution method that 

uses CVX and the BRB algorithm. 

 

5.2 PERFECT CSI MODEL 

For the case of perfect CSI at the transmitter, the performance of the proposed beamformer 

design method was analysed by evaluating how the average SINR of all MUEs varies with 

the BS transmit power. The simulation environment and some parameters of the system 

model used to obtain the results are as described in Section 5.1. 

 

Figure 5.1, Figure 5.2, and Figure 5.3 show results of how the average SINR of K = 20 

users varies with the BS power for cases of M = 100, M = 150, and M = 200 antennas, 

respectively. 

 

Figure 5.1. Average SINR performance for varying BS transmit power for K = 20 users, M = 100 

antennas. 
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Figure 5.2. Average SINR performance for varying BS transmit power for K = 20 users, M = 150 

antennas. 

 

 

Figure 5.3. Average SINR performance for varying BS transmit power for K = 20 users, M = 200 

antennas. 
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The results of the perfect CSI case show that the SINR performance of the MS and SCS 

solution method increases linearly, similar to that of the ZFBF, MMSE and the CVX and 

SeDuMi methods, although with reduced accuracy. The accuracy of the MS and SCS 

solution method improves significantly as the number of antennas, M, is increased, to 

achieve near optimum performance of the other beamforming methods. This can be seen 

from the reduction in the gap between the performance of the proposed method and that of 

the other methods as the number of antennas at the BS is increased from 100, through 150, 

to 200, as shown in Figure 5.1, Figure 5.2 and Figure 5.3. 

 

5.3 IMPERFECT CSI MODEL 

For the case of imperfect CSI acquisition at the transmitter, the performance of the 

proposed beamforming solution method was evaluated by analysing the average worst case 

SINR of all the MUEs. Maximising the average worst case SINR is the objective of the 

SINR balancing problem discussed in Section 4.2.1. The simulation scenario and solution 

methods used to compare the performance of the proposed solution are as described in 

Section 5.1. To generate the channel error vectors for the different uncertainty sets 

considered, the randomised algorithms control toolbox for MATLAB was used [100]. 

 

5.3.1 l2 norm 

Figure 5.4, Figure 5.5 and Figure 5.6 depict the accuracy and robustness performance of 

the proposed beamforming solution, which uses MS and SCS, by comparing it to the other 

aforementioned beamforming solution methods. The figures show plots of the average 

worst case SINR against the radius of the channel errors’ uncertainty set, ρ, where the error 

uncertainty is bounded by the l2-norm. The worst case SINR was averaged over 10 channel 

realisations for K = 20 MUEs with transmit power for the BS set at 1 dB. 
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Figure 5.4. Average worst-case SINR performance against error uncertainty set radius, ρ, bounded 

by l2-norm for number of BS antennas, M = 100, number of macrocell users, K = 20, and BS 

power, Pb = 1dB. 

 

Figure 5.4 shows the result for the case when the number of antennas at the macrocell BS, 

M was set to be 100. It can be seen from the result of Figure 5.4 that for this case of M = 

100, the MS and SCS solution method is outperformed by the optimal method, which uses 

SeDuMi and CVX, and also by methods that use ZFBF and MMSE. The robustness of the 

MS and SCS solution can be seen by the small degradation of the SINR as the uncertainty 

set radius, ρ, increases.  
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Figure 5.5. Average worst-case SINR performance against error uncertainty set radius, ρ, bounded 

by l2-norm for number of BS antennas, M = 150, number of macrocell users, K = 20, and BS 

power, Pb = 1dB. 

 

In Figure 5.5, the number of antennas at the macrocell BS, M, was increased to 150 while 

all the other parameters remained the same as for the simulation scenario of Figure 5.4. 

Comparing Figure 5.4 and Figure 5.5 shows that the worst-case SINR performance of all 

four solution methods, in terms of the average worst case SINR for a given ρ value, 

improved as M was increased. In addition, the MS and SCS method outperformed the 

ZFBF and MMSE solutions in this case of M = 150, unlike in the case of M = 100 shown 

in Figure 5.4. 

 

Figure 5.6 shows the result for the case when the number of antennas at the macrocell BS, 

M was further increased to 200. The results of Figure 5.4, Figure 5.5 and Figure 5.6 show 

that increasing the number of BS antennas for the same number of macrocell users 

increases the average worst-case SINR performance of all the beamforming methods.  
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Figure 5.6. Average worst-case SINR performance against error uncertainty set radius, ρ, bounded 

by l2-norm for number of BS antennas, M = 200, number of macrocell users, K = 20, and BS 

power, Pb = 1dB. 

 

Figure 5.7, Figure 5.8 and Figure 5.9 show the results of investigating the effect of 

increasing the number of MUEs while the number of BS antennas remains the same as in 

Figure 5.4, Figure 5.5 and Figure 5.6, respectively. The number of macrocell users, K, was 

increased to 40 in this case. The results show that the average worst-case SINR 

performance of all the beamforming methods diminishes when the number of users is 

increased. The trend, however, remains the same as in the case of K = 20 users, with the 

MS and SCS method significantly outperforming the ZFBF and MMSE solutions but being 

outperformed by the CVX and SeDuMi method for the case of M = 150 and M = 200. As 

the number of BS antennas M is increased, the SINR accuracy of the proposed solution 

improves to approach that of the optimal solution given by the BRB algorithm closely. 
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Figure 5.7. Average worst-case SINR performance against error uncertainty set radius, ρ, bounded 

by l2-norm for number of BS antennas, M = 100, number of macrocell users, K = 40, and BS 

power, Pb = 1dB. 

 
 

 

Figure 5.8. Average worst-case SINR performance against error uncertainty set radius, ρ, bounded 

by l2-norm for number of BS antennas, M = 150, number of macrocell users, K = 40, and BS 

power, Pb = 1dB. 
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Figure 5.9. Average worst-case SINR performance against error uncertainty set radius, ρ, bounded 

by l2-norm for number of BS antennas, M = 200, number of macrocell users, K = 40, and BS 

power, Pb = 1dB. 

5.3.2 l∞ norm 

To evaluate the performance of the proposed solution method further in terms of 

robustness to channel error uncertainty, a different type of uncertainty was considered. In 

this case, the channel error vectors are bounded within a multi-dimensional box of size ρ. 

That is, ‖  ‖    and in this case the channel error uncertainty is said to be bounded by 

the l∞ norm. Figure 5.10, Figure 5.11 and Figure 5.12 show results of the SINR 

performance for K = 20 users, for the case of M = 100, M = 150, and M = 200, 

respectively. 
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Figure 5.10. Average worst-case SINR performance against error uncertainty set radius, ρ, 

bounded by l∞-norm for number of BS antennas, M = 100, number of macrocell users, K = 20, and 

BS transmit power, Pb = 1dB. 

 

 

Figure 5.11. Average worst-case SINR performance against error uncertainty set radius, ρ, 

bounded by l∞ norm for number of BS antennas, M = 150, number of macrocell users, K = 20, and 

BS transmit power, Pb = 1dB. 
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Figure 5.12. Average worst-case SINR performance against error uncertainty set radius, ρ, 

bounded by l∞ norm for number of BS antennas, M = 200, number of macrocell users, K = 20, and 

BS transmit power, Pb = 1dB. 

 

It is observed that the average worst case SINR performance for both MS and SCS method 

and the CVX and SeDuMi method is lower than that for the case when the error 

uncertainty set radius is bounded by the l2 norm, for the same value of ρ. This is because 

the l∞ norm defines a smaller feasible set than the l2 norm for the same ρ [18], which leads 

to a degradation in performance. This also explains the worse robustness performance of 

the two optimisation methods for this case of l∞ norm, compared to the case of l2 norm in 

Figure 5.4, Figure 5.5, and Figure 5.6. This is observed from the greater range of worst-

case SINR variations with ρ, particularly for the MS and SCS solution method. 

 

The effect of increasing the number of users for the same number of antennas at the BS 

was also investigated for the case when the error uncertainty is bounded by the l∞ norm. 

Figure 5.13, Figure 5.14, and Figure 5.15 show the SINR performance result for K = 40 

users when M is set to be 100, 150, and 200, respectively.  
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Figure 5.13. Average worst-case SINR performance against error uncertainty set radius, ρ, 

bounded by l∞ norm for number of BS antennas, M = 100, number of macrocell users, K = 40, and 

BS transmit power, Pb = 1dB. 

 

 

Figure 5.14. Average worst-case SINR performance against error uncertainty set radius, ρ, 

bounded by l∞ norm for number of BS antennas, M = 150, number of macrocell users, K = 40, and 

BS transmit power, Pb = 1dB. 
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Figure 5.15. Average worst-case SINR performance against error uncertainty set radius, ρ, 

bounded by l∞ norm for number of BS antennas, M = 200, number of macrocell users, K = 40, and 

BS transmit power, Pb = 1dB. 

 

The results show that the average worst-case SINR performance of all the beamforming 

methods diminishes when the number of users is increased. The trend, however, remains 

the same as in the case of K = 20 users, where the average worst case SINR performance 

for both the MS and SCS method and the CVX and SeDuMi method is lower than that for 

the case when the error uncertainty set radius is bounded by the l2 norm, for the same value 

of ρ. 

5.3.3 BS power analysis 

The performance of the proposed solution method was also evaluated in terms of how the 

average worst-case SINR scales with BS transmit power, Pb. The performance was 

compared with that of the optimal method, which uses CVX and SeDuMi, together with 

the other two non-robust methods. The results are shown in Figure 5.16, Figure 5.17, and 

Figure 5.18 for a simulation setup with K =20 users for the case of M = 100, M = 150, and 

M = 200, respectively. The figures show that the SINR performance of the MS and SCS 
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solution method increases linearly, similar to that of the ZFBF, MMSE and the CVX and 

SeDuMi methods, although with reduced accuracy. The accuracy of the MS and SCS 

solution method improves significantly as the number of BS antennas, M, is increased to 

achieve near optimum performance of the other beamforming methods. This can be seen 

from the reduction in the gap between the performance of the proposed method and the 

other beamforming methods as the number of antennas at the BS is increased from 100, 

through 150, to 200 as shown in Figure 5.16, Figure 5.17, and Figure 5.18. 

 

 

Figure 5.16. Average worst-case SINR performance against BS transmit power for number of BS 

antennas, M = 100, number of macrocell users, K = 20, and error uncertainty set radius, ρ = 0.8, 

bounded by l2-norm. 
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Figure 5.17. Average worst-case SINR performance against BS transmit power for number of BS 

antennas, M = 150, number of macrocell users, K = 20, and error uncertainty set radius, ρ = 0.8, 

bounded by l2-norm. 

 

 

Figure 5.18. Average worst-case SINR performance against BS transmit power for number of BS 

antennas, M = 200, number of macrocell users, K = 20, and error uncertainty set radius, ρ = 0.8, 

bounded by l2-norm. 
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From Figure 5.16, Figure 5.17, and Figure 5.18, it can be seen that the SINR performance 

of the proposed scheme achieves very good performance, comparable to the optimal 

method, which uses CVX and SeDuMi when the number of antennas at the BS is increased 

to very large values. This makes the method applicable to massive MIMO systems with 

large antenna arrays at the BS, in conditions of channel uncertainty. 

 

5.3.4 Convergence efficiency analysis 

To evaluate the convergence efficiency of the proposed solution method, which uses MS 

and SCS, an investigation of how the average worst-case SINR and the average 

convergence time scales with the number of antennas at the BS and the number of MUEs 

was carried out. The performance of the proposed solution is compared with that of the 

optimal solution, which uses CVX and SeDuMi. 

5.3.4.1 Variation of macrocell BS antennas 

Figure 5.19 depicts how the average worst-case SINR scales with the number of antennas 

at the BS. For this simulation, the varying number of antennas was serving K = 20 

macrocell users, with the transmit power, Pb, set to be 1dB, and the uncertainty set radius, 

ρ, being 0.4 for channel errors bounded by the l2-norm. It can be seen that the MS and SCS 

method is outperformed by the CVX and SeDuMi methods for all antenna cases, although 

it closely follows their average worst-case SINR. The results of the analysis of the 

efficiency of the proposed method, with comparison to the optimal method, which uses 

CVX and SeDuMi are given in Table 5.1. 
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Figure 5.19. Average worst-case SINR performance for varying number of BS antennas, 

with error uncertainty set radius, ρ = 0.4, bounded by l2-norm for number of macrocell 

users, K = 20, and BS power, Pb = 1dB. 

 

Table 5.1 gives a comparison of the average worst-case SINR and the time taken to 

converge to a solution for various numbers of antennas at the BS. The convergence time 

includes both the time taken to transform the original problem and the time taken by the 

solver to reach a solution. The bisection procedure for both solution methods was set to 

terminate when the difference between the objective’s values of two bisection steps, ϵ ≤ 

0.001. The maximum number of iterations was set to be 2 500 for both iterative solvers. 

The results of Table 5.1 show that the MS and SCS method converges more than twice 

faster, with the average worst case SINR less than 1 dB in all cases, compared to the 

solution that uses CVX and SeDuMi. 

 

In addition to the convergence time, the run-time efficiency of the two optimisation 

solutions was analysed by considering the local growth order of the respective solutions. 

This was done in order to account for platform independence of algorithms, as discussed in 

Section 4.4. The local growth order gives an indication of how the run-time of an algorithm 

increases as the input parameter increases. In this case, the input parameter is the number 
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of antennas at the BS, and the local growth orders of the two optimisation solutions for the 

various number of BS antenna cases are also given in Table 5.1. 

 

Table 5.1. Comparison of SINR performance and convergence efficiency for the two optimisation 

solutions for various BS antenna cases with K = 20 users. 

No. of BS 
antennas 

SINR [dB] 
Convergence time 

[s] 
Local growth order 

CVX + 

BRB 
MS + SCS 

CVX + 

BRB 
MS + SCS 

CVX + 

BRB 
MS + SCS 

50 16.8934 15.9472 27.3516 1.4780   

100 20.1081 19.6042 38.6138 2.0304 0.4974 0.4581 

150 22.2393 21.5002 47.7635 4.5101 0.5244 1.9683 

200 23.5986 22.8178 58.5188 8.7485 0.7059 2.3030 

250 24.6431 23.8083 71.6505 14.4775 0.9072 2.2573 

300 25.5000 24.6085 77.3890 20.8652 0.4225 2.0046 

350 26.2029 25.3361 88.5346 28.5974 0.8728 2.0449 

400 26.7980 25.8784 104.080 36.0553 1.2114 1.7354 

450 27.3167 26.4306 119.968 44.3111 1.2061 1.7505 

500 27.8233 26.9173 137.292 52.5670 1.2802 1.6215 

 

Figure 5.20 gives a picture of how the local growth orders of the two solution methods 

vary as the input parameter, i.e. number of BS antennas, increases. The figure shows that 

the growth orders of both solution algorithms initially show an increasing trend as the 

number of BS antennas, M, increases. Although the local growth order of the MS and SCS 

method initially shows a higher rate of increase, it begins to show a decreasing trend as M 

increases beyond 250. The CVX and SeDuMi method, on the other hand, continues to 

show an increasing trend for the local growth rate as M increases.  
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Figure 5.20. Variation of local growth order with increase in number of BS antennas for the 

two optimisation algorithms for K = 20. 

 

The convergence efficiency was analysed for the case of K = 40 as well. Figure 5.21 shows 

the result of this simulation, and a summary of the results is given in Table 5.2. 

 

Figure 5.21. Average worst-case SINR performance for varying number of BS antennas, with error 

uncertainty set radius, ρ = 0.4, bounded by l2-norm for number of macrocell users, K = 40, and BS 

power, Pb = 1dB. 
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Table 5.2. Comparison of SINR performance and convergence efficiency for the two optimisation 

solutions for various BS antenna cases with K = 40 users. 

No. of BS 
antennas 

SINR [dB] 
Convergence time 

[s] 
Local growth order 

CVX + 

BRB 
MS + SCS 

CVX + 

BRB 
MS + SCS 

CVX + 

BRB 
MS + SCS 

50 16.2675 12.5833 195.0454 11.1545   

100 19.8187 19.0268 272.1324 15.1059 0.4805 0.4375 

150 21.5289 21.1348 296.9940 16.3840 0.2156 0.2003 

200 23.0515 22.5686 354.0629 29.4799 0.6110 2.0418 

250 24.2428 23.6312 456.7951 46.7276 1.1416 2.0643 

300 25.1697 24.4746 542.3982 68.4973 0.9421 2.0977 

350 25.9339 25.2091 633.1217 94.3152 1.0033 2.0749 

400 26.5845 25.8023 733.9028 121.212 1.1062 1.8789 

450 27.1350 26.3390 839.4090 150.577 1.1404 1.8418 

500 27.6346 26.8211 952.3769 179.720 1.1984 1.6792 

 

Figure 5.22 shows the variation of the local growth orders for the case of K = 40 users as 

given in Table 5.2. Comparing Figure 5.20 and Figure 5.22 shows that the general trends 

of the variation in local growth order for the two optimization methods are not affected by 

a change in other parameters such as the number of users K. This corresponds to the results 

discussed in Section 4.4.2. 
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Figure 5.22. Variation of local growth order with increase in number of BS antennas for the two 

optimisation algorithms for K = 40. 

5.3.4.2 Variation of MUEs 

Figure 5.23 depicts how the average worst-case SINR scales with the number of MUEs for 

a fixed number of BS antennas M = 150. The transmit power, Pb, was set to be 1dB with 

the uncertainty set radius, ρ, being 0.4 for channel errors bounded by the l2-norm. The 

figure shows that as the number of MUEs increases whilst the number of BS antennas is 

kept constant, the average worst-case SINR decreases for the two optimization 

beamforming methods. This is as expected since increasing the number of MUEs whilst 

keeping the number of macrocell BS antennas constant reduces the degrees of freedom for 

beamforming and thus a decrease in SINR performance. 
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Figure 5.23. Average worst-case SINR performance for varying number of MUEs, with 

error uncertainty set radius, ρ = 0.4, bounded by l2-norm, number of macrocell BS 

antennas, M = 150, and BS power, Pb = 1dB. 

 

Table 5.3 gives a comparison of the average worst-case SINR, the time taken to converge 

to a solution, and the local growth order for various numbers MUEs for the fixed number 

of BS antennas, M = 150. The other simulation parameters are the same as for the results in 

Table 5.1. Figure 5.24 gives depicts how the local growth orders of the two optimisation 

solutions vary as the number of MUEs increases. The figure shows that the local growth 

orders of both solution algorithms generally increases as the number of MUEs increases. 

The local growth order of the CVX & SeDuMi method, however, increases more rapidly 

compared to that of the MS & SCS method. 
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Table 5.3. Comparison of SINR performance and convergence efficiency for the two 

optimisation solutions for various numbers of MUEs with M = 150. 

No. of 

MUEs 

SINR [dB] Convergence time [s] Local growth order 

CVX + 

BRB 
MS + SCS 

CVX + 

BRB 
MS + SCS 

CVX + 

BRB 
MS + SCS 

10 22.597 21.536 12.369 1.6680   
15 22.365 21.563 27.534 2.8882 1.973505 1.354011 
20 22.250 21.452 49.445 4.6681 2.034959 1.66882 
25 22.125 21.317 83.269 7.0793 2.335753 1.866206 
30 21.804 21.361 132.142 9.7269 2.533133 1.742662 
35 21.722 21.286 201.922 13.127 2.750304 1.944801 
40 21.540 21.135 308.007 16.775 3.162123 1.836316 

 

 
Figure 5.4. Variation of local growth order with increase in number of MUEs for the two 

optimisation algorithms for M = 150. 
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5.4 CONCLUDING REMARKS 

The performance of the proposed beamforming solution method applicable to massive 

MIMO at the macrocell BS of a typical HetNet scenario was evaluated in terms of the 

average SINR of all the MUEs, for the cases of both perfect CSI and imperfect CSI at the 

transmitter. It is worth noting that for the case of imperfect CSI, the performance becomes 

the average worst-case SINR performance for a given channel error uncertainty norm type 

and its associated radius. It was found that the proposed solution method, which uses the 

MS technique and the ADMM algorithm, yields performance with reduced accuracy 

particularly for a few BS antennas, compared to the optimal solution that uses CVX and 

the SeDuMi solver. The performance of the proposed scheme was observed to increase to 

near-optimal performance for cases when the number of BS antennas was increased to very 

large values. 

 

The proposed beamforming solution method that uses MS and the ADMM algorithm 

achieved solutions with about 97% accuracy, in terms of SINR performance, while it 

converged to a solution more than twice faster compared to the optimal solution of CVX 

and SeDuMi. The results of convergence analysis showed that the complexity of the SCS 

solution algorithm was observed to decrease as the number of antennas at the BS was 

increased, unlike that of the SeDuMi solution algorithm, which showed an increasing 

trend. This makes the proposed solution favourable for low latency applications of future 

generation networks that make use of massive MIMO as the BSs. 

 

The practical limit of the number of antennas at the BS for acceptable latency depends on 

the trade-off between required performance and sensitivity to the delay introduced by 

beamforming for various applications. Although for applications that are not sensitive to 

the delay contribution of beamforming for massive MIMO systems in wireless networks it 

is ideal to use an infinite number of antennas as the BS, this is not cost effective and hence 

not practical. 

 



 

 

CHAPTER 6   CONCLUSION AND FUTURE 

WORK 

6.1 CONCLUDING REMARKS 

This dissertation provides a report on findings from research carried out on beamforming 

for massive MIMO base stations at the macrocell of heterogeneous wireless networks. The 

focus of the research was on investigating the performance of the beamforming solutions 

for macrocell users in a typical HetNet scenario, served by a large array of antennas at their 

BS. 

 

Chapter 2 gives an overview of the beamforming techniques that have been proposed in 

literature for massive MIMO beamforming in HetNets. Beamforming techniques that have 

been applied to traditional cellular networks are also summarised. These techniques 

include linear precoding schemes and robust optimisation methods. In addition to the 

beamforming techniques, an overview of the prevalent optimal solvers used to solve 

beamforming optimisation problems in literature is given. 

 

In Chapter 3, the system model that was considered for the analysis and simulation to 

investigate the performance of the proposed beamforming solution method is presented 

and described. Two models are considered. One is the perfect CSI model, where TDD is 

envisaged. The other model is the imperfect CSI model, which aims to account for CSI 

acquisition errors that are usually encountered in practice. 

 

Chapter 4 presents the proposed solution method for the beamforming for macrocell users 

in a typical HetNet configuration. The proposed solution method provides a fast 

transformation of the original optimisation into a convex SOCP by employing the Smith 

form reformulation and the MS technique. A fast converging solution of the transformed 

problem, which comes at the cost of reduced accuracy, is obtained by applying 

homogeneous self-embedding and the ADMM algorithm. A technique to analyse the 
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convergence efficiency of the proposed method and compare it to the optimal solution is 

described. 

 

In Chapter 5, simulation results of the proposed beamforming method, with comparison to 

other prominent methods used in literature, are presented and discussed. Results of the 

performance analysis for both the perfect CSI case and the case of imperfect CSI are given. 

The solution method is based on applying the MS technique and the ADMM algorithm to 

transform and solve the original optimisation problem. Simulation results showed that this 

method gives average worst-case SINR performance with reduced accuracy compared to 

the optimal method which uses CVX and the BRB, but with near optimum accuracy for 

cases where the macrocell BS is equipped with a large number of antennas. The proposed 

solution method was shown to give better converge efficiency compared to the second-

order method, which uses CVX and SeDuMi, particularly when the number of antennas at 

the macrocell BS grows to large values. This is because the proposed method converges to 

a solution much faster than the interior-point method, and the local growth order of the 

algorithm generally decreases with increasing BS antennas at the macrocell. This makes 

the proposed solution method attractive for practical application in HetNets with large 

antenna arrays at the macrocell BS in scenarios with channel uncertainty. 

6.2 FUTURE WORK 

Other research areas that can be explored further to build onto the work carried out for this 

research may include: 

 Extend the system model to a multicell model and evaluate how the proposed 

solution method performs for both coordinated and uncoordinated systems of BSs. 

 Investigate the application of cell range expansion together with the robust 

beamforming method to enhance interference mitigation for macrocell users in a 

HetNet scenario.  

 Investigate the performance of small-cell users to see how the use of robust 

beamforming with massive MIMO for macrocell users affects the performance. 

Use of conventional MIMO can be applied at the small-cell access point. 
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 Analyse a distributed massive MIMO scenario, for example where the large array 

of antennas is modelled to be scattered around a building rooftop, typically in small 

groups of a few antennas each. 

 Investigate application of massive MIMO BSs in cognitive radio networks, and the 

most suitable beamforming method for maximising rate performance in such 

networks. 
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ADDENDUM A    PROOF OF SELF-DUAL 

PROPERTY 

This section shows that the system in (4.37), given in (A.1) below, is self-dual. 

           

                          (A.1) 

          . 

The Lagrangian of problem (A.1) can be written as 

                             ,       (A.2) 

where       are the dual variables, with     , and    . By minimising the Lagrangian 

over the primal variables, p, r, one sees that 

       ,         (A.3) 

and  

      .        (A.4) 

Using      from (A.4) to eliminate  , and      , the dual problem is given as 

           

                          (A.5) 

          , 

which is identical to (A.1) with the variables     instead of    . 


