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Abstract—Timor Leste is a new country of the 21st century in 
Southeast Asia that has a diverse culture. Tais Timor Leste has 
a high historical value as well as cultural identity. It is also one 
of the cultural heritages of Timor Leste. Tais Timor has its 
own characteristics and meanings in every motif, but there are 
still many communities of Timor Leste as well as foreign 
tourists who do not know the variety of the motif. Therefore, 
this study aimed to establish the system recognition of Tais 
Timor motif through the image based on the type of motif. The 
wavelet transform is used in the process of feature extraction 
and image decomposition to obtain coefficient values of which 
the value of energy and entropy will then be calculated. For the 
recognition of Tais Timor motif, backpropagation algorithm 
was used. This application is built using MATLAB pro-
gramming language. The analysis and testing of these studies 
show that the accuracy of recognition of Tais Timor motif with 
4 testing parameters got recognition accuracy and presentation 
of 80%. Thus the motif used can be identified by using both 
wavelet transform and backpropagation algorithm.

Keywords—Tais Timor motif; wavelet; backpropagation;
recognition; MATLAB

I. INTRODUCTION

Tais Timor Leste is a traditional form of weaving made 
by women of Timor Leste. It is an important part of the 
ancestral cultural heritage of the nation. The woven Tais 
Timor is used for ceremonial jewelry, home decor, and 
custom clothing. Tais Timo has its own designs or motifs 
and cultural associations. Some of the motifs and symbols 
that currently appear were designed before and during 
Portuguese times [1]. Today there are many people who are 
not familiar with Tais Timor motif. This Tais Timor motif 
which is diverse and which has a philosophical meaning and 
high historical value motivated the author to apply the 
artificial neural network technology in the form of image 
recognition to identify any motif that exists. The purpose of 
this study was that the expected method of neural networks 
and wavelets can be implemented to recognize each Tais 
Timor motif. Here are a few studies that have been 
conducted with the fabric research object that is "Pattern 
Classification of Yarn Interlacement of Fabrics Using Least 
Square Support Vector Machines" by Ghosh et al. [2] whose 
research discussed about how to read the fabric image in an 

attempt to interpret the pattern of interlacement thread. The 
subsequent research is "A New Method for the Classification 
of Woven Structures for Yarn Dyeing" by Zheng et al. [3]
who in his research discussed the identification of structures 
in detecting the location of the yarn, and the yarn structure 
crossings in woven fabric. The other research is "Blind Wave 
Detection for Woven Fabrics" by Schneider and Merhof [4]
whose research discussed how to ensure the quality 
assurance of fabrics textile. The next research is "Automatic 
Classification of Woven Fabric Structures Based on Texture 
of Features and Probabilistic Neural Network" performed by 
Jing et al. [5] in their research discussing how to perform a 
classification based on the characteristics of woven fabric 
textures. Different from previous research, in this study the 
authors built a prototype system using wavelet Haar and 
backpropagation to recognize Tais Timor Leste motif which 
is a local heritage rich with philosophical and historical 
values for the people of Timor Leste.

II. LITERATURE REVIEW

A. Wavelet 
The wavelet transform is a process of converting data 

into another form in order to be more easily analyzed. This 
process is widely used in the process of decomposing, 
detection, recognition of images. Yang et al. [6] in their
research, had been using wavelet energy and biogeography-
based optimization in automatic classification of images of 
the brain. Orozco et al. [7] in research used wavelet 
descriptor and support of vector machines to classify 
modular system in the lungs. The further research by Yektaii 
et al. [8] showed that they could use wavelet compression in 
preserving classifiability for digital images. Another study 
conducted by Raja and Gangatharan [9] showed in their 
research how to use wavelet packet decomposition of correct 
corresponding sub-band in the decomposition of automated 
diagnosis of glaucoma. While the research conducted by 
Bozkurt et al. [10] used complex wavelet transform to 
classify letters and calligraphic style.

B. Backpropagation 
Backpropagation algorithm has been successfully applied 

in various research fields such as pattern recognition, 
identification, classification, analysis, predictions and many 
more. There were some related studies like the one 
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conducted by Wang and Ma [11] who used backpropagation 
neural network to predict the wheat stripe rust. Another study 
was conducted by Wu et al. [12] with their momentum 
backpropagation algorithm for the identification of low 
resistivity pay zones in the sandstone. Al-Abadi [13] was 
using backpropagation of imitated neural network on stage-
discharge modeling relationship to the Gharraf River of 
Southern Iraq. Lahmiri [14] applied backpropagation 
algorithm in predicting finance. More intensive search was 
conducted by Kosbatwar and Pathan [15] who applied 
backpropagation algorithm with neural network approach in 
pattern association for character recognition. Mansour et al. 
[16] used a backpropagation algorithm in neural network for 
voice recognition. Other research by Chaturvedi [17] was 
using backpropagation feed forward network for rainfall 
prediction. Tikoo and Malik [18] deep in their journal used 
Viola Jones and backpropagation neural network for face 
recognition.

III. METHODS

A. Discrete Wavelet Transform 
Transformation is the process of converting data into 

another form so it is easy to analyze. Wavelet is a small 
wave that has the ability to group and the image energy is 
concentrated on a small group of coefficients, while the other 
coefficients contain a small amount of energy that can be 
eliminated without reducing the value of the information. 
The wavelet transformation is one option to extract better 
features [19]. Haar wavelet is the oldest and simplest wavelet 
discovered in 1909. Wavelet type is known as mother 
wavelet or mother wavelet used since the first time intensive. 
Mother wavelet is defined as follows:

Haar wavelet is included in the category of orthogonal 
because the Haar wavelet is equal to db1 wavelet 
(Daubechies order 1). Haar wavelet filter length is 2. The 
scaling function of Haar wavelet is shown in Fig. 1. 

1

-1

0

0 0.5 1

Figure 1. Scaling function of wavelet Haar 

The results of this screening are four image subfields 
from the original image. The four subfields of this image are 

within the wavelet. The four image subfields are low pass -
low pass filter (LL), low pass - high pass filter (LH), high 
pass - low pass filter (HL), and high pass - high pass filter
(HH). This process is called decomposition. Decomposition 
can be resumed with the image of low pass - low pass filter
as input to get the next stage of decomposition. The image 
below shows an image of the decomposition of level 1 to 
level 3.

Figure 2. Decomposition of level 1-3 

The algorithm used in the Haar wavelet is as follows: 
1. Input: image that has been normalized 
2. For each of the horizontal and vertical decomposition, 

determine the coefficient of Low-Pass Filter (LPF) and 
High-Pass Filter (HPF) with the following functions: 

3. Perform repeatedly on approximation coefficients 
obtained prior to the desired level. 

B. Backpropagation Algorithm 
Backpropagation algorithm is the algorithm that works 

by calculating the error between the network output and the 
target value accordingly. This deployment is done by 
backwards calculation through the network to update the 
weights [13]. Backpropagation algorithm performs two first 
computing stages that are feed-forward computation and 
backward calculation, where on each of the iterations, the 
network will improve the values of the weights and biases on 
all neurons in the network. It is also one of the algorithms 
using supervised methods (supervised learning) and 
including multi layer perceptron network [20].

hidden layerinput layer output layer
Figure 3. Multi layer perceptron network 

Backpropagation learning algorithm: 
1. Initialize all inputs, targets, initial weights, initial bias 

and output targets. 
2. Initialize Epoch. 
3. Initialize the learning rate, maximum error. 
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Forward Propagation Stage 
1. Each unit of input (Xi, i = 1,2,3, ..., n) receives signals xi

and forwards the signal to all units in the hidden layer. 
2. Each hidden unit (Zj, j = 1,2,3, ..., p) sums up the 

weighted input signal by the following equation:
n

i
ijijj vxb1z_in

1
(1)

and applies the activation function to calculate its output 
signals: 

)( jj z_infZ (2)
where the activation function used is a sigmoid function, 
and then it sends the signal to all units of output. 

3. Each unit of output (Yk, k = 1,2,3, ..., m) sums up the 
weighted input signal 

m

i
ikikk vxb2y_in

1
(3)

and applies the activation function to compute its output 
signals: 

)( kk y_infY (4)

Backpropagation Stage 
1. Each unit of output (Yk, k = 1,2,3, ..., m) receives a 

target pattern corresponding to the input pattern of 
training, then calculates the error with the following 
equation: 

)()( kkkk y_infYt (5)
fʹ is the derivative of the activation function then 
calculate correction weights by the following equation: 

jkjk Zw (6)
Then, calculate the bias correction by the following 
equation: 

kkw0 (7)
as well as submit value δk unit to unit in the right most 
layer. 

2. Each hidden unit (Zj, j=1,2,3,...,p) sums up their input 
delta (from the units that are in the layer on the right 
side):  

p

k
jkkj wδ_in

1
(8)

To calculate the error information, multiply this value 
by the derivative of the activation function:  

)( jjj z_infδ_in (9)
After that, calculate the weighted correction with the 
following equation: 

ijij xv (10)
After that, calculate the biased correction with the 
following equation:  

jjv0 (11)

Weight and Bias Change Stage 
1. Each unit of output (Yk, k = 1,2,3, ..., m) is to amend the 

weights and biases change (j = 0,1,2, ..., p) by the 
following equation: 

jkjkjk www )old()new( (12)
Each hidden unit (Zj, j = 1,2,3, ..., p) to amend the 
weights and biases (i = 0,1,2, ..., n) by the following 
equation: 

ijijij vvv )old()new( (13)
2. Testing the stopped condition. 

IV. DISCUSSION AND RESULT

The process of Tais Timor Leste motif recognition uses 
wavelet transformation and backpropagation algorithms and 
the ordering process can be seen in Fig. 4. 

Fitur Extraction

Image Tais Timor 
Motif

Thresholding

Normalization 
Feature

Extraction
DWT

Training

Image Tais Timor 
Motif

Thresholding

Normalization 
Feature

Extraction
DWT

Testing

DataData

Recognition Tais 
Timor Motif

Figure 4. A flow diagram of Tais Timor motif recognition  

A. Dataset 
Tais Timor Leste image motif used in this study was 

obtained from the office of secretary of state for arts and 
cultural affairs of Timor Leste. Here are a few samples of 
Tais Timor Leste motif images before processing, as seen on 
Fig. 5. 

Figure 5. Motif image before processing 

B. Image Processing Stages 
Image type motif used in this study is jpg and bmp 

extension, which has been cropped out of the image 
manually by the researchers of Tais Timor Leste. Color 
image is converted to grayscale. Feature values are extracted 
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from the image, and then normalized for training and testing 
processes with the backpropagation algorithm. 

C. Wavelet Haar 
Waveler Haar in this study is used to perform the 

decomposition of any imagery training and test images. The 
level of decomposition of each image training and test 
images is a decomposition of level 5. The results of Haar 
wavelet extraction will be used as an input value in the 
propagation algorithm.

D. Feature Extraction 
At this stage feature extraction will be done to the image 

feature or a motif to obtain information of the object in the 
image of Tais Timor Leste motif that want to be recognized 
or distinguished by other objects. Stages of feature extraction 
in this study consist of pre-processing, Haar wavelet 
transformation for feature extraction in order to reduce the 
dimensions of the image of the motif and get the image 
features. 

Stages of feature extraction process on the input image 
motif can be seen in Fig. 6. 
 
  
 
 
 

Figure 6. Process of feature extraction on the motif image 

E. Training Stages 
At this stage, training on 18 motif images was done. The 

stages on feature extraction of this motif image in order to 
obtain the values of features can be seen in Fig. 7. 

Figure 7. Stages menu of training process 

F. Testing Stage 
At this stage values of feature extraction result are used 

as input value in the backpropagation algorithm to perform 
the process of recognition of the Tais Timor Leste motif. The 
stages of the testing process and the recognition of Tais motif 
image can be seen in Fig. 8. 

Figure 8. Stages menu of recognition process 

In this study, we used 4 different parameter values of 
neural network with 5 hidden layers and Mean Squared 
Error (MSE) of 0.01, as can be seen on Table I. 

TABLE I. TESTING PARAMETER

Testing Parameter

No. Learning 
rate Epho Momentum Hidden 

layer MSE

1. 0.1 5000 0.5 5 0.01
2. 0.01 10000 0.6 5 0.01
3. 0.001 15000 0.7 5 0.01
4. 0.0001 20000 0.8 5 0.01

This test has been carried out by testing 10 motifs of 18 
training images. Tests were performed 40 times with a 
variety of different test parameters to test images. 

TABLE II. RESULTS OF TESTS WITH TEST PARAMETERS:
LEARNING RATE 0.1, MAXEPHO 5000, MOMENTUM 0.5

Tais Learning 
rate

Max-
epho

Momen
-tum MSE Result

Motif 1 0.1 5000 0.50 0.12075 correct
Motif 2 0.1 5000 0.50 0.15149 correct
Motif 3 0.1 5000 0.50 0.071104 incorrect
Motif 4 0.1 5000 0.50 0.12861 incorrect
Motif 5 0.1 5000 0.50 0.13697 correct
Motif 6 0.1 5000 0.50 0.12878 incorrect
Motif 7 0.1 5000 0.50 0.14655 correct
Motif 8 0.1 5000 0.50 0.151459 correct
Motif 9 0.1 5000 0.50 0.073544 incorrect
Motif 10 0.1 5000 0.50 0.120275 correct

From Table II, it appears that the network is able to 
identify the motif trained with accuracy and recognition 
success rate of 60%. 
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TABLE III. RESULTS OF TESTS WITH TEST PARAMETERS:
LEARNING RATE 0.01, MAXEPHO 10000, MOMENTUM 0.6

Tais Learning
rate

Max-
epho

Momen
-tum MSE Result

Motif 1 0.01 10000 0.60 0.0085515 correct
Motif 2 0.01 10000 0.60 0.0099764 correct
Motif 3 0.01 10000 0.60 0.0099002 correct
Motif 4 0.01 10000 0.60 0.009969 correct
Motif 5 0.01 10000 0.60 0.0099875 incorrect
Motif 6 0.01 10000 0.60 0.0099772 correct
Motif 7 0.01 10000 0.60 0.0099885 incorrect
Motif 8 0.01 10000 0.60 0.0096516 correct
Motif 9 0.01 10000 0.60 0.0099856 correct
Motif 10 0.01 10000 0.60 0.0099435 correct

From Table III, it appears that the network is able to 
identify the motif trained with accuracy and recognition 
success rate of 80%. 

TABLE IV. RESULTS OF TESTS WITH TEST PARAMETERS:
LEARNING RATE 0.001, MAXEPHO 15000, MOMENTUM 0.7

Tais Learning
rate

Max-
epho

Momen
-tum MSE Result

Motif 1 0.001 15000 0.70 0.0099996 correct
Motif 2 0.001 15000 0.70 0.0099955 incorrect
Motif 3 0.001 15000 0.70 0.0099989 correct
Motif 4 0.001 15000 0.70 0.009998 incorrect
Motif 5 0.001 15000 0.70 0.009993 correct
Motif 6 0.001 15000 0.70 0.0099985 correct
Motif 7 0.001 15000 0.70 0.0099998 incorrect
Motif 8 0.001 15000 0.70 0.0099939 correct
Motif 9 0.001 15000 0.70 0.0099986 correct
Motif 10 0.001 15000 0.70 0.0099945 incorrect

From Table IV, it can be seen that the trained network is 
able to recognize patterns with accuracy and recognition 
success rate of 60%. 

From Table V, it appears that the network is able to 
identify the motif trained with accuracy and recognition 
success rate of 80%. 

TABLE V. RESULTS OF TESTS WITH TEST PARAMETERS:
LEARNING RATE 0.0001, MAXEPHO 20000, MOMENTUM 0.8

Tais Learning
rate

Max-
epho

Momen
-tum MSE Result

Motif 1 0.0001 20000 0.80 0.0099999 correct
Motif 2 0.0001 20000 0.80 0.0099979 incorrect
Motif 3 0.0001 20000 0.80 0.0099998 correct
Motif 4 0.0001 20000 0.80 0.0099996 correct
Motif 5 0.0001 20000 0.80 0.0099995 correct
Motif 6 0.0001 20000 0.80 0.0099997 correct
Motif 7 0.0001 20000 0.80 0.009998 correct
Motif 8 0.0001 20000 0.80 0.0099997 correct
Motif 9 0.0001 20000 0.80 0.0099998 correct
Motif 10 0.0001 20000 0.80 0.0099968 incorrect

From Table VI, the results show that different parameters 
of backpropagation network performance are able to identify 
the motif with the best accuracy of 80%, which was achieved 

with learning rate 0.01, Maxepho 10000, and momentum 
0.60. 

TABLE VI. RESULTS OF TESTS WITH FOUR DIFFERENT PARAMETERS
TESTING

Testing Paramater Result
Learning rate Epho Momentum Recognition

0.1 5000 0.5 60%
0.01 10000 0.6 80%

0.001 15000 0.7 60%
0.0001 20000 0.8 80%

V. CONCLUSION

Based on the analysis and discussion, we can draw a
number of conclusions, which are as follows: 

The recognition of motif image of Tais Timor based 
on wavelet transformation and back propagation 
algorithms give good results, which are proven by 
80% of recognition success rate that is obtained in 
relatively short time of recognition.  
Haar wavelet transformation is best used as an initial 
process for extracting motif image features. The 
backpropagation algorithm is used as the recognition 
element in identifying Tais Timor Leste motif. So it 
can be developed for the recognition of motif data in 
real time. 
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