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#### Abstract

One of the most studied aspect of complex graphs is identifying the most influential nodes. There are some local metrics like degree centrality, which is cost-effective and easy to calculate, although using global metrics like betweenness centrality or closeness centrality can identify influential nodes more accurately, however calculating these values can be costly and each measure has it's own limitations and disadvantages. There is an ever-growing interest in calculating such metrics in time-varying graphs (TVGs), since modern complex networks can be best modelled with such graphs. In this paper we are investigating the effectiveness of a new centrality measure called efficiency centrality in TVGs. To evaluate the performance of the algorithm Independent Cascade Model is used to simulate infection spreading in four real networks. To simulate the changes in the network we are deleting and adding nodes based on their degree centrality. We are investigating the TimeConstrained Coverage and the magnitude of propagation resulted by the use of the algorithm.


## 1 Introduction

In recent years, there is an ever-growing interest in finding the best propagator in complex networks. The importance of a node is a basic subject when one

[^0]is analyzing the organization and the structure of networks, because such mechanisms like spreading control [13] and self-similarity [17] can be managed by a few crucial nodes of the network.

Over the past years numerous centrality measures of identifying the most important nodes and analyzing the spreading dynamics was introduced, $[5,7]$. Degree centrality (DC) [8] is a simple metric, however it is not a global algorithm and does not examine the structure of the network. Closeness centrality (CC) [6] examines the structure of the whole network however it is incapable in the case of large scale networks. The same applies to the Betweenness centrality (BC) [5] as well. There are some other approaches like Page rank (PR) [15], Eigenvector Centrality (EVC) [2] and many more.

The above mentioned measures only investigate static networks, not taking into account other aspects. In [3] the connections between the centrality measure and the types of the network flow are outlined. In the past couple years there is an ever-increasing interest to study the dynamics and centrality measures in dynamic complex networks. These networks change over time, edges and nodes are deleted and added which can alter the values calculated by the centrality measures. There are some different models for changing graphs mentioned in [20] like taking snapshots, studying the whole graph etc.

## 2 Related work

In this paper we study a new algorithm proposed in [18] which focuses on the influence of each node. With this measure, we identify the most influential nodes, then we examine the propagation of the infection through the dynamically changing graph based on the degree centrality of the nodes and using the Independent Cascade Model used in [10]. After that we inspect TimeConstrained Coverage introduced in [4] and the rate of the infected and non infected nodes.

The organization of the rest of this paper is as follows. In section 3 the definition of graph and the used centrality measures are briefly presented, the investigated Efficiency centrality is illustrated. The model of infection propagation, a brief summary of TVGs and the changing of the initial graph is also explained here. Section 4 explains the conducted experiments in detail and numerical examples of real-life networks are shown to compare the efficiencies of the measures. Section 5 is the conclusion of this paper and discuss what could be done to further investigate the matter at hand.

## 3 Concepts and problems

### 3.1 Existing centrality measures

For ease of reference consider an undirected simple network as $G=(V, E)$, where V represents the set of nodes, while E is the set of edges that connect the nodes. The number of the nodes is expressed as $N=|\mathrm{V}|$, the number of the edges as $M=|E|$. The centrality measures DC, CC, EC are defined as follows.

### 3.1.1 Degree centrality (DC)

Degree centrality is defined as the number of incident edges. The degree centrality of node $\mathfrak{i}$, expressed as $k_{i}$, is defined as:

$$
\begin{equation*}
k_{i}=\sum_{j}^{N} x_{i j} \tag{1}
\end{equation*}
$$

where $\boldsymbol{j}$ indicates the nodes that are connected to $i$, and $x_{i j}$ represents the link between $\mathfrak{i}$ and $\mathfrak{j}$. The value of $\boldsymbol{x}_{\mathfrak{i} j}$ is 1 if there is a link between $\mathfrak{i}$ and $\mathfrak{j}$, and 0 otherwise.

### 3.1.2 Closeness centrality (CC)

The average length of the shortest path between a node and all other nodes is the normalized closeness centrality value of the node, in case of a connected graph. Closeness was defined by Alex Bavelas (1950) [1] as the reciprocal of the farness:

$$
\begin{equation*}
c_{i}=\frac{1}{\sum_{j}^{N} d(i, j)} \tag{2}
\end{equation*}
$$

where $d(\mathfrak{i}, \mathfrak{j})$ is the distance between nodes $\mathfrak{i}$ and $\mathfrak{j}$.

### 3.1.3 Eigenvector centrality (EVC)

In graph theory, eigenvector centrality is used as a measure of the influence of a node in a network. Based on the concept that connections to high-scoring nodes contribute more to the score of the node in question than equal connections to low-scoring nodes, relative scores are assigned to the nodes in the network. A high eigenvector score means that a node has links to many nodes who themselves have high scores. [14]

For a given graph $G$ let $A=\left\{a_{u v v}\right\}$ be the adjacency matrix, i.e. $a_{u v}=1$ if node $u$ is linked to node $v$, and $a_{u v}=0$ otherwise. The relative centrality, $x_{u}$, score of node $u$ can be defined as:

$$
\begin{equation*}
x_{\mathfrak{u}}=\frac{1}{\lambda} \sum_{v \in \mathrm{~N}(\mathfrak{u})} x_{v}=\frac{1}{\lambda} \sum_{v \in \mathrm{G}} \mathrm{a}_{\mathfrak{u v}} x_{v} \tag{3}
\end{equation*}
$$

where $N(u)$ is a set of the neighbours of $u$ and $\lambda$ is a constant. With a small rearrangement this can be rewritten in vector notation as the eigenvector equation:

$$
\begin{equation*}
\mathbf{A x}=\lambda \mathbf{x} \tag{4}
\end{equation*}
$$

### 3.2 Efficiency centrality (EC)

### 3.2.1 Overview

To this point, many centrality measures were proposed to find the most influential nodes in a network, however each has their drawbacks. Measuring the degree of a node is improper to correctly find the most influential node since a node having a few highly influential neighbours may can propagate the information better than a node with lots of not influential nodes. Eigenvector centrality also have limitations. Most weights of the eigenvector can concentrate in a very few nodes (like hubs), depending on the architecture of the network. In this case, most of the nodes centrality values will be close to zero and, therefore, the importance of nodes is not well quantified. Closeness centrality's limitation is that it is based only on the shortest distances and, therefore, due to the small diameter of networks, the range of variation is too low. Since the typical distance increases with the logarithm of the number of nodes. most complex networks present small average shortest path length.

The performance of a network can be evaluated in many ways. One of them is measuring the network efficiency which considers how efficiently the information exchanges within the nodes in the network [11] This can be applied to local and global ranges in the network. Globally, efficiency means the exchange of information across the whole network where information is exchanged simultaneously. Local efficiency is a small determinant of the network's resilience to failure.

The proposed method in [18] which we are investigating inspects the network efficiency based on information centrality. The information of a node not only contains the node, but also information about the links to it's neighbours. Therefore not all nodes are equivalent, there are more important nodes
which are necessary to be present in the network. Considering this, they remove nodes one-by-one in the presented algorithm, and remeasure the network efficiency after each deletion. The eradication of a node can result in considerable changes in the network efficiency and structure (e.g. example it can alter the connectivity of the network, or the shortest path between two nodes can change), or can happen without any effect on the network.

### 3.2.2 Efficiency

The efficiency between nodes $\mathfrak{i}$ and $\mathfrak{j}$ is defined as the inverse of the shortest path length between the nodes:

$$
\begin{equation*}
\varepsilon_{\mathfrak{i j}}=\frac{1}{\mathrm{~d}_{\mathfrak{i j}}} \tag{5}
\end{equation*}
$$

### 3.2.3 Network efficiency

The efficiency of the whole network $E(G)$ is defined as the average of the sum of node efficiencies and indicates the throughput of information in $G$ [11].

$$
\begin{equation*}
E(G)=\frac{\sum_{i \neq j \in G} \varepsilon_{i j}}{N(N-1)}=\frac{1}{N(N-1)} \sum_{i \neq j \in G} \frac{1}{d_{i j}} \tag{6}
\end{equation*}
$$

If there is no link between $i$ and $j$ they take $d_{i j}$ as $+\infty$ and $\varepsilon_{i j}$ consistently. $\mathrm{E}(\mathrm{G})$ ranges between 0 and 1 .

### 3.2.4 Node efficiency centrality

The efficiency centrality $\left(C_{i}^{E C}\right)$ of a node $i$ is based on the relative drop of the efficiency in the network after the deletion of $i$ from the network $G$.

$$
\begin{equation*}
C_{i}^{E C}=\frac{\Delta E}{E}=\frac{E(G)-E\left(G_{i}^{\prime}\right)}{E(G)}, i=1,2, \ldots, N \tag{7}
\end{equation*}
$$

here, the stated $G_{i}^{\prime}$ subgraph represent the graph after the elimination of node $i$ from the network.

### 3.3 Graph models

### 3.3.1 Independent cascade model

Finding the most influential node can be viewed as an influence maximization problem. The goal is to find the set of the most important nodes among the
node sets of the same cardinality under a given model representing the spread of the information in the network.

In the information diffusion models, a set of nodes $S$ is chosen from which the information start to propagate. The elements of this set are considered to be active. In the Independent Cascade Model [9] which we used, in the $\mathfrak{i}^{\text {th }}$ iteration each node that has become active in the previous iteration may activate (infect) it's non-active neighbours with a fixed $p$ probability. These neighbours are considered after each another and they either get activated or not. A node may only activate one of it's neighbouring node at most once. The algorithm stops when no node have been activated in the previous or all nodes have became active. The influence of $S, \sigma(S)$ is defined as the number of active nodes after the completion of the algorithm. In the problem, for a given constant k one is to find the set of nodes $S$ with cardinality $k$ to which $\sigma(S)$ is maximal.

### 3.3.2 Time-varying graph

Time-varying graphs (TVGs) are graphs in which nodes, or edges may vary in time. We adopted the model proposed in [19]. The model represents a TVG as an object $\mathrm{H}=(\mathrm{V}, \mathrm{E}, \mathrm{T})$, where V is the set of nodes, T is the finite set of time instants for which the TVG is defined, and $\mathrm{E} \subseteq \mathrm{V} \times \mathrm{T} \times \mathrm{V} \times \mathrm{T}$ is the set of edges. As a matter of notation, we denote $\mathrm{V}(\mathrm{H})$ as the set of all nodes in $H, E(H)$ the set of all edges in $H$, and $T(H)$ the set of all time instants in $H$. An edge $e \in E(H)$ is defined as an ordered quadruple $e=\left(u, t_{a}, v, t_{b}\right)$, where $\mathfrak{u}, v \in \mathrm{~V}(\mathrm{H})$ are the origin and destination nodes (which can be equal), while $t_{a}, t_{b} \in T(H)$ are the origin and destination time instants (which can be equal), respectively. Therefore, $e=\left(u, t_{a}, v, t_{b}\right)$ should be understood as a directed edge from node $u$ at time $t_{a}$ to node $v$ at time $t_{b}$. We also define a temporal node as an ordered pair ( $u, t_{a}$ ), where $u \in V(H)$ and $t_{a} \in T(H)$. The set $\mathrm{VT}(\mathrm{H})$ of all temporal nodes in a TVG H is given by the cartesian product of the set of nodes and the set of time instants, i.e. $\mathrm{VT}(\mathrm{H})=\mathrm{V}(\mathrm{H}) \times \mathrm{T}(\mathrm{H})$. As a matter of notation, a temporal node is represented by the ordered pair that defines it, e.g. ( $u, t_{a}$ ).

The usage of the object $H=(V, E, T)$ to represent a TVG is formally introduced in [19]. We however define a new method to generate the changes between the time instances. We use the degree centrality value of a node to determine whether if the node will be deleted at the given time instant $t_{i}$ or not. To keep the scale of the network, as many node is added as was deleted. We use the same to generate edges between newly added nodes and already
existing nodes. We chose this method based on real life experiences, where the infectious entity with most connections is seperated first.

### 3.3.3 Time-constrained coverage (TCC)

The Time-Constrained Coverage (TCC) is a metric introduced in [4]. It measures the coverage achieved by a diffusion process after a defined number of iterations. Specifically, for a diffusion starting at time $\boldsymbol{t}_{i}, \operatorname{TCC}\left(\mathrm{t}_{\mathrm{i}}, \phi\right)$ calculates the average fraction of the nodes reached by the diffusion in $\phi$ iterations. More formally,

$$
\begin{equation*}
\operatorname{TCC}\left(\mathrm{t}_{\mathrm{i}}, \phi\right)=\frac{1}{|\mathrm{~V}(\mathrm{H})|^{2}} \sum_{\mathrm{u} \in \mathrm{~V}(\mathrm{H})} \mathrm{d}_{\mathrm{c}}\left(\mathrm{t}_{\mathrm{i}}, \mathrm{u}, \phi\right) \tag{8}
\end{equation*}
$$

where $d_{c}\left(t_{i}, u, \phi\right)$ is the number of nodes the diffusion reached after the previously defined $\phi$ iterations, where the diffusion process starts at $t_{i}$ time instant from $u$ node.

## 4 Experiments and results

### 4.1 Data

In this section, we employ four real networks to investigate the the effectiveness of the method proposed in [18] in TVGs with Independent Cascade Model. We chose the networks to be different in the scale of their size. They are Infect Dublin network consisting of 410 nodes and 3K links between them, WikiVote network, which consist of 889 nodes and 3K links, Hamsterster network with 2 K nodes and 17 K link and Facebook network made of 4 K nodes and 88 K links, respectively. The data for Infect-Dublin, Wiki-Vote and Hamsterster can be acquired from [16]. The Facebook data can be obtained from [12].

### 4.2 Experimental analysis

Three centrality measures DC, CC and EVC are chosen to measure the centrality values of each node based on the nature of the empirical networks. The experimental analyses are divided into the following three parts, which are demonstrated below.

### 4.2.1 Experiment 1: comparing the five most influential nodes between the existing centrality measures and the EC method

First of all, we calculate the raw data in the four networks, with different centrality measures. Then we focus on the top-10 nodes sorted by these measures. The investigated EC [18] will be compared with DC, CC, EVC, and the results are shown in Table 1.

| Infect Dublin |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Rank | DC | CC | EVC | EC |
| 1 | 157 (0.12225) | 274 (0.41565) | 286 (0.20699) | 274 (0.03194) |
| 2 | 304 (0.11491) | 157 (0.40137) | 291 (0.20190) | 304 (0.02897) |
| 3 | 148 (0.10513) | 243 (0.37870) | 116 (0.19297) | $157 \quad$ (0.02741) |
| 4 | 372 (0.10513) | 333 (0.37489) | 410 (0.19213) | 243 (0.01880) |
| 5 | 211 (0.08313) | 1 (0.36913) | 282 (0.18614) | 148 (0.01417) |
| Wiki-Vote |  |  |  |  |
| Rank | DC | CC | EVC | EC |
| 1 | 431 (0.11487) | 273 (0.39964) | 273 (0.28524) | 431 (0.04123) |
| 2 | 273 (0.10360) | 431 (0.37884) | 431 (0.27910) | 273 (0.03242) |
| 3 | 170 (0.07432) | 204 (0.36862) | $536 \quad(0.22125)$ | $170 \quad(0.02310)$ |
| 4 | 536 (0.06757) | 536 (0.35720) | 399 (0.21352) | 8 (0.01413) |
| 5 | 399 (0.06306) | 550 (0.35210) | 416 (0.21046) | 550 (0.01296) |
| Hamsterster |  |  |  |  |
| Rank | DC | CC | EVC | EC |
| 1 | 73 (0.11258) | $73 \quad$ (0.34904) | $73 \quad$ (0.21148) | 2311 (0.01754) |
| 2 | 121 (0.09196) | 69 (0.34553) | $121 \quad(0.18589)$ | 73 (0.01103) |
| 3 | 301 (0.07134) | 121 (0.33698) | 202 (0.14365) | $69 \quad(0.00913)$ |
| 4 | 202 (0.06351) | 622 (0.32741) | 617 (0.12366) | 6 (0.00905) |
| 5 | (0.06227) | 617 (0.32643) | 242 (0.12047) | 416 (0.00793) |
| Facebook |  |  |  |  |
| Rank | DC | CC | EVC | EC |
| 1 | 107 (0.25879) | 107 (0.45970) | 1912 (0.09541) | 107 (0.11585) |
| 2 | 1684 (0.19614) | 58 (0.39740) | 2266 (0.08698) | 1684 (0.09310) |
| 3 | 1912 (0.18697) | 428 (0.39484) | 2206 (0.08605) | 698 (0.05891) |
| 4 | 3437 (0.13546) | 563 (0.39391) | 2233 (0.08517) | 0 (0.05202) |
| 5 | 0 (0.08593) | 1684 (0.39361) | 2464 (0.08428) | 3437 (0.04751) |

Table 1: Top-five nodes by DC value, CC value, EVC, value and EC value.

According to Table 1, comparing the investigated EC with CC and DC there 3 same nodes in the top- 5 list and none with EVC in the Infect Dublin network. In Wiki-Vote, these numbers are 3 in the case of DC and CC and 2 in the case of EVC. In Hamsterster the number of the same nodes between EC and DC, CC, EVC are respectively one, two and two. In Facebook there are four, two same nodes between EC and DC, CC and none between EC and EVC. Almost in every case, at least one of the top-2 nodes are same between EC and other measures. From this a conclusion can be drawn that the EC has a good performance in all the investigated networks.

### 4.2.2 Experiment 2: comparing the TCC with different iteration limits

To get a more detailed picture of coverage, we also study the Time-Constrained Coverage (TCC) metric. We launch the Independent Cascade Model diffusion process from every node, and measure the reached coverage in each network after 25, 50 and 75 iterations. The results are shown in Fig. 1.


Figure 1: The TCC values in Facebook, Hamsterster, Wiki-Vote and Infect Dublin network after 25, 50 and 75 iterations.

As expected networks with higher node-edge rate has a better TCC value. This is because the more neighbour a node has, the more node it can infect in
the $\mathfrak{i}^{\text {th }}$ iteration of the diffusion process. In the case of Infect Dublin network, a large loss can be seen in the number of the infected nodes. This is happens because of the low number of nodes in the network, since the more iteration the diffusion process takes, the bigger the chance is for the TVG to delete already reached nodes.

### 4.2.3 Experiment 3: comparing the cover rates and iteration numbers

In order to examine the cover rates we launch the above mentioned Independent Cascade Model diffusion from the top two most influential node based on DC, CC, EVC, EC values, and inspect if the propagation can or cannot reach the given portion of the nodes, while the network dynamically changes in each iteration. These fractions are $40 \%, 75 \%$, and $90 \%$. The experiment either stops if the diffusion process stops, or if 100 iterations are reached. We compare the number of the successful (the given fraction is reached) experiments. The results are obtained by averaging over 1000 implementations. The results are shown in Figs. 2-5.


Figure 2: Infect Dublin network cover rates


Figure 3: Wiki-Vote network cover rates


Figure 4: Hamsterster network cover rates


Figure 5: Facebook network cover rates

The effectiveness of the investigated method can be measured with the reached fractions of the nodes. In Infect Dublin network, all centrality measures used in the experiment reaches $40 \%$ of the nodes, however in the case of $75 \%$ only DC, CC and the investigated EC could. In addition, none of the inspected measures could reach $90 \%$ of the nodes. In Wiki-Vote and Hamsterster network, only $40 \%$ coverage is reached by all the measures, none of them could reach $75 \%$ or $90 \%$. This can be explained with the low node-edge rate in both networks. The diffusion process stops more easily because there is less link through which information could spread. In Facebook because of the high rate of links every measure is capable of reaching $40 \%$ and $75 \%$ in every simulation. In addition EC and DC could reach $90 \%$ as well. EC is and effective measure, since in every case it has the highest rates above DC which comes on second place. It also can be seen that if we start the diffusion process from the top-K nodes, better coverage is achieved than the TCC value of the network.

### 4.2.4 Experiment 4: comparing the average infection capacity of top 1 nodes

In order to identify the influence of the node Independent Cascade Model is used to measure the propagation ability of the node. We start the diffusion from the top one most influential node based on DC, CC, EVC, EC values and inspect the rate of the active and not-active nodes in each round, while the
network dynamically changes in each iteration. We stop the diffusion process, if 50 iteration is reached. The results are obtained by averaging over 1000 implementations. The results are shown in Figs. 6-9.


Figure 6: The cumulative number of infected nodes as a function of time with 50 iterations in Infect Dublin network by the investigated EC and different centrality measures.

In this experiment there could be sequences where the number of infected nodes decrease. This is explained with the property of the Independent Cascade Model that the diffusion does not stop until there is no other reachable node or all nodes are reached, however because of the dynamic changes of the network, these expectations are almost never met. With the deletion of already infected nodes, and with the addition of new nodes and new links, the number of the infected nodes can decrease as well.

In Infect Dublin network this phenomenon can be seen between iterations 10 and 20 , or between iterations 40 and 50 . In this experiment EC and CC provided very low minimum infected nodes in each round numbers. This is also explained with the property of $T V G$. If each node that got infected in the $\mathfrak{i}^{\text {th }}$ iteration are deleted at the end of the iteration, then the diffusion process stops. Because of this, an experiment can stop in the first iteration, resulting in a low minimum number. We can infer that the centrality measure with the higher final number of infected nodes is more effective. This means EC is slightly outperformed by the other measures.


Figure 7: The cumulative number of infected nodes as a function of time with 50 iterations in Wiki-Vote network by the investigated EC and different centrality measures.

In Wiki-Vote network the investigated EC is slightly outperformed by EVC, and it's performance are almost identical with DC and CC. In addition, the number of the infected nodes stabilizes after the 10th iteration. This can be explained with the property of the Independent Cascade Model, that there is no other reachable node and the diffusion stops.


Figure 8: The cumulative number of infected nodes as a function of time with 50 iterations in Hamsterster network by the investigated EC and different centrality measures.

In Hamsterster network, the above mentioned phenomenon with the low minimum numbers can be seen. In addition EC is significantly outperformed by every other centrality measures at the first 10 iterations of the diffusion process and remains slightly outperformed after the stabilization of the number of the infected nodes.


Figure 9: The cumulative number of infected nodes as a function of time with 50 iterations in Facebook network by the investigated EC and different centrality measures.

In Facebook network the investigated EC outperforms DC and EVC, and it's results are almost identical with CC's. The infected number only stabilizes after 40 iterations in the case of every measure. This can be explained with the high rate of the nodes and edges in the network, since the average number a node comes in connection with is greater than in any of the networks used in the experiments.

## 5 Conclusion and future work

In this paper we investigated the effectiveness of a recently proposed centrality measure, called Efficiency Centrality in the case of Time-Varying Graphs. The algorithm ranks the nodes based on their necessity to exist in the network. To measure this, they calculate the efficiency of the network before and after the removal of the node. We investigated this method in the case of TVGs to get a more detailed picture. These graphs change over time by the deletion and addition of nodes. To evaluate the performance in such graphs, we apply the investigated method on four real networks and use Independent Cascade model as the diffusion process. The experimental results show that Efficiency Centrality has a better performance, in case of larger changing networks with a high number of edges, however slightly falls back behind other measures when smaller networks with few links are used.

While we only investigated the algorithm in a specific model, it is possible that the algorithm could achieve better results in different models. It also could be compared with different centrality measures, which we plan to do in the future.
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[20] A. Zaki, M. Attia, D. Hegazy, S. Amin, Comprehensive survey on dynamic graph models, International Journal of Advanced Computer Science and Applications, 7, 2 (2016) 573-582. $\Rightarrow 6$
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#### Abstract

Formal concept analysis (FCA) is a method based on lattice theory, widely used for data visualization, data analysis and knowledge discovery. Amino acids (AAs) are chemical molecules that constitute the proteins. In this paper is presented a new and easy way of visualizing of the structure and properties of AAs. In addition, we performed a new Hydrophobic-Polar classification of AAs using FCA. For this, the 20 proteinogenic AAs were clustered, classified by hydrophobicity and visualized in Hasse-diagrams. Exploring and processing the dataset was done with Elba and ToscanaJ, some FCA tools and Conceptual Information System (CIS).


Formal concept analysis (FCA) is a method based on lattice theory and is used for data analysis, knowledge representation, information retrieval and knowledge discovery [12]. FCA is a semantic technology that targets a formalization of concepts for human understanding [3].

[^1]FCA offers efficient algorithms for data analysis and data detection of hidden dependencies. It also makes it easy for the user to visualize the information.

Over the past decades, biological information has risen exponentially. The analysis and interpretation of these data remain a challenge for researchers [12].

The amino acids (AA) are monomers that form the proteins. From the hundreds of amino acids found in living organisms, only 20 AAs take part in the protein buildings. These are called proteinogenic AAs.

Biological data analysis is usually quantitative and based on mathematical statistics. A qualitative method based on Formal Concept Analysis (FCA) is used in this document. As far as we know, FCA has not been applied for the AAs study.

Using Elba and ToscanaJ, some known FCA tools, the 20 amino acid characteristics and hydrophobicity are evaluated and analyzed. FCA uses crosstables (a representation of the "formal contexts"), where rows represent amino acids, columns represent attributes of amino acids, and cells contain information about attribute values (i.e., number of atoms of molecules and other properties). The AAs are clustered into meaningful sets. The clusters, which form a hierarchy, are visually displayed in the Hasse diagrams [3].

FCA has been used for the following:

1. the automated classification of enzymes [2]; the authors used supervised and unsupervised classification, obtaining a correct classification for more than $50 \%$ percent from analyzed sequences.
2. knowledge identification, knowledge acquisition, knowledge development, knowledge distribution and sharing, knowledge usage, and knowledge sustainability concepts in the economic field. [17];
3. class hierarchy design in object-oriented programming (OOP) [6];
4. analysis, conception, implementation and validation of class (or object) hierarchies and component retrieval in the field of software engineering (SE) [7];
5. business intelligence (BI) as framework technologies that meaningfully reduce space of OLAP cube on a hierarchy of attributes [10];
6. membership constraints, a problem of consistency to determine if a formal concept exists whose object and attribute set include certain elements and exclude others; [15];
7. modeling and querying with a conceptual graph of data from RDBMS and XML databases. [11].

## 1 Formal concept analysis

Formal Concept Analysis (FCA) is a field of Applied Mathematics based on formalizing concepts and conceptual hierarchies from a lattice-theoretical perspective. FCA offers algorithms for data analysis and detection of hidden dependencies from sets of data and does this in a highly efficient manner. Representing data in FCA is done in the form of formal contexts, which is the easiest way of specifying what attributes are valid for which objects. Doing so, it makes data visualization an easily understandable way.

Some definitions are needed to understand the FCA.
Formal context - A formal context is a triplet ( $\mathrm{X}, \mathrm{Y}, \mathrm{I}$ ) where X and Y are non-empty sets, and $I$ is a binary relation between $X$ and $Y$, i.e., $I \subseteq X \times Y$.

In a formal context, items $x \in X$ are called objects and items $y \in Y$ are called attributes. $(x, y) \in I$ shows that object $x$ has a $y$ attribute.

Formal context is represented as a cross-table with $n$ rows and $m$ columns. The corresponding formal context consists of a set $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$, a set $\mathrm{Y}=\left\{\mathrm{y}_{1}, \mathrm{y}_{2}, \ldots, \mathrm{y}_{\mathrm{m}}\right\}$, and a binary relation I defined by: $\left(\mathrm{x}_{\mathrm{i}}, \mathrm{y}_{\mathrm{j}}\right) \in \mathrm{I}$ if the table entry corresponding to row $\mathfrak{i}$ and column $\mathfrak{j}$ contains " $\times$ " (see Fig. 1).

| $I$ | $y_{1}$ | $y_{2}$ | $y_{3}$ | $y_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $x_{1}$ | $\times$ | $\times$ | $\times$ | $\times$ |
| $x_{2}$ | $\times$ |  | $\times$ | $\times$ |
| $x_{3}$ |  | $\times$ | $\times$ | $\times$ |
| $x_{4}$ |  | $\times$ | $\times$ | $\times$ |
| $x_{5}$ | $\times$ |  |  |  |

Figure 1: The cross-table corresponding to the formal context
Components of X are known as objects and refer to table rows, components of $Y$ are known as attributes and refer to table columns, and for $x \in X$ and $y \in Y,(x, y) \in I$ suggests that object $x$ has an attribute $y$, while $(x, y) \notin I$ implies that $x$ does not have attribute $y$. For example, Fig. 1 displays a crosstable (aka logical attribute table) corresponding to triplet ( $\mathrm{X}, \mathrm{Y}, \mathrm{I}$ ), given by $X=\left\{x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right\}, Y=\left\{y_{1}, y_{2}, y_{3}, y_{4}\right\}$ and $I=\left\{\left(x_{1}, y_{1}\right),\left(x_{1}, y_{2}\right), \ldots,\left(x_{2}, y_{1}\right)\right.$, $\left.\ldots,\left(x_{5}, y_{1}\right)\right\}$. Notice that $\left(x_{1}, y_{1}\right) \in I$, whereas $\left(x_{2}, y_{2}\right) \notin I$, etc.

In a formal context, always we have a pair of operators, called conceptforming operators.

Concept-forming operators - For a formal context ( $X, Y, I$ ), operators $\uparrow: 2^{X} \rightarrow 2^{Y}$ and $\downarrow: 2^{Y} \rightarrow 2^{X}$ are defined for every $A \subseteq X$ and $B \subseteq Y$ by
$A^{\uparrow}=\{y \in Y \mid$ for each $x \in A:(x, y) \in I\}$,
$B^{\downarrow}=\{x \in X \mid$ for each $y \in B:(x, y) \in I\}$.
In FCA, the notion of a formal concept is essential, they are specific clusters in cross-tables defined through attribute sharing.

Formal concept - A formal concept in the formal context ( $X, Y, I$ ) is a pair $(A, B)$ of $A \subseteq X$ and $B \subseteq Y$ such that $A^{\top}=B$ and $B^{\downarrow}=A$.

For a formal concept $(A, B)$ in the formal context $(X, Y, I), A$ and $B$ are called the extent and intent of $(A, B)$, respectively. Formal concepts can be described as: $(A, B)$ is a formal concept iff $A$ includes only objects sharing all attributes from $B$ and $B$ contains only attributes shared by all objects from A.

The formal concept as term can be seen as a mathematization of a wellknown idea that evokes Port-Royal logic. In that logic, a concept is determined by a collection of objects (extent) that fall under the concept and a collection of attributes (intent) covered by the concepts. In the cross-table from Fig. 1 we can see some formal concepts. Thus, $\left(\left\{x_{1}\right\},\left\{y_{1}, y_{2}, y_{3}, y_{4}\right\}\right)$ is a formal concept with extent $\left\{x_{1}\right\}$ and intent $\left\{y_{1}, y_{2}, y_{3}, y_{4}\right\}$.

Concepts are usually ordered based on the subconcept-superconcept relation which is based on the inclusion relation defined on objects and attributes.

The subconcept-superconcept relationship is formally defined as follows:
Subconcept-superconcept ordering - For formal concepts $\left(A_{1}, B_{1}\right)$ and $\left(A_{2}, B_{2}\right)$ of formal context $(X, Y, I)$, put $\left(A_{1}, B_{1}\right) \leq\left(A_{2}, B_{2}\right)$ iff $A_{1} \subseteq A_{2}$ and $B_{2} \subseteq B_{1}$.

A concept lattice, another fundamental notion in FCA, is the collection of all formal concepts of a specified formal context.

Concept lattice - Denote by $\beta(X, Y, I)$ the collection of all formal concepts of formal context ( $X, Y, I$ ), i.e.
$\beta(X, Y, I)=\left\{(A, B) \in 2^{X} \times 2^{Y} \mid A^{\uparrow}=B, B^{\downarrow}=A\right\}$.
$\beta(X, Y, I)$ equipped with the $\leq$ subconcept-superconcept ordering is called a ( $X, Y, I$ ) concept lattice.
$\beta(\mathrm{X}, \mathrm{Y}, \mathrm{I})$ is all (potentially interesting) clusters "hidden" in ( $\mathrm{X}, \mathrm{Y}, \mathrm{I}$ ) information.

According to Main theorem of concept lattices [16], $(\beta(X, Y, I), \leq)$ is a complete lattice.

Denote the extent of concepts:
$\operatorname{Ext}(X, Y, I)=\left\{A \in 2^{X} \mid(A, B) \in \beta(X, Y, I)\right.$ for some $\left.B\right\}$
and intents of concepts:


Figure 2: The concept lattice corresponding to the cross-table (formal context)

$$
\operatorname{Int}(X, Y, I)=\left\{B \in 2^{y} \mid(A, B) \in \beta(X, Y, I) \text { for some } A\right\}
$$

In Fig. 1 is showed the concept lattice for a formal context represented by the cross-table. On the lattice the next formal concepts are extracted: $\left(\left\{x_{1}\right\},\left\{y_{1}\right\}\right)$; $\left(\left\{x_{2}, x_{5}\right\},\left\{y_{2}\right\}\right) ;\left(\left\{x_{3}\right\},\left\{y_{3}\right\}\right)$ and $\left(\left\{x_{4}\right\},\left\{y_{4}\right\}\right)$.

## Conceptual Scaling

Especially at the data collected from practical applications, the attributes no longer have binary values, of the type yes / no. These situations are formalized in the so-called many-valued context, in which a particular object has a certain attribute with a certain value.

Many-valued context - A many-valued context (G, M, W, I) consists of sets $G, M$ and $W$ and a ternary relation $I$ between $G, M$ and $W$ (i.e., $I \subseteq$ $G \times M \times W)$ for which it holds that $(g, m, w) \in I$ and $(g, m, v) \in I$ always implies $w=v$.

The elements of $G$ are called objects, those of $M$ (many-valued) attributes and those of $W$ attribute values. $(g, m, w) \in I$ is read as "the attribute $m$ has the value $w$ for the object $g$ ".

The many-valued attributes can be regarded as partial maps from G in $W$. Therefore, it seems reasonable to write $\mathfrak{m}(\mathrm{g})=w$ instead of $(\mathrm{g}, \mathrm{m}, w) \in \mathrm{I}$.

The many-valued context is transformed into a one-valued one, trough process called conceptual scaling that is not at all uniquely determined.

In the process of scaling, first of all each attribute of a many-valued context is interpreted by means of a context. This context is called conceptual scale.

Conceptual scale - A conceptual scale is a scale for the attribute $m$ of a

|  | $\leqslant 1$ | $\leqslant 2$ | $\leqslant 3$ | $\leqslant 4$ | $\geqslant 1$ | $\geqslant 2$ | $\geqslant 3$ | $\geqslant 4$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  |  |  |
| 2 |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  |  |
| 3 |  |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |  |
| 4 |  |  |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |



Figure 3: Interordinal scale
many-valued context. Thus, is a one-valued context $S_{\mathfrak{m}}=\left(G_{\mathfrak{m}}, M_{\mathfrak{m}}, \mathrm{I}_{\mathfrak{m}}\right)$ with $\mathfrak{m}(G) \subseteq G_{m}$. The objects of a scale are called scale values, the attributes are called scale attributes.

The most commonly used scales also called elementary scales are nominal scales, ordinal scales, interordinal scales, biordinal scales and dichotomic scales. An example of interordinal scale is point out in Fig. 3.

## ToscanaJ Suite

There is many software for FCA and most of them support the creation of contexts from scratch and the subsequent processing and presentation of the corresponding concept lattices. More than that, Elba and ToscanaJ are a set of mature FCA tools that allow us to query and navigate through data in databases. They are meant to be a Conceptual Information System (CIS).

When implementing a CIS using methods of FCA, the data is modeled mathematically by a many-valued context and is transformed via conceptual scaling [5]. This means that is defined a formal context called conceptual scale for each of the many-valued attributes which has the values of the attribute as objects. Here, a CIS is an FCA-based system used to analyze data from one table.

Creating the conceptual scale is realized with a CIS editor (Elba) and usually is a highly iterative task. In the run-time stage, a CIS browser (ToscanaJ) allows us to explore and analyze the real data from the database with the CIS schema.

## 2 Amino acids - structure and properties

The monomers from which the proteins are created are called amino acids (AAs). The proteins are a large family of organic macromolecular compounds.

Only 20 AAs of the hundreds of AAs (which are found in the living organisms) take part in the protein assembly.

Chemically, AAs are organic molecules containing two types of antagonistic functional groups: carboxyl $(-\mathrm{COOH})$ having an acid character; amine $\left(-\mathrm{NH}_{2}\right)$ having a base character. They also contains a side chain (R group or AA residue) specific to each amino acid [4].

The molecular formula for AA is:


All AAs can be classified according to different properties: hydrophobicity, R type, etc.

Hydrophobicity is the molecule's physical property to be repelled by water molecules. In fact, there is no repulsive force, but only the absence of attraction. In contrast, the hydrophilic (or polar) molecules are attracted to water molecules. Several hydrophobicity scales have been developed over time. Note that AA's hydrophobicity is crucial for understanding the protein folding. [1, 9, 14].

Table 1 presents the structural and functional aspects of AAs. All 20 AAs are composed of carbon $(\mathrm{C})$, hydrogen $(\mathrm{H})$, nitrogen $(\mathrm{N})$ and oxygen (O) atoms. Moreover, Cysteine and Methionine contain Sulphur (S) in addition to the other AAs. The first column shows the 3-letter name for AAs (biochemistry nomenclature). From two to six column there are carbon, hydrogen, nitrogen, oxygen and sulphur number of atoms, respectively. The last column returns the hydropathy index of AA residues. [9]. Hydropathy index is a measure of relative hydrophobicity. A higher hydropathic index value means more hydrophobic amino acid.

In literature, there are four known hydrophobicity scales taken from [20] (shown in Fig. 4). The most hydrophobic AA residues are at the top of the figure. References for the scales are: (1) Kyte and Doolittle [9]; (2) Rose, et al [13]; (3) Wolfenden, et al.[18]; and (4) Janin [8].

## 3 Experiments and results

FCA is suitable for binary attributes. In the real data type issue, the situation is slightly different. In our case, each attribute is assigned integer (numbers of atoms) or real values (hydropathic index), not binary values. A method called

| AA | C | $\mathbf{H}$ | $\mathbf{N}$ | $\mathbf{O}$ | $\mathbf{S}$ | Hydropathy index |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Gly | 2 | 5 | 1 | 2 | 0 | -0.4 |
| Ala | 3 | 7 | 1 | 2 | 0 | 1.8 |
| Val | 5 | 11 | 1 | 2 | 0 | 4.2 |
| Leu | 6 | 13 | 1 | 2 | 0 | 3.8 |
| Ile | 6 | 13 | 1 | 2 | 0 | 4.5 |
| Phe | 9 | 11 | 1 | 2 | 0 | 2.8 |
| Pro | 5 | 9 | 1 | 2 | 0 | -1.6 |
| His | 6 | 9 | 3 | 2 | 0 | -3.2 |
| Trp | 11 | 12 | 2 | 2 | 0 | -0.9 |
| Ser | 3 | 7 | 1 | 3 | 0 | -0.8 |
| Thr | 4 | 9 | 1 | 3 | 0 | -0.7 |
| Tyr | 9 | 11 | 1 | 3 | 0 | -1.3 |
| Cys | 3 | 7 | 1 | 2 | 1 | 2.5 |
| Met | 5 | 11 | 1 | 2 | 1 | 1.9 |
| Asp | 4 | 7 | 1 | 4 | 0 | -3.5 |
| Asn | 4 | 8 | 2 | 3 | 0 | -3.5 |
| Glu | 5 | 9 | 1 | 4 | 0 | -3.5 |
| Gln | 5 | 10 | 2 | 3 | 0 | -3.5 |
| Lys | 6 | 14 | 2 | 2 | 0 | -3.9 |
| Arg | 6 | 14 | 4 | 2 | 0 | -4.5 |

Table 1: List of proteinogenic amino acids
conceptual scaling is used for the FCA application to these data. Conceptual scaling converts the many-valued context into a standard formal context.

An advantage of FCA is that there is no standard attributes interpretation. The field expert chooses a suitable scale for attributes interpretation [3]. In our approach, for another ways of visualization of properties and classification of AAs, we used data relating to the molecular structure of the 20 AA , i.e. atoms number of the molecule. For data representation we used Elba and ToscanaJ tools.

Visualization 1. For transformation from many-valued context to onevalued context interordinal scale is used. In Figs. 5-8 can be visualized a clustering of AAs by the number of atoms from molecules.

In Fig. 5 we can see that have been retrieved 7 formal concepts. Thus, $5 \%$ from those 20 AAs (meaning 1 AA ) have 11 carbon atoms, $10 \%$ (meaning 2 AAs) contains 9 carbon atoms ( $\geq 9$ and $<10$ ), and so forth.

| Kyte and Doxlittle <br> (1) | Rose, et al (2) | Wolfenden , et al <br> (3) | Janin (1979) (4) |
| :---: | :---: | :---: | :---: |
| lle | Crs | Gly,Leu, Ile Val,ala | Crs |
| Val |  |  | Ile |
|  | Phe,lle |  | Val |
| Leu | Val <br> Leu, Met,Trp | Phe | Leu, Phe |
|  |  | Cys | Met |
| Phe <br> Crs <br> Met,Ala |  | Met | Ala,Gly, Trp |
|  |  |  |  |
|  | His | Thr,Ser <br> Trp,Tyr |  |
|  | Tyr |  | His, Ser |
| Gly | Ala |  | Thr |
| Thr,Ser | Gly |  | Pro |
| Trp, Tyr | Thr |  | Tyr |
|  |  |  | Asn |
| Pro | Ser | Asp, Lys,Gln | Asp |
| His |  | Glu,His | Gln,Glu |
| Asn,Gln | Pro,Arg | Asp |  |
| Asp, Glu | Asn |  |  |
| Lys | Gln,Asp,Glu |  |  |
|  |  |  | Arg |
| Arg | Lys | Arg | Lys |

Figure 4: A comparison of four distinct scales for the hydrophobicity

In Fig. 7 notice 3 formal concepts: $65 \%$ monocarboxylic AAs (2 oxygen atoms), $10 \%$ AAs with 4 oxygen atoms, and $25 \%$ AAs have 3 oxygen atoms.

Similar information can also be extracted from Figs. 6 and 8. This is a faster way to visualize complex information than in the tables.


Figure 5: Diagram for number of Carbon atoms

Visualization 2. Subsequent, we used two attributes: the number of carbon atoms and the number of oxygen atoms from AA molecules and created a new scale based on these. The scaling was done as follows. AAs that have more than 3 atoms of the oxygen we called AA Dicarboxylic. The according to the number of carbon atoms distinguish: 1). AAs Low - AAs with less than 4 carbon atoms; 2). AAs High - AAs with more than 5 carbon atoms; and 3). AAs Medium - the others;
In Fig. 9 the concept lattice shows number of AAs belong to the abovementioned levels. For instance, we can read from the lattice that there are two AA Dicarboxylic, and these belong $A A$ Medium group. This is one of the main distinguishing characteristics of using concept lattices to visualize information.

Visualization 3. A strong method of FCA is to "mix" many lattices together to provide a combined perspective of several lattices, called a nested line diagram. Fig. 10 displays a mix of diagrams from Fig. 11 and Fig. 9.

Hydrophobic-Polar Classification In addition, for classification, we have used data relating to the hydropathy index ( $h i$ ). AAs classification in hydrophobic ( H ) and polar $(\mathrm{P})$ is important for some protein folding models.


Figure 6: Diagram for number of Nitrogen atoms

Unfortunately, there is no single classification. For example, we have the ones four scale from Fig. 4.

Clustering algorithms most frequently used are: hierarchical, k-means, selforganizing maps, fuzzy k-means [12]. An alternative approach to grouping AAs can be FCA. The lattice concepts of AAs are assumed to show new or old biological relationships.

Relating to hydropathy index ( $h i$ ) we have defined four hydrophobicity levels of AAs: i) if hi <-3: Polar with electrically charged propensity; ii) if hi $<$ -1.5: Polar; iii) if hi <0: Uncertain; iv) if hi $\leq 4.5$ : Hydrophobic. Fig. 11 shows the concept lattice of this scale.

Our classification are presented in Table 2, column 4, compared to the classification taken from [4], page 26 (column 2) and Rosalind [19] (column 3).

Our classification:
Hydrophobic AAs: Ala, Val, Leu, Ile, Phe, Cys, Met.
Polar AAs: Pro, Asp, Glu, Arg, Lys, His, Asn, Gln.
The other five AAs (Gly, Trp, Ser, Thr and Tyr) it remains to be classified according to other criteria.

| AA | Dinu | Rosalind | FCA |
| :---: | :--- | :--- | :--- |
| H | Ala, Val, Leu, Ile, Pro <br> Phe, Trp, Met | Ala, Val, Leu, Ile, Phe <br> Trp, Met, Tyr | Ala, Val, Leu, Ile, Phe <br> Cys, Met |
| P neutral | Ser, Thr, Tyr, Cys, Asn <br> Gln, Gly | Ser, Thr, Asn, Gln | Pro |
| P charged | Asp, Glu, Arg, Lys, His | Asp, Glu, Arg, Lys, His | Asp, Glu, Arg, Lys, His, Asn, Gln |
| Uncertain | - | Gly, Cys, Pro | Gly, Trp, Ser, Thr, Tyr |

Table 2: HP AAs classification


Figure 7: Diagram for number of Oxygen atoms

It can be notice that the classes of AAs identified by applyed FCA, taking into account that hydropathy index are similar to those in the classification taken from Dinu and Rosalind respectively.

Of those seven "Hydrophobic" AAs found, six are found in the same class and in the other two classifications. The seventh AA, Cysteine (Cys), is considered "Polar neutral" AA in Dinu, and in Rosalind it is considered a special case.

Through FCA, we find a single "Polar neutral" AA: Proline (Pro). In Rosalind, this AA is classified in special cases and is considered a hydrophobic AA by Dinu.

In the "Polar charged" class were found the five AAs from the Dinu and Rosalind classifications. Additionally, by our method, we found two new AAs in this class: Asn and Gln. Both AAs are classified as "Polar neutral" AAs in both Dinu and Rosalind.

In contrast, in our classification, there are 5 AAs difficult to classify, which we called "Uncertain AAs". The characteristic of the classification using FCA is that it is sensitive to defining hydrophobicity levels.


Figure 8: Diagram for number of Sulphur atoms


Figure 9: Diagram of the scale based on number of carbon and oxygen atoms from AAs


Figure 10: Nested diagram


Figure 11: Hydrophobicity scale

Finally, it is difficult to say whether this method adds to the other types of classifications because the hydrophobicity depends on the physical and chemical conditions in which the measurement was taken.

## 4 Conclusion

In the presented paper, we relied on lattice theory commonly used to analyze and visualize data with formal concept analysis (FCA).

The purpose of this work was to realize a new Hydrophobic-Polar classification and to visualize structure information of AAs in perspective of the Hasse diagrams. Elba and ToscanaJ tools were used to process and explore the dataset.

We defined the hydrophobicity index based on the Kyte and Doolittle scale. In the future, AAs can be classified considering others three known scales of hydrophobicity: Rose, Wolfenden and Janin.
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#### Abstract

Behavioural biometrics provides an extra layer of security for user authentication mechanisms. Among behavioural biometrics, mouse dynamics provides a non-intrusive layer of security. In this paper we propose a novel convolutional neural network for extracting the features from the time series of users' mouse movements. The effect of two preprocessing methods on the performance of the proposed architecture were evaluated. Different training types of the model, namely transfer learning and training from scratch, were investigated. Results for both authentication and identification systems are reported. The Balabit public data set was used for performance evaluation, however for transfer learning we used the DFL data set. Comprehensive experimental evaluations suggest that our model performed better than other deep learning models. In addition, transfer learning contributed to the better performance of both identification and authentication systems.


[^2]
## 1 Introduction

Behavioural biometrics provide an invisible layer of security for applications, and continuously authenticates users by analyzing the user's unique interactions with their devices. Mouse dynamics is a kind of behavioural biometrics which analyzes the users' mouse movements and detects intruders.

Most of the previous studies in mouse dynamics used machine learning methods with handcrafted features. In this study we propose deep neural networks that use raw mouse data, thus avoiding the typical feature extraction process.

Mouse data sets usually contain the following data about the mouse pointer: time, $(x, y)$ coordinates and other auxiliary information about the buttons and the type of mouse event. When using handcrafted features in the feature extraction process, one has to use the auxiliary information in order to segment the raw data into meaningful mouse actions such as mouse movements or drag and drop operations. In contrast, our proposed architecture uses the raw data segmented into fixed-size units. Then, we used convolutional filters for extracting relevant features from the raw data. Instead of using the raw coordinates, we used directional velocities ( $d x / d t, d y / d t$ ), which are not only translation invariant, but produce significantly improved results.

Our contribution can be summarized as follows: (i) We proposed a new one-dimensional convolutional network architecture. (ii) We evaluated the impact on performance of two preprocessing methods for handling short mouse movement sequences. (iii) We evaluated the impact of different model training types. We compared transfer learning to training from scratch. These were performed for biometric identification as well as for biometric authentication. In addition, our research is reproducible: the data sets are publicly available and the results can be replicated with the software available on GitHub ${ }^{1}$.

Following this section the most important research results in the field of mouse dynamics biometric are summarized. The third section presents our methods: data preprocessing, the architecture of our convolutional neural network, and the ways in which transfer learning were applied in this study. This is followed by a new section presenting the data sets, performance metrics, measurement protocol, as well as the identification and authentication results. The last section concludes the paper.

[^3]
## 2 Related works

Several behavioural biometrics are already implemented in operational authentication systems. These methods are most often used to continuously verify the user's identity. On-line courses use keystroke dynamics to continuously verify the identity of the registered users. While keystroke data may contain sensitive personal information, such as names or passwords, mouse dynamics do not contain sensitive data at all. In contrast to physiological biometrics which require the usage of a special sensor by the user, usually behavioural biometric data can be collected without the consent of the user.

One of the first studies regarding the performance of mouse dynamics authentication was written by Gamboa and Fred [8]. They implemented a memory game as a web application and collected the mouse interactions of the game users. Mouse interactions were segmented into so called mouse strokes defined as mouse movements performed between successive clicks. A set of 63 handcrafted features were extracted from these strokes. The feature extraction phase was followed by the learning phase which consisted of the estimation of the probability density functions of each user interaction. The system performance based on a sequence of 10 strokes was $11.8 \%$ EER (Equal Error Rate). Unfortunately, this data set is not publicly available.

The first publicly available mouse data set was published in 2007 by Ahmed and Traore [1], although this data set does not include raw data, but segmented and processed data. The data set contains general computer usage mouse data of 22 users, that is, users performed their daily work on their computers. Raw mouse data was segmented into three types of action: PC - point and click: mouse movement ending in a mouse click; MM - general mouse movement; DD - drag and drop. Histogram-based features were extracted from sequences of consecutive mouse actions. They reported on their data set of 22 users $2.46 \%$ EER using 2000 mouse actions for user authentication. The authors extended their data set to 48 users and published a new study on continuous authentication based on this extended data set [2].
Shen et al. published three papers in the topic of user authentication based on mouse dynamics [10], [11], [12]. Two data sets were also collected, one for static ( 57 subjects) and one for continuous user authentication ( 28 subjects) through mouse dynamics. Several machine learning and anomaly detectors were tested. Authentication performance having low equal error rates (below $1 \%$ EER) were obtained by using a large amount of mouse movement data (e.g. 30 minutes).

Zheng et al. also investigated the user authentication problem in their studies [13], [14]. They proposed some novel features such as angle based metrics. They obtained $1.3 \%$ EER using a sequence of 20 mouse actions. Unfortunately, their data sets containing general mouse usage data are also private.

Another study was conducted by Feher et al. [6]. They also collected their own dataset containing data from 25 subjects. Their best performance was $8.53 \%$ EER using a sequence of 30 mouse actions. All these studies were based on classical machine learning algorithms using some handcrafted feature sets.

The first study to use deep neural networks for mouse dynamics was published by Chong et al. [5]. They investigated one and two-dimensional convolutional neural networks (CNN) for mouse dynamics. While 1D-CNN network was trained by using the mouse movement trajectory's time series, the 2D-CNN network was trained using images of mouse movement trajectories. Despite the loss of time information in the case of 2D-CNN, this model outperformed both 1D-CNN and SVM models using handcrafted features. They extended their study [4] by considering Long Short-Term Memory (LSTM) and hybrid CNN-LSTM networks as well. Among these models the 2D-CNN model performed best resulting in a 0.96 average AUC (Area Under the Curve) for the Balabit data set.

## 3 Methods

### 3.1 Data preprocessing

A mouse dynamics data set consists of several log files containing mouse events with the following information: the $x$ and $y$ coordinates, the timestamp and the type of event. Based on the type of event we distinguish mouse move, mouse click, drag and drop and scroll actions. Usually a sequence of mouse movement events is ended in a mouse click, but there are mouse movement sequences without the ending click. A drag and drop operation performed by a user results in a sequence of drag mouse events. All mouse events contain the $x$ and $y$ coordinates of the mouse pointer with the exception of the mouse scroll event. Therefore, scroll events were not considered.

Mouse events were segmented into sequences. A sequence was ended when the time difference between two consecutive mouse events exceeded a threshold. These sequences were segmented into fixed sized blocks. When the length of the sequence is not a multiple of the block size we end up in a few shorter sequences. These shorter sequences can be dropped or can be concatenated to obtain full length blocks. Both cases were evaluated in our measurements.


Figure 1: 1D-CNN architecture.

In order to obtain translation invariant mouse position sequences we decided to use speed values ( $d x / d t, d y / d t$ ) instead of absolute position coordinates $(x, y)$.

### 3.2 1D-CNN

One dimensional convolutional neural networks (1D-CNNs) are used for time series modeling. As mouse movement sequences $x(t), y(t)$ are one dimensional time series, 1D-CNN models are well suited for modeling this type of signal. Our 1D-CNN architecture can be seen in Figure 1.

A tower model was used with different kernel sizes, which helped the network to learn input sequences on different time scales. We used the sigmoid activation function and a dropout layer with 0.15 probability to avoid overfitting. The network was trained in Keras [9] using the Adam optimizer (learning rate: 0.002 , decay: 0.0001 , loss function: binary cross-entropy). 16 epochs were used for training and a batch size of 32 .

### 3.3 Transfer learning

Transfer learning is defined as reusing knowledge from previously learned tasks for the learning of a new task. This method is very popular in computer vision because it allows us to build accurate machine learning models faster. One may use a pre-trained model (a model trained on a large benchmark data set) instead of starting the learning process from scratch. In computer vision it is a
common practice to use well-proven models from the published literature. This means that both the architecture and the parameters of the model are reused. In this study we used transfer learning in a slightly different way. As a first step we developed our own model architecture. Thereafter we trained our model on a large data set and saved the model. This pre-trained model was reused for all the measurements performed on another data set. In conclusion, we transferred only the representation learning that is the knowledge of extracting the features.

## 4 Experiments

### 4.1 Data sets

In this study we used two public data sets: the Balabit Mouse Challenge data set [7] and the DFL data set [3].

The Balabit Mouse Dynamics Challenge data set contains timing and positioning information of mouse pointers. As the authors of the data set state, it can be used for evaluating the performance of user authentication and identification systems based on mouse dynamics. The data set contains mouse dynamics data of 10 users, and is divided into training and test sessions where the training sessions are much longer than the test sessions.

The DFL data set contains mouse dynamics data of 21 users ( 15 male and 6 female). The raw data format is similar to the Balabit data set therefore it contains timing and positioning information of mouse pointers. A data collector application was installed on the users' computers which logged their mouse dynamics data, therefore the acquisition of the data was uncontrolled. The sessions of this data set are not divided into training and test sessions. The details of the data set are available at: https://ms.sapientia.ro/~manyi/ DFL.html.

Table 1 shows the quantity of data available for training using the two types of settings presented in the 3.1 section. The second column of the table shows the number of blocks available for each user of the data set when we drop the short sequences, and the third column contains the number of blocks in the case of concatenating the shorter sequences into full-size blocks.

### 4.2 Performance metrics

Accuracy is defined as the proportion of correctly predicted labels among the total number of testing samples. Although this is the most intuitive metric

| User | Drop | Concatenate |
| :---: | :---: | :---: |
| 7 | 2457 | 3119 |
| 9 | 2408 | 3081 |
| 12 | 459 | 1800 |
| 15 | 385 | 1098 |
| 16 | 871 | 1716 |
| 20 | 1269 | 1928 |
| 21 | 449 | 894 |
| 23 | 345 | 889 |
| 29 | 324 | 933 |
| 35 | 217 | 695 |

Table 1: Number of blocks for each user of the Balabit data set. Each block contains 128 mouse events.
when measuring the performance of a classifier, it is not always the best choice, e.g. when the data set is highly imbalanced. A commonly used metric when measuring the performance of biometric systems is the Receiver Operating Characteristics (ROC) curve. This curve plots the true positive ratio (TPR) against the false positive ratio ( FPR ), and the area under the curve ( ROC AUC ) is often used to compare the performances of different biometric systems.

### 4.3 Measurement protocol

As the acquisition of the DFL data set was uncontrolled, we decided to use this data set only for representation learning, which means that this data set was used to initialize the weights of our models (e.g. convolution kernels).

We evaluated both identification and authentication biometric systems. While the identification is a multi-class classification problem, authentication is a binary classification problem.

As described in section 3.1 mouse dynamics data was segmented into fixed sized blocks. There are big differences between users in terms of data volume. The user having the most data has ten times as much data as the user with the least data. Based on the amount of data used for the measurement, two types of measurements were made: (i) measurement using 300 blocks from each user - 300; (ii) measurement using all blocks of data form each user ALL. While the first type is a class-balanced measurement, the second is a class-imbalanced measurement.

From the point of view of training the models, we distinguish three cases: (i) models trained from scratch using the training data from the Balabit data set - PLAIN models; (ii) models using the transfer learning - the models were pretrained on the DFL data set - TRANSFER1 models; (iii) models initialised with transfer learning, then updating the weights using the training data from the Balabit data set-TRANSFER2. This case is similar to the PLAIN one. While in the first case we start with random weights, here we adjust the weights obtained from the TRANSFER1 model.

In the case of the identification measurements, we trained a single classifier using the training data (balanced - using the same number of blocks from each user or imbalanced using all the available data from each user), then we used the same number of test data from each user for computing the evaluation metrics.

In the case of the authentication measurements, we trained a separate model to each user using the same number of positive and negative data. In the first case (300), we took 300 positive blocks of data from a given user, then the same number of negative data was selected from the remaining users. The only user not having 300 blocks of data is user35 (see Table 1). In order to increase the number of training examples we used data augmentation. We added a random noise drawn from a uniform distribution in the range $[-\epsilon, \epsilon]$ to each signal (we used $\epsilon=0.2$ ). Data augmentation was performed independently on $x(t)$ and $y(t)$ signals. In the second case (ALL), we considered all the positive data available from a given user, then the same number of negative data was selected from the remaining users.

Regardless of the measurement type we always separated 70 blocks of data from each user for evaluating the model. Therefore, all types of training were evaluated using the same amount of test data.

We used a single pre-trained model for transfer learning. This model was trained on the DFL data set. Therefore, we transferred the learned data representation from one data set to another.

All the evaluations were performed in Python 3.6.8 (Anaconda distribution) using Keras [9].

### 4.4 Results

### 4.4.1 Biometric identification

The effect of using a class-balanced subset (300 blocks/class) for evaluation compared to using all the available data is shown in Table 2. We evaluated
three types of models: PLAIN, TRANSFER1 and TRANSFER2. First of all, it can be seen that using all data resulted in lower performances than using a class-balanced subset of the available data. Secondly, we see that using transfer learning with frozen weights (TRANSFER1 - data representation was learned using another data set), resulted in much poorer identification rate than training the model from scratch. Thirdly, as we expected, the pre-trained model with updated weights (TRANSFER2) resulted in the best identification accuracies.

| Number of blocks | PLAIN | TRANSFER1 | TRANSFER2 |
| :---: | :---: | :---: | :---: |
| 300 | 0.63 | 0.50 | 0.66 |
| ALL | 0.55 | 0.34 | 0.62 |

Table 2: Identification results in terms of accuracy. Class-balanced subset vs. all data.

The results shown in the Table 2 were obtained using full sized mouse events blocks by dropping the shorter mouse event sequences (see subsection 3.1). The measurements were repeated for the other case where the training data included concatenations of shorter series. Table 3 shows the comparative results for the two cases.

| Preprocessing | PLAIN | TRANSFER1 | TRANSFER2 |
| :---: | :---: | :---: | :---: |
| Drop | 0.55 | 0.34 | 0.62 |
| Concatenate | 0.57 | 0.37 | 0.61 |

Table 3: Identification results in terms of accuracy using all data. Preprocessing type: concatenate vs. drop.

### 4.4.2 Biometric authentication

Tables 4 and 5 show the results of different authentication measurements in terms of accuracy and AUC respectively. Each performance is reported using the average performance value and in parenthesis the standard deviation. We can observe that there is no significant difference between PLAIN and TRANSFER2 results. This suggests that transfer learning does not significantly improve system performance. We can also notice that using a pre-trained model without updating the weights for the new data set (TRANSFER1) results in lower performance than training the model from scratch (PLAIN).

We should also notice that using all the available positive data for training (ALL) the models resulted in better performances for all types of training (see Figure 2). Not only are the average AUC values higher but the standard deviations are much more lower. This means that there are negligible differences in performance between users.

| Number of blocks | PLAIN | TRANSFER1 | TRANSFER2 |
| :---: | :---: | :---: | :---: |
| 300 | $0.86(0.10)$ | $0.80(0.11)$ | $0.87(0.10)$ |
| ALL | $0.93(0.04)$ | $0.79(0.10)$ | $0.93(0.04)$ |

Table 4: Authentication results in terms of accuracy. 300 vs. all data.

| Number of blocks | PLAIN | TRANSFER1 | TRANSFER2 |
| :---: | :---: | :---: | :---: |
| 300 | $0.92(0.09)$ | $0.86(0.10)$ | $0.93(0.09)$ |
| ALL | $0.98(0.02)$ | $0.87(0.11)$ | $0.98(0.01)$ |

Table 5: Authentication results in terms of AUC. 300 vs. all data.
We compared our best results with other results obtained on the Balabit data set using approximately the same size of mouse sequences for predicting the authenticity of the users. The comparison is shown in Table 6. It can be seen that our model has brought a significant improvement compared to Chong et al.'s [4] 1D-CNN model, moreover it is better than their optimized 2D-CNN model performance.

| Paper | Model type | Average AUC |
| :---: | :---: | :---: |
| Chong, 2018 [5] | SVM | 0.87 |
| Chong, 2019 [4] | 1D-CNN | 0.90 |
| Chong, 2019 [4] | 2D-CNN | 0.96 |
| This | 1D-CNN | 0.98 |

Table 6: Comparison of authentication systems' performances on the Balabit data set.

## 5 Conclusions

In this study we proposed a novel 1D-CNN model for user authentication based on mouse dynamics. The advantage of our model over the classical machine learning model is that there is no longer need for ad-hoc features; the model is


Figure 2: Authentication results for the Balabit dataset. Training data: 300 vs. all. Training methods: PLAIN, TRANSFER1, TRANSFER2. Each box shows the distribution of users's performances (AUC) using the given training data and method.
able to learn the features from raw data. However, we also demonstrated that transfer learning or learning the data representation on an independent large data set could improve the performance of the authentication system. The results show that our 1D-CNN model performs better than the other CNN models proposed for the same task.
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#### Abstract

Using software applications or services, which provide word or even word pattern recommendation service has become part of our lives. Those services appear in many form in our daily basis, just think of our smartphones keyboard, or Google search suggestions and this list can be continued. With the help of these tools, we can not only find the suitable word that fits into our sentence, but we can also express ourselves in a much more nuanced, diverse way. To achieve this kind of recommendation service, we use an algorithm which is capable to recommend word by word pattern queries. Word pattern queries, can be expressed as a combination of words, part-of-speech (POS) tags and wild card words. Since there are a lot of possible patterns and sentences, we use Big Data frameworks to handle this large amount of data. In this paper, we compared two popular framework Hadoop and Spark with the proposed algorithm and recommend some enhancement to gain faster word pattern generation.


## 1 Introduction

Expressing ourselves in writing can be a challenging task, especially if we are not a native speaker of the target language. Fortunately, nowadays a lot of

[^4]utilities can help us to express ourselves in a very diverse way, for example smart phone keyboards with word recommendation, online synonym dictionaries, or even the Google Search engine has the functionality to recommend the proper topic.

In this article, we will focus on word generation or to be more precise word pattern generation, which means that users can express their thoughts and ideas with the combination of word(s), part-of-speech (POS) tags [11] and with any arbitrary word (wild card word). Those kind of queries are called word pattern queries. For example:

$$
\mathrm{VB} * \text { love }
$$

is a word pattern query that needs to satisfy the following requirements: a verb at the VB position, any arbitrary word at * position then word 'love'. The proper answer to that query is consists of the matched word list to the given pattern along with their relative frequencies of appearance in a large corpora.

In general, construction of word patterns can take a considerable amount of time, since there are a huge number of potential word patterns can be created based on a text, that contains just a few or even millions of rows.
Based on Erin Gilheany's comparison idea [1] and Kritwara Rattanaopas' data compression improvement [2], we were also interested in the efficiency of generating word patterns, therefore we made different experiments with Apache Hadoop [9] and Apache Spark [10] since both of them allows distributed processing of large data sets. We also made suggestions, to make the pattern generation faster in case of Hadoop. For this, we applied the Hadoop Native Library that can use Snappy and LZ4 data compression algorithms to compress the intermediate output of the mapper task. With the help of those compression codecs, we were able to achieve faster pattern generation.

## 2 Big data frameworks and paradigms

As we mentioned above, we have to process large amount of text files with thousand and millions of lines therefore we use Big Data frameworks like Apache Hadoop and Apache Spark.

### 2.1 Hadoop

Apache Hadoop [9] is a bundle of open-source software utilities that can solve problems involving large amounts of data and computation using a net-
work of many computers which are built from commodity hardware. It provides a framework for distributed storage and processing of big data using the MapReduce programming model.

The main parts of Hadoop are the distributed storage system called Hadoop Distributed File System (HDFS in short), and the processing part which is using MapReduce programming model, and YARN (Yet Another Resource Negotiator). Hadoop splits files into large block and distributes them across nodes in the cluster, then it sends the runnable code to the nodes to process data in parallel.

HDFS [13] is a distributed file system designed to run on commodity hardware. It has many similarities with existing distributed file systems, however it has also some key differences to the others. HDFS is highly fault-tolerant and is designed to be deployed on low-cost hardware which makes it economical. It also provides high throughput access to application data and is suitable for applications that have large data sets.

YARN (Yet Another Resource Negotiator) [12] is a cluster management system. It has been part of Apache Hadoop since v2.0. With the help of YARN arbitrary applications can be executed on a Hadoop cluster. Therefore, the application has to consist of one application master and an arbitrary number of containers. Latter are responsible for the execution of the application whereas the application master requests container and monitors their progress and status.

In order to execute these applications, YARN consists of two component types:

1. The ResourceManager is unique for a complete cluster. Its main task is granting the requested resources and balancing the load of the cluster. Furthermore, it starts the application master initially and restarts it in case of a failure.
2. On each computing node, one NodeManager is executed. It starts and monitors the containers assigned to it as well as the usage of its resources, i.e., CPU usage and memory consumption

### 2.2 MapReduce

MapReduce [8] is a programming model and an associated implementation for processing and generating big data sets with a parallel, distributed algorithm on a cluster.

A MapReduce program is composed of a map procedure (or method), which performs filtering and sorting, and a reduce method, which performs a sum-
mary operation. The "MapReduce System" (also called "framework") orchestrates the processing by marshalling the distributed servers, running the various tasks in parallel, managing all communications and data transfers between the various parts of the system, and providing for redundancy and fault tolerance.

A MapReduce framework is usually composed of three operations:

1. Map each worker node applies the map function to the local data, and writes the output to a temporary storage. A master node ensures that only one copy of the redundant input data is processed.
2. Shuffle worker nodes redistribute data based on the output keys (produced by the map function), such that all data belonging to one key is located on the same worker node.
3. Reduce worker nodes now process each group of output data, per key, in parallel.

MapReduce allows for the distributed processing of the map and reduction operations. Maps can be performed in parallel, provided that each mapping operation is independent of the others; in practice, this is limited by the number of independent data sources and/or the number of CPUs near each source.

The Map and Reduce functions of MapReduce are both defined with respect to data structured in (key, value) pairs. Map takes one pair of data with a type in one data domain, and returns a list of pairs in a different domain:

$$
\operatorname{map}(k 1, v 1) \rightarrow \operatorname{list}(k 2, v 2)
$$

The Map function is applied in parallel to every pair (keyed by k1) in the input dataset. This produces a list of pairs (keyed by k2) for each call. After that, the MapReduce framework collects all pairs with the same key (k2) from all lists and groups them together, creating one group for each key.

The Reduce function is then applied in parallel to each group, which in turn produces a collection of values in the same domain:

$$
\operatorname{reduce}(\mathrm{k} 2, \operatorname{list}(v 2)) \rightarrow \operatorname{list}((\mathrm{k} 3, v 3))
$$

Thus the MapReduce framework transforms a list of (key, value) pairs into another list of (key, value) pairs. This behavior is different from the typical functional programming map and reduce combination, which accepts a list of arbitrary values and returns one single value that combines all the values returned by map.

### 2.3 Spark

Apache Spark [10] is an open-source distributed general-purpose cluster-computing framework that can do in-memory data processing, while providing the ability to develop applications in Java, Scala, Python or even in R. Spark provides four main submodules which are SQL, MLib for machine learning, GraphX and Streaming.

In this paper, we focus on the SQL module, especially on the new data structure called DataFrame [16] which has been added in Spark 1.6. Dataframe was built on top of the previously used RDDs (Resilient Distributed Dataset) therefore, it is combining the benefits of RDDs (strong typing, ability to use lambda functions) and the benefits of Spark SQL's optimized execution engine.

It is also possible to use functional transformation such as map, flatMap, filter, etc. to manipulate these kind of datasets. Using those mapper functions are essentials during the word pattern generations.

### 2.4 Hadoop vs Spark

Spark is developed to run on top of Hadoop and this is an alternative to the traditional MapReduce model. The key differences are the following:

- Spark stores, a process data in-memory while Hadoop using the disk
- Hadoop uses the MapReduce paradigm and Spark uses the distributed data structure called datasets which are built on RDDs
- Hadoop merges and partitions shuffle spill files inte one big files, while Spark doesn't
- The MapReduce can be inefficient when the job has to reuse the same dataset, while Spark can hold the data in memory for efficient reuse


## 3 Word recommendation

### 3.1 Word recommendation problem

The applied method can help to choose the proper words in a certain context, by recommending a list of suitable words that can fit in the given words. A word pattern query is an ordered sequence of specific word(s), POS $\operatorname{tag}(\mathrm{s})$, and wild card word(s). For example:

$$
\text { VB } * \text { love }
$$

For each word pattern query, we want to get a list of frequently used words that match the POS tags. Furthermore, if we include the relative frequencies of the matched words that can help you to decide the right phrase for you.

The conventional language models can suggest the most appropriate words that can appear at a specific position of a sentence or phrase. However, those models are usually inappropriate for a word pattern query service. The problem with those models:

- they are not built to estimate the probability distributions for more than one words
- they are not able to understand the usage of POS tags

Therefore, they can not have any relationships between POS tags and words. In this case, we would like to model the following probability distribution $p\left(W_{t} \mid W_{c}\right)$ for matching word list $W_{t}$ given context words $W_{c}$ :

$$
p\left(W_{t} \mid W_{c}\right)=\frac{C\left(W_{t}, W_{c}\right)}{C\left(W_{c}\right)}
$$

where $W_{t}$ denotes a list of words corresponding to POS tags in a word pattern query, $\mathrm{C}\left(\mathrm{W}_{\mathrm{t}}, W_{\mathrm{c}}\right)$ indicates the number of sentences that match the word pattern query with the words of $W t$ in the positions of POS tags, and $C\left(W_{c}\right)$ indicates the total number of sentences that match with the word pattern query. $W_{t}$ part can be greater than 1, i.e., $\left|W_{t}\right|>1$.

### 3.2 Used method for word recommendation

To create word pattern queries we used the presented algorithm in [3], which generates word patterns along with their associated information earlier on.

Word patterns can contain words, POS tags and wild card words denoted by a symbol $\left(^{*}\right)$. The wild card word can be any English word, so it can be useful when we are only focus on the other words within the word pattern, as they are just placeholders.

### 3.3 Workflow

As an overview, to construct word patterns the used method consists of the following steps:


Figure 1: Word pattern generation process

### 3.4 Preprocessing and tagging

To be able to create word patterns, first we have to transform the input sample texts. It may occur the sample texts contain non-English words or characters in this case they need to be removed. Numbers and punctuation marks can remain in the text.

After the transform phase has been finished, we are finally able to create POS Tagged sentences, using the Stanford POS Tagger [17]. This tool can read text and assign parts-of-speech to each word or token, e.g. noun, verb, preposition and so on. The possible POS Tags which is supported by tagger are listed in Table 2.

For example, if we have the following sentence part, after the preprocessing:
"mathematical notation widely used in physics and other sciences avoids many ambiguities compared to expression in natural language however for various reasons several lexical syntactic and semantic ambiguities remain"

Stanford POS tagger will create the output as shown below:
"mathematical/JJ notation/NN widely/RB used/VBN in/IN physics/NN and/CC other/JJ sciences/NNS avoids/VBZ many/JJ ambiguities/NNS compared/VBN to/TO expression/NN in/IN natural/JJ language/NN however/RB for/IN various/JJ reasons/NNS several/JJ lexical/JJ syntactic/NN and/CC semantic/JJ ambiguities/NNS remain/VBP"

### 3.5 Generating word patterns

After we got the tagged sentences, the used method creates the word patterns which consist of words, POS tags, and the wild card word symbol (*). It generates all word patterns for each n-gram of the POS-tagged sentences, and then aggregates them to get the information for word patterns.

The possible word patterns which can be generated from n-grams are listed in Table 3. To create the possible word patterns, we have to define constraints to reduce the amount of patterns to get a manageable amount of them. Therefore, we apply the following rules: there is at least one word in a pattern, if there is a wild card within the pattern it does not appear in the first or the last position in a pattern. Also, we reduce the number of possible $n$-grams to 5 for the reasons mentioned above.

After all word patterns of k-grams

$$
k \in[2,5]
$$

are created for the provided input text, the used method clusters them into groups to have the same word pattern in each group. For each group the sentence Ids which have the same word lists are grouped together and their count is computed.

We are interested in the most frequent word list for each word patterns to be able to create a word recommendation service, so the used method constructs a word pattern database which maintains the frequent word lists along with their corresponding sentence Ids and their frequency for each word pattern.

### 3.6 Map reduce solution

The method use two cycles of Map-Reduce tasks. In the first Map-Reduce phase, the mapper receives sentences with their Ids and produces the keyvalue pairs where the key is made of a word pattern and its corresponding word list while the value is the sentence Id. Futhermore, the reducer of the first cycle aggregates the sentence Ids of word patterns generated by mapper. In the second cycle, the mapper computes the frequencies of the combination of a word pattern and its word lists, and then the reducer aggregates the results and also retains the top k -th word lists with the highest frequencies.

The following procedure is the algorithm for the first mapper in the first phase. It creates the word patterns for 2 -grams to 5 grams for each sentence. The cands variable holds the possible word patterns, so cands $[n][i][j]$ indicates the j -th value for the i -th word list of the n -gram.

In the first mapper-phase, we process POS tagged lines (assuming that we have the sentence Ids) and as an output the algorithm will create a pairs of

> ([word pattern, word list], sentence id)
where the word pattern is generated based on the possible word patterns described in Table 3, while word-list contains the matched words corresponding to the pattern and the value will be the sentence id.

```
Algorithm 1: Mapper phase 1
    Input : (sentence id, sentence with POS tags)
    Output: ([word-pattern, word-list], sentence id)
    value \(\leftarrow\) sentenceId;
    tokenize the POS tagged sentence, into a collection of tokens;
    tokens \(\leftarrow \mathrm{t} 1, \mathrm{t} 2, \ldots \mathrm{t} 3\);
    \(\mathrm{m} \leftarrow\) tokens.size;
    for \(n \leftarrow 2\) to 5 do
        for \(s \leftarrow 0\) to \(m-n\) do
            for \(i \leftarrow 0\) to cands[n].size -1 do
                        pattern \(\leftarrow \square\);
                    metWords \(\leftarrow \square\);
                            for \(j \leftarrow 0\) to \(n-1\) do
                            word \(\leftarrow\) word at \((\mathrm{s}+\mathfrak{j})\) th position of tokens;
                            pos \(\leftarrow\) POS Tag at \((\mathrm{s}+\mathfrak{j})\) th position of tokens;
                            // j-th position is a word Tag in the pattern
                    if cands \([n][i][j]=\) ' \(w\) ' then
                pattern.add(word);
                    // j-th position is a POS Tag in the pattern
                    else if cands \([n] / i][j]=\) ' \(p\) ' then
                    pattern.add(pos);
                    // j-th position is a wildcard in the pattern
                    else
                    pattern.add(_WC_);
                        end
                    if cands \([n][i][j]>\) ' \(O^{\prime}\) and pos is a legal tag then
                    metWords.add(word);
            end
            if metWords.isEmpty() then
                    metWords.add(_NONE_);
                key \(\leftarrow\) pattern \(+" ; "+\) metWords;
            emit(key,value)
            end
        end
    end
```


### 3.7 Example

Let's take an example, in that case when we have the following short sentence: lincoln/NN practiced/VBD law/NN. On the next page, we present some sample output. For the sake of simplicity and transparency, we categorized the output by n-grams and omitted the sentence ids.


Figure 2: Word patterns example

### 3.8 Reducer phase 1

The first reducer phase aggregates the sentence ids according to the values of (pattern, word-list). It also removes the duplicated occurences of the same id for the same key.

### 3.9 Mapper phase 2

The second mapper calculates the relative frequencies of the different matched word list and also extract the pattern from the old key to use as a new key.

```
Algorithm 2: Reducer phase 1
    Input : pairs of ((pattern, word list), sentence id)
    Output: ([pattern, word-list]), sentence-id-list)
    key \(\leftarrow[\) pattern, word list];
    value \(\leftarrow\) sentence id list;
    emit(key,value)
```

Therefore, we will get pairs like this:

$$
\text { word pattern } \rightarrow\left(f_{1}, w_{1}, \operatorname{sid}_{1}\right), \ldots,\left(f_{n}, w_{n}, \operatorname{sid}_{n}\right)
$$

where $f_{i}$ denotes the $i$ th relative frequency, $w_{i}$ the $i$ th matched word list, and $\operatorname{sid}_{\mathrm{i}}$ is the $\mathfrak{i t h}$ the sentence id.

```
Algorithm 3: Mapper phase 2
    Input : ([pattern, word-list]), sentence-id-list)
    Output: pattern, [frequency, word list, sentence id list])
    if word-list.isEmpty() then
        word list.add(_NONE_);
    key \(\leftarrow\) pattern;
    value \(\leftarrow\) [frequency, word list, sentence id list];
    emit(key,value)
```


### 3.10 Reducer phase 2

In the last reducer phase we remain the top k -th (in our example 10) matched word list with the highest relative frequency. The received result can be the basis of a word pattern database.

## 4 Hadoop native library

Hadoop can support native libraries [14] out of the box, which includes components like compression codecs (e.g.: bzip2, lz4, snappy and zlib), native io utilities for Centralized Cache Management in HDFS or even CRC32 checksum implementation.

From this library, we mainly focus on the compression codecs that we can use to compress the Mapper job's intermediate output in a Hadoop MapReduce.

```
Algorithm 4: Reducer phase 2
    Input : pattern, [[frequency, word-list, sentence-id-list] ...]
    Output: pattern, [[frequency, word-list, sentence-id-list]...] (top
        k-th)
    key \(\leftarrow\) pattern;
    value \(\leftarrow \square\);
    list \(\leftarrow\) [[frequency,word - list, sentence -id - list]...];
    sort the list by frequency, in decreasing order;
    put the first k-th element from list to value;
    emit(key,value)
```



Figure 3: Computing Stages of the MapReduce model [4]

### 4.1 Compression codecs

### 4.2 Snappy

Snappy (previously known as Zippy) [7] is a fast data compression and decompression library written in C++ by Google based on ideas from LZ77 and open-sourced in 2011. It does not aim for maximum compression, or compatibility with any other compression library; instead, it aims for very high speeds
and reasonable compression. The compression ratio is $20-100 \%$ lower than gzip.

### 4.3 Lz4

LZ4 [5] is a lossless data compression algorithm that is focused on compression and decompression speed. It belongs to the LZ77 family of byte-oriented compression schemes.

The LZ4 algorithm represents the data as a series of sequences. Each sequence begins with a one-byte token that is broken into two 4 -bit fields. The first field represents the number of literal bytes that are to be copied to the output. The second field represents the number of bytes to copy from the already decoded output buffer (with 0 representing the minimum match length of 4 bytes). A value of 15 in either of the bitfields indicates that the length is larger and there is an extra byte of data that is to be added to the length. A value of 255 in these extra bytes indicates that yet another byte to be added. Hence arbitrary lengths are represented by a series of extra bytes containing the value 255 . The string of literals comes after the token and any extra bytes needed to indicate string length. This is followed by an offset that indicates how far back in the output buffer to begin copying. The extra bytes (if any) of the match-length come at the end of the sequence.

## 5 Experiments

As we introduced, we used Apache Hadoop and Apache Spark to measure execution times generating word patterns. During these experiments we also applied several data compression libraries to achieve faster pattern generation. To measure those generation times and see how efficient can be a selected profile we used Monte Carlo method. [6] In our experiments, the following scenarios were compared: standard Hadoop Mapreduce job without any compression codecs, Hadoop Mapreduce job with Snappy compression codec, Hadoop Mapreduce job with LZ4 compression codec, and standard Spark job using dataframes. Furthermore, we used Wikipedia dumps to provide a suitable input for our measurements. [18]

### 5.1 Experiment settings

The experiments were run on a 21 node cluster with the following configuration: master node has 32 Gb RAM, 12 vCPU while slaves have 15 Gb ram, 8
vCPU. In both cases, Yarn was used as a resource manager and its configuration Node Managers were set to allocate $\mathbf{1 3} \mathrm{Gb}$ for Containers. The Mapper Container's and the Reducer Container's memory size size were set to 4 Gb . Additional configuration and settings, and even more technical detail can be found at the project git repository [15]

### 5.2 Results

In the first measurements we compared the standard Hadoop MapReduce jobs against MapReduce jobs with compression codecs.


Figure 4: Hadoop Word pattern generation
Either using LZ4 or Snappy, both gave us significantly better results, but Snappy was the most spectacular codec for improvement. Therefore we conclude that, using those compression libraries can reduce the overhead during the word pattern generation and we can get better execution times. In the next phase, we used the Spark with Scala implementation of the word pattern generation and compared against a standard Hadoop job.

As we can see there is a significant difference between the two run times. In the last measurement, we compared all the previously used profile.

In summary, Snappy and the LZ4 compression codecs brought a convincing improvement during the pattern generation. Also, using the Spark framework was able to beat his rival, however it is still possible to have different SparkSQL query optimization so we can reduce word pattern generation time.


Figure 5: Hadoop compared to Spark

| No. of lines | No. of words | No. of unique words | Hadoop | Hadoop with Snappy | Hadoop with LZ4 | Spark |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 100 | 7045 | 2578 | 41 s | 40 s | 42 s | 33 s |
| 500 | 34206 | 9351 | 58 s | 53 s | 59 s | 44 s |
| 1000 | 73963 | 17241 | 84 s | 75 s | 85 s | 56 s |
| 2000 | 143092 | 28502 | 124 s | 108 s | 119 s | 44 s |
| 4000 | 305789 | 50010 | 218 s | 189 s | 216 s | 165 s |
| 8000 | 588912 | 79933 | 389 s | 326 s | 386 s | 169 s |
| 10000 | 738533 | 93828 | 487 s | 407 s | 473 s | 133 s |
| 20000 | 1497350 | 151253 | 1783 s | 876 s | 936 s | 208 s |
| 40000 | 2912093 | 237531 | 3450 s | 2101 s | 2347 s | 372 s |
| 80000 | 5858805 | 374986 | 7156 s | 3902 s | 4670 s | 964 s |
| 100000 | 7192730 | 438023 | 8903 s | 4866 s | 5741 s | 962 s |

Table 1: Experiment results

## 6 Conclusion

This paper introduced a word recommendation problem [3] where the user can express themselves using word pattern queries that contain words, POS tags and wild cards and as a result they get back matched word lists along with their relative frequencies.

For this problem, we proposed several fine tuning to reduce the overhead during the word pattern generation. To achieve this, we first introduced the Hadoop Native Library which contains compression codecs like Snappy, LZ4,


Figure 6: Word pattern generation summary

ZLib then we chose the first two of them, to see how they act during pattern generation, and then we compared the Spark framework with Hadoop.

## 7 Future works

As we pointed out in case of Spark there is still options to get better execution times than Hadoop. For example, fine tuning the built-in Spark Catalyst query optimizer. From the perspective of Hadoop, there are several compression codecs that we have not tested, and we used the default configuration, therefore a more advanced configuration / profile can be a good starting point for further examinations.
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## 9 Appendix

Table 2: Part-of-speech (POS Tags)

| CC coordinating conjunction | POS possessive ending |
| :--- | :--- |
| CD cardinal number | PRP personal pronoun |
| DT determiner | PRP\$ possessive pronoun |
| EX existential there | RB adverb |
| FW foreign word | RBR adverb, comparative |
| IN preposition or subordinating conjunction | RBS adverb, superlative |
| JJ adjective | RP particle |
| JJR adjective, comparative | SYM symbol |
| JJS adjective, superlative | TO to |
| LS list item marker | UH interjection |
| MD modal | VB verb, base form |
| NN noun, singular or mass | VBD verb, past tense |
| NNS noun, plural | VBG verb, gerund or present participle |
| NNP proper noun, singular | VBN verb, past participle |
| NNPS proper noun, plural | VBP verb, non-3rd person singular present |
| PDT predeterminer | VBZ verb, 3rd person singular present |
| WDT Wh-determiner | WP\$ possessive wh-pronoun |
| WP Wh-pronoun | WRB Wh-adverb |

Table 3: Possible word pattern: w word, p POS tag, * wild card

| 2-gram (3 cases) | W w | w p | p w |
| :---: | :---: | :---: | :---: |
| 3 -gram (10 cases) | $\begin{aligned} & \mathrm{w} \mathrm{w} \mathrm{w} \\ & \mathrm{p} \mathrm{w} \mathrm{w} \\ & \mathrm{w} * \mathrm{w} \\ & \mathrm{w} * \mathrm{p} \end{aligned}$ | $\begin{aligned} & \text { w p p } \\ & \mathrm{p}^{*} \mathrm{w} \\ & \text { p w p } \\ & \mathrm{p} \text { p w } \end{aligned}$ | $\begin{aligned} & \text { w w p } \\ & \text { w p w } \end{aligned}$ |
| 4-gram (32 cases) | w w w w <br> w w p p <br> w p w w <br> w p p p <br> w ${ }^{*} \mathrm{w} \mathrm{w}$ <br> $\mathrm{w}^{*} \mathrm{p} \mathrm{p}$ <br> p w w w <br> p w p p <br> p p w w <br> $\mathrm{pp}^{*}{ }_{\mathrm{w}}$ <br> $\mathrm{p}^{*} \mathrm{p} \mathrm{w}$ | w w w p <br> $\mathrm{w} \mathrm{w}^{*} \mathrm{w}$ <br> w p w p <br> w p * w <br> $\mathrm{w}^{*} \mathrm{w} \mathrm{p}$ <br> $\mathrm{w}^{*} * \mathrm{w}$ <br> p w w p <br> $\mathrm{p} \mathrm{w}^{*} \mathrm{w}$ <br> p p w p <br> $\mathrm{p}^{*} \mathrm{w} \mathrm{w}$ <br> $\mathrm{p}^{* *} \mathrm{w}$ | w w p w <br> $\mathrm{w} \mathrm{w}^{*} \mathrm{p}$ <br> w p p w <br> $\mathrm{w} \mathrm{p}^{*} \mathrm{p}$ <br> $\mathrm{w}^{*} \mathrm{p} \mathrm{w}$ <br> $\mathrm{w} * * \mathrm{p}$ <br> p w p w <br> $\mathrm{p} \mathrm{w}^{*} \mathrm{p}$ <br> p p p w <br> $\mathrm{p}^{*} \mathrm{w} p$ |


| 5-gram (100 cases) |  | w w w w p $\mathrm{w} \mathrm{w}^{\mathrm{w}}{ }^{*} \mathrm{w}$ w w p w p w w p * w $\mathrm{w} \mathrm{w}^{*} \mathrm{w} \mathrm{p}$ $\mathrm{w} \mathrm{w}^{*} * \mathrm{w}$ w p w w p w p w ${ }^{*}$ w w p p w p $\mathrm{w}_{\mathrm{p}} \mathrm{p}^{*} \mathrm{w}$ $\mathrm{w}^{\mathrm{p}}{ }^{*} \mathrm{w} \mathrm{p}$ $\mathrm{w} \mathrm{p}{ }^{*} * \mathrm{w}$ $\mathrm{w}^{*} \mathrm{w}$ w p $\mathrm{w}^{*} \mathrm{w} * \mathrm{w}$ $\mathrm{w}^{*} \mathrm{p} \mathrm{w}$ p $\mathrm{w}^{*} \mathrm{p}{ }^{*} \mathrm{w}$ $\mathrm{w} * * \mathrm{w} \mathrm{p}$ $\mathrm{w} * * * \mathrm{w}$ <br> p w w w p $\mathrm{p} \mathrm{w} \mathrm{w}^{*} \mathrm{w}$ p w p w p p w $\mathrm{p}^{*} \mathrm{w}$ $\mathrm{p} \mathrm{w}^{*} \mathrm{w} \mathrm{p}$ $\mathrm{p} \mathrm{w}^{*} * \mathrm{w}$ p p w w p ppw*w pppwp $\mathrm{pp}^{*} \mathrm{w} \mathrm{w}$ $\mathrm{pp}^{*}{ }^{*} \mathrm{w}$ $\mathrm{p}^{*} \mathrm{w}$ p w $\mathrm{p}^{*} \mathrm{w}^{*} \mathrm{p}$ p * p p w $\mathrm{p}^{*}{ }^{*} \mathrm{w}$ p |  |
| :---: | :---: | :---: | :---: |
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#### Abstract

Closing a deal in a business to business environment implies a series of orchestrated actions that the sales representatives are taking to take a prospective buyer from first contact to a closed sale. The actions, such as meetings, emails, phone calls happen in succession and in different points in time relative to the first interaction.

Time-series are ordered sequences of discrete-time data. In this work, we are examining the relationship between the actions as time series and the final win outcome for each deal. To assess whether the behavior of the salespeople have a direct influence on the final outcome of the current deal, we used histogram analysis, dynamic time warping and string edit distance on a real-world Customer Relationship Management System data set. The results are discussed and included in this paper.


## 1 Introduction

The sales process in the Business to Business (B2B) environment consists of a series of steps and actions intended to take a prospective buyer from initial interest to a closed sale. The series of actions the salespeople take can damage or improve the odds of successfully closing the deal. Therefore analyzing these
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series of actions can reveal insights into how to successfully close a deal that can be taught and shared with the entire sales team.

Closing a deal in B2B environment is different than selling Business to Consumer (B2C). In B2C, the target is presumably millions of people versus B2B where the potential customers are considerably few. In both B2C and B2B product knowledge is needed however in B2B the product knowledge of the sales representative has to go deeper into design details, advantages, disadvantages and competitors' knowledge as the buyers understand the complexity of the products and their sophistication. In B2C usually one decision maker is involved, in B2B orders are considerably higher in monetary value, multiple decision-makers need to be convinced which leads to a longer time period to close the deal [3, 21]. Therefore a system is needed to keep track of all these activities. The tracking of all the information, requirements, products of interest, notes and, in general, entire interaction with the potential customer is tracked using an opportunity entity inside a Customer Relationship Management (CRM) System [8].

Each activity (such as meetings, emails, phone calls) that a sales representative is performing for an opportunity is usually recorded with their associated notes for historical and recollection reasons. We can note that each activity is performed in a precise point in time relative to the creation of the CRM opportunity. Furthermore, the time gap between activities and the type of activity (email, phone call) could play a role in the final outcome of the deal.

How much information is recorded in the series of activities for each opportunity? Is there a pattern of a successful sale in the way a deal is won? Can we distinguish the series of activities that lead to lost sales versus won sale? We set ourselves to find out the answer to these questions by doing a time series analysis of the activities performed for each won and lost opportunity.

Our hypothesis is that won deals and lost deals can be clustered together, in other words, there is a distinctive pattern of activities performed for won deals and for lost deals. This hypothesis, if true, could help us improve the B2B sales prediction models that we previously studied in [17, 16].

This paper is organized as follows: section 2 describes related work on B2B time series analysis, section 3 introduces our methodology and the problem domain while sections 4 and 5 presents our results, conclusion and future work.

## 2 Literature review

In the last few years, researchers have become increasingly interested in improving B2B selling using CRM data analytics [14]. Therefore in this section, we will look first at the B2B selling and the influencers of a successfully closed
deal followed by sales forecasting and the methods used to predict future business income.

### 2.1 B2B selling

B2B sales are driven by the relationship that is established between the salesperson and the prospect. One study found that the relationship is stronger and the actions more impactful when the product or service is more critical to the customer and when the sales person is directly interacting with an individual decision maker instead of the firm [13]. In another study, the performance of 816 salespeople in 30 sales organizations has been conducted to research the influence of the company strategy towards the final sales outcome. It has been found that the company strategy influences considerably the individual salespeople performance especially related to the prioritization, customer orientation and value-based selling [19].
The clarity of the sales role, no ambiguity and lack of conflict, has a direct positive influence on the job performance which in turn influences the quota attainment and the individual opportunity success rate [9].

The ethical behavior of salespeople has been studied in [20] where it has been found that ethical behavior is linked to increase sales and customer satisfaction as well as product or service quality. Likewise, the sales person adaptability during the sale has a strong correlation to the success of the sale [2]. Adaptability requires the examination of the internal and the external activity that trigger changes in behavior to successfully close a sale.

There is also momentum in a closing deal. After each stage and after each customer interaction a successful sales representative will ask for an agreement for the next step. If the potential customer is moving along and the set milestones are hit, more than likely the successful sale will happen [4].

In this study, we are looking at the behavior of salespeople as recorded in the series of activities performed on each opportunity and their relationship to the final outcome. The behavior, even influenced by the company strategy or the adaptability of the sales person, if consistent can shed light on the steps necessary to successfully close a deal.

### 2.2 Sales forecasting

Forecasting is the process of predicting future events based on the information and events that already occurred [1]. Sales forecasting is a prediction of future sales performance using the information known today from marketing conditions to sales pipeline analysis.


Figure 1: An example of activities succession to close an opportunity

As sales are the lifeline of any business, a significant amount of research has been done to predict future sales using time series analysis in different industries such as fashion, e-commerce, appliances to name a few [12, 11, 22]. Even more, combining forecasting from different models has shown to perform better than a single model forecast for most time series [6].

However, to best of our knowledge, no study has looked specifically at the impact of the individual activities for each opportunity and how the implied behavior might affect the final lost/win outcome.

## 3 Problem domain and methodology

B2B sales take time to close. To keep track of the progress on each opportunity, sales representatives are recording notes along with their activities. The customer interaction history might include quotes and proposals, product codes and volumes needed, delivery requirements or product configuration information. All in all, the opportunity entity contains the stages, milestones and key activities performed for each opportunity.

Sales representatives, over time, develop a set of steps and activities that they execute to close a deal that could be as personal as a fingerprint. For example one sales representative might use a demo meeting, following with an email, waiting for a week and making a phone call, whereas another sales representative might be more aggressive and after the demo follow up with a phone call and two days later with another voice mail. Part of the behavior of the sales representative is recorded in the succession of the activities performed and also in the length of time between each activity until the opportunity is closed (see Fig. 1).

Our study builds up by starting first with histogram analysis of the lost/won deals, subsequently by time series analysis using dynamic time warping and wraps up with string edit distance.

### 3.1 Histogram analysis

A histogram shows the frequency distribution of a continuous data set. Using the shape bar bins which represent the intervals of the continuous data, the data is plotted bidimensionally against the frequency [7].

In the first part, we created histograms of the won deals and of the lost deals. The histograms, if different, can show us these differences between the activity patterns for lost deals compared to the activity patterns for the won deals.

### 3.2 Dynamic time warping

Our subsequent approach to discover similarities between won activities and lost activities was to use dynamic time warping (DTW) which is an algorithm used for comparison of time series. In essence, given two time series of activities the algorithm stretches or compresses the series along the time axis in order to resemble each other as much as possible while simultaneously measuring the similarities between the two time series.

Formally, given two time series of length $n$ and respectively $m$ :

$$
\begin{align*}
& X=x_{1}, x_{2}, \ldots, x_{n}  \tag{1}\\
& Y=y_{1}, y_{2}, \ldots, y_{m}
\end{align*}
$$

we construct a wrap path W

$$
\begin{equation*}
W=w_{1}, w_{2}, \ldots, w_{k} \quad \max (m, n) \leq K \ll m+n \tag{2}
\end{equation*}
$$

where K is the length of the wrap and the k element of the wrap path is:

$$
\begin{equation*}
w_{k}=(i, j) \quad i=1 \ldots n, j=1 \ldots m \tag{3}
\end{equation*}
$$

the distance of the wrap path W is:

$$
\begin{equation*}
\operatorname{Dist}(W)=\sum_{k=1}^{k} \operatorname{Dist}\left(w_{k i}, w_{k j}\right) \quad i=1 \ldots n, j=1 \ldots m \tag{4}
\end{equation*}
$$

The optimal warp path is the wrap path with the minimum distance[18].

### 3.3 String edit distance

Similar to a DNA sequence encoded with the four letters AGTC that undergoes insertions, deletions substitutions and transpositions, we could encode
all the activities performed on an opportunity as a succession of letters and subsequently for each succession calculate the distance between any other succession using a string edit distance metric. The main idea is to compare two DNA sequences and see how closely they are to each other.

### 3.3.1 Damerau-Levenshtein string edit distance

Damerau and Levenshtein studied spelling errors and discovered that almost $80 \%$ of the spelling errors are at distance one in the metric that carries their names [5]. The metric is a function from an alphabet combination of characters to an integer value [10]. The created metric evaluates how many operations are needed to transform string s1 into string s2.

The distance $\mathrm{d}(\mathrm{s} 1, \mathrm{~s} 2)$ between two strings can be a combination of the following operations:

- insert a character,
- delete a character,
- substitute a character with another from the same alphabet,
- transposition of two adjacent characters.

Although can be a high number of combination of these operations to convert s1 into s2, the metric returns the length of the shortest sequence as the distance between the two strings. For example, in Fig. 2, to transform the text ABACDEAAB into BACDEAEAB we need two operations a delete operation and an insert operation: ABACDEAAB $\Longrightarrow$ BACDEAAB $\Longrightarrow$ BACDEAEAB. Therefore $\mathrm{d}($ ABACDEAAB, BACDEAEAB $)=2$.

We used this metric to calculate the distance between the list of activities performed on won deals and the list of activities performed on lost deals in two flavors. First, we did not consider the time elapsed between activities. On the second approach we encoded any week with no activity with a 0 . This way we take into account not only the type of activities and their succession, but also the time component that captures periods of inactivity.

## 4 Results

### 4.1 The dataset

The data set [15] used for our research represents B2B sales of an ERP software that is sold globally. The data set has 276 deals, 153 lost and 123 won deals in the period 2009-2016 with 19082 activities.


Figure 2: An example of activity succession alignment using DamerauLevenshtein string edit distance

A summary statistics of the data set is present in Table 1.
Furthermore, the quartiles of the number of days to a closed deal is shown in Table 2.

### 4.2 Histogram analysis results

We used two approaches to preprocess the opportunities data. The first approach was to extract the minutes between two consecutive notes for each lost and won opportunity.

A second approach for histogram analysis was to use the number of activities the sale representative is performing each week for each opportunity. This approach is meant to reduce the variance due to a too granular look when using the number of minutes between activities. This approach solves also the weekend problem as in general there are no activities in the weekend and national holidays (however, if there are we don't need to treat them specially). Using the week level aggregation could reveal more clear weekly behavioral patterns.

Examining the histogram in Fig. 3 we notice that there are more activities for the lost deals than the won deals (frequency bypasses 5000). However, this is correlated with the fact that there are more lost activities than won activities in the data set. Other than these insights, the histograms show that the wait time between activities is similar for the won deals and lost deals with just a few tiny spikes on the lost deals side. In this context, there are no partic-

| Value | Won Deals | Lost Deals |
| :--- | :---: | :---: |
| Opportunities | 123 | 153 |
| Activities | 12129 | 6953 |
| Avg(\#activities/opportunity) 98 | 45 |  |
| Max(\#activities/opportunity) 286 <br> Min time to a closed | 4 | 153 |
| deal | 1 |  |
| Avg time to a closed <br> deal | 47 | 38 |
| Max time to a closed <br> deal | 195 | 155 |

Table 1: Data set statistics

| Quartile | Won Deals | Lost Deals |
| :--- | :---: | :---: |
| $0 \%$ | 4 | 1 |
| $25 \%$ | 23 | 23 |
| $50 \%$ | 47 | 38 |
| $75 \%$ | 98 | 58 |
| $100 \%$ | 195 | 155 |

Table 2: Quartiles of how many days it takes to close a deal
ular idiosyncrasies between the two sets to extract an obvious differentiating behavior. One of the reasons could be that the minutes between activities is a too detailed level of analysis and we might need to zoom out. This prompted us to explore the number of activities per week as well.

The results analysis for the number of activities per week in Fig. 4 shows that in the first week a lot of activity happens for both won and lost deals. However, after the first couple weeks the pattern is slightly different for won and lost deals. The won deals have a constant stream of activities, whereas the lost deals, similar to the minutes between activities histogram, have some spikes.

This prompted us to further examine the patterns of activities for the lost/won deals using dynamic time warping time series analysis and string edit distance to further isolate and measure the possible patterns.


Figure 3: Histogram of minutes between activities for lost/won deals

### 4.3 Dynamic time warping results

Dynamic time warping is an algorithm used to measure the similarity between two sequences which may vary in speed or time. To prepare the data for DTW exploration we used the same process as above for counting the number of notes per week for each won and lost deal.

We conducted a quantitative analysis by measuring DTW using Euclidean distance and also a variant using standardization. We would have expected the won deals to be close together with a low DTW number and the won versus lost deals to have a higher number. However, as seen in Table 3, the average distance between won deals is 77 , the average distance between lost deals is 35 and between lost and won deals is and in between value of 35 . This last value we would have expected to be very high which it would prove that we can separate the lost deals from won deals using DTW.


Figure 4: Histogram number of activities per week for won and lost deals

Yet, these findings suggest that our results did not provide convincing evidence towards our hypothesis which means that a pattern cannot be established between the won deals and lost deals. To further prove the new hypothesis, we turned to string edit distance for an additional perspective analysis.

### 4.4 String edit distance results

To use Damerau-Levenshtein string edit distance we encoded each activity type with a letter from the ASCII code. For our data set we have 28 different activity types. Once we assigned a character to each activity type we create the sequence of activities for all the opportunities lost and won. The process is illustrated in Table 4.

Once all the activity letter sequence was calculated for each opportunity we calculated the distances between won activities, lost activities and between the won and the lost.

| Deals | Avg DTW distance | Avg DTW normalized distance |
| :--- | :---: | :---: |
| All won deals | 77 | 2.96 |
| All lost deal | 35 | 0.31 |
| All won vs all lost | 61 | 1.74 |

Table 3: DTW distance between deals

| Activity | Encoding | Sequence |
| :--- | :--- | :--- |
| Phone call | A | A |
| Email | B | AB |
| Phone call | A | ABA |
| Customer visit notes | C | ABAC |
| Proposal preparation | D | ABACD |
| Fax | E | ABACDE |
| Phone call | A | ABACDEA |
| Phone call | A | ABACDEAA |
| Email | B | ABACDEAAB |

Table 4: Activities encoding sequence

The evidence we were looking for was that the won opportunity activities are clustered together showed by a low distance, the same for lost opportunity activities and in contrast the distance between won opportunity activities and lost opportunity activities is considerably higher. This would mean that we could group the won activities and the lost activities and therefore could establish a pattern for each group of activities.

As we can see from table 5 the average distance between all won deals was 77 and the average distance between all lost deals was 61 . These numbers prove that that the succession of activities for the won deals is much more different than for the lost deals. When we calculated the distance between the succession of activities for the won deals against the succession of activities for the lost deals we obtained 42 . As can be seen, the numbers match the findings we attained with dynamic time warping: a high distance between the won deals, a low distance for the lost deals and an in-between distance for the won versus lost deals.

The initial approach that we used for string edit distance did not take into account the time element. For example, a phone call followed by an email can

| Deals | Avg string edit distance |
| :--- | :---: |
| All won deals | 77 |
| All lost deal | 61 |
| All won vs all lost | 42 |

Table 5: Damerau-Levenshtein distance between deals

| Deals | Avg string edit distance |
| :--- | :---: |
| All won deals | 1022 |
| All lost deal | 334 |
| All won vs all lost | 748 |

Table 6: Damerau-Levenshtein distance between deals with time series
be done after 1 day or after 1 month. Obviously, it is much better to do it sooner than later. For this reason, we explored a second approach of calculating the string edit distance by encoding weeks with no activities as 0 . Therefore a sequence of AB can be A00000B if 5 weeks passed with no activities on the active opportunity. The results of the string edit distance with 0s for weeks with no activity are shown in Table 6.

Although the distances are larger, the results in Table 6 strengthen again the argument that a pattern could not be established. Therefore, contrary to our expectations, our hypothesis that there is a pattern of actions for won deals (and lost deals) does not hold. The general picture emerging from this analysis is that current actions taken cannot predict the future deal outcome.

## 5 Conclusion and future work

In this paper, we looked into the behavior of the salespeople captured by the successions of activities to determine their influence towards the final outcome. We started with the hypothesis that the pattern of activities for won deals might be different from the patterns of activities for lost deals. However, the results yielded some interesting findings.

The analysis of the succession of activities for lost deals and for the won deals shows that the sales representatives win their deals in very different ways as exhibited by the high distance value for both DTW and Damerau-Levenshtein distance. In contrast, the deals are lost in a more comparable fashion revealed by a low DTW and Damerau-Levenshtein distance.

More surprising however, is the fact that the lost deals patterns are closer to the won deals than the won deals themselves. We can infer from these results that the sales representatives don't behave differently, they behave the same way for the won deals and for the lost deals and their behavior is not correlated with the final outcome i.e. they treat each deal the same putting the same amount of effort to close the deal, not knowing if it will be lost or won which is revealing and encouraging for the sales team.

However, our data set was limited to one B2B CRM instance. Future research will have to clarify whether similar results could be obtained with a different B2B CRM data set. Furthermore, we examined the time series without adding any contextual knowledge (the size of the deal, the period during the quarter, the country of the customer). Adding context might offer additional insights that we plan to address in more detail in a future work.
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#### Abstract

Let $R$ be a commutative ring with $Z^{*}(R)$ as the set of nonzero zero divisors. The zero divisor graph of $R$, denoted by $\Gamma(R)$, is the graph whose vertex set is $Z^{*}(R)$, where two distinct vertices $x$ and $y$ are adjacent if and only if $x y=0$. In this paper, we investigate the metric dimension $\operatorname{dim}(\Gamma(R))$ and upper dimension $\operatorname{dim}^{+}(\Gamma(R))$ of zero divisor graphs of commutative rings. For zero divisor graphs $\Gamma(R)$ associated to finite commutative rings $R$ with unity $1 \neq 0$, we conjecture that $\operatorname{dim}^{+}(\Gamma(R))=\operatorname{dim}(\Gamma(R))$, with one exception that $R \cong \Pi \mathbb{Z}_{2}^{n}, n \geq 4$. We prove that this conjecture is true for several classes of rings. We also provide combinatorial formulae for computing the metric and upper dimension of zero divisor graphs of certain classes of commutative rings besides giving bounds for the upper dimension of zero divisor graphs of rings.


## 1 Introduction

Throughout this article, $R$ is assumed to be a commutative ring with unity $1 \neq 0$, unless otherwise stated. Let $Z(R)$ be its set of zero divisors. The zero

[^5]divisor graph of $R[2]$, denoted by $\Gamma(R)$, is defined as an undirected graph associated to a commutative ring $R$ having vertex set $V(\Gamma(R))=Z^{*}(R)=$ $Z(R)-\{0\}$, where distinct vertices $x$ and $y$ are adjacent if and only if $x y=$ 0 . The original definition of zero divisor graph was introduced by Beck [6] and in his work he defined $V(\Gamma(R))=Z(R)$ and two vertices $x$ and $y$ being adjacent if and only if $x y=0$. This definition of zero divisor graphs was first introduced in [3]. Recently, Kimball and LaGrange [13] generalized the definition to the idempotent divisor graph of a commutative ring. Besides this the zero divisor graph has also been extended to other algebraic structures like semi rings, Abelian groups, vector spaces, modules etc, (e.g., see the articles such as $[5,8,9,23]$ and references therein).

For any set $X$, let $|X|$ denote the cardinality of $X$ and $X^{*}$ denote the set of non-zero elements of $X$. We denote an empty set by $\varphi$. An element $\chi$ in a ring $R$ is called nilpotent if $x^{m}=0$ for some positive integer $m$. A ring $R$ is called reduced if it has no non-zero nilpotent elements. A ring is called local if it has a unique maximal ideal. An element $x$ in a ring $R$ is called a unit if there exists an element $y$ in $R$ such that $x y=1$, where 1 is a multiplicative identity in $R$. The set of all units of a ring $R$ is denoted by $U(R)$. We denote a ring of integers by $\mathbb{Z}$, a ring of integer modulo $n$ by $\mathbb{Z}_{n}$ and a finite field with $q$ elements by $\mathbb{F}_{\mathfrak{q}}$.

This article continues the investigation of zero divisor graphs that have same metric and upper dimension that was started in [17]. Section 2 reviews basic definitions and known results concerning the metric and upper dimension of zero divisor graphs of rings, as well as the results obtained for graphs in general. The rest of the paper focuses on zero-divisor graphs of commutative rings. In Section 3, we show that if either $\Gamma(R)($ or $\bar{\Gamma}(R))$ is a regular graph, then $\operatorname{dim}(\Gamma(R))=\operatorname{dim}^{+}(\Gamma(R))$. We also characterize certain families of local and reduced artinian rings and show that their zero divisor graphs have same values for these two parameters. Further, we compute the metric and upper dimension formulae for certain other classes of rings and show that the two values are equal. We obtain a lower bound for the upper dimension of zero divisor graph of a finite Boolean ring.

## 2 Preliminaries and terminology

A graph $G$ with vertex set $V(G) \neq \emptyset$ and edge set $E(G)$ of unordered pairs of distinct vertices is called a simple graph. A graph $G$ is connected if and only if there is path between any two pair of vertices $x$ and $y$ of G. In a graph G,
the distance between two vertices $x$ and $y$ is the length of the shortest path between $x$ and $y$. A subset $\mathfrak{B}$ of $V(G)$ is said to resolve a pair of vertices $\{u, v\} \subset V(G)$, if there exists some $b \in \mathfrak{B}$ such that $d(u, b) \neq d(v, b)$ or equivalently if the metric representations of distinct vertices are distinct, where the metric representation for a vertex $v \in V(G)$ with respect to an ordered set $\mathfrak{B}=\left\{b_{1}, b_{2}, \ldots, b_{k}\right\}$ of vertices of $G$ is an ordered k-tuple defined as $r(v \mid$ $\mathfrak{B})=\left(\mathrm{d}\left(v, \mathrm{~b}_{1}\right), \mathrm{d}\left(v, \mathrm{~b}_{2}\right), \cdots, \mathrm{d}\left(v, \mathrm{~b}_{\mathrm{k}}\right)\right)$. If $\mathfrak{B}$ resolves all the vertices of $G$, we say $\mathfrak{B}$ is a resolving set of $G$ and $\mathfrak{B}$ is said to be a minimal resolving set if no proper subset of $\mathfrak{B}$ resolves all vertices of $\mathfrak{G}$. A minimal resolving set $\mathfrak{B}$ with least number of vertices is called a metric basis of $G$ and the cardinality of metric basis is called the metric dimension of $G$, denoted by $\operatorname{dim}(G)$. Also, a minimal resolving set containing the maximum number of vertices is called an upper basis of $G$ and the cardinality of the upper basis is called the upper dimension of G , denoted by $\operatorname{dim}^{+}(\mathrm{G})$.

The concept of finding the metric dimension of a graph first appeared in 1970's introduced by Slater [24] and independently by Harary and Melter [11] and the concept of upper dimension of graphs was introduced by Chartrand et al. [7], where they defined the upper dimension to be the order of the minimal resolving set that has the maximum cardinality. Recently, these concepts of metric and upper dimension of graphs were extended to zero divisor graphs of rings, see [17, 20, 21].

For other definitions, terminology and notations of ring theory, we refer to $[4,12]$ and for graph theory, we refer to [14].

Theorem 1 [Theorem 3.5, [10]] For every pair $\mathrm{a}, \mathrm{b}$ of integers with $2 \leq \mathrm{a} \leq$ b , there exists a connected graph G with $\operatorname{dim}(\mathrm{G})=\mathrm{a}$ and $\operatorname{dim}^{+}(\mathrm{G})=\mathrm{b}$

Let $u \leftrightarrow v$ denote that $u$ is adjacent to $v$ and $u \leftrightarrow v$ denote that $u$ is not adjacent to $v$.
Distance similarity. In a connected graph $G$, two vertices $u$ and $v$ are said to be distance similar if for any vertex $x \in V(G)-\{u, v\}, d(u, x)=d(v, x)$. The relation of distance similarity is an equivalence relation. Therefore, it partitions the vertex set of a graph into equivalence classes known as distance similar equivalence classes.

Example 2 Let $G$ be a book graph (see Figure 1) with 5 pages with corners of the pages as $p_{1}, p_{2}, \ldots, p_{5}, q_{1}, q_{2}, \ldots, q_{5}, p, q$ and the adjacencies as follows: $\mathrm{p} \leftrightarrow \mathrm{p}_{\mathrm{i}}, \mathrm{q} \leftrightarrow \mathrm{q}_{\mathrm{i}}$, for all $1 \leq \mathrm{i} \leq 5, \mathrm{p} \leftrightarrow \mathrm{q}$ and $\mathrm{p}_{\mathrm{i}} \leftrightarrow \mathrm{q}_{j}$, if and only if, $i=j, 1 \leq i, j \leq 5$, elsewhere non-adjacencies. Then we have $d\left(p_{i}, p_{j}\right)=$ $2=d\left(q_{i}, q_{j}\right), d\left(p_{i}, q_{j}\right)=3$, whenever $\mathfrak{i} \neq \mathfrak{j}$. Choose $\mathfrak{B}=\left\{p_{1}, p_{2}, q_{3}, q_{4}\right\}$ and


Figure 1: Book graph with 5 pages.
$\mathfrak{B}^{*}=\left\{p_{1}, q_{1}, q_{2}, q_{3}, q_{4}\right\}$. Then we see that $\mathfrak{B}$ is a minimal resolving set of minimum order and $\mathfrak{B}^{*}$ is a minimal resolving set of maximum order and so $\operatorname{dim}(G)=4$, whereas, $\operatorname{dim}^{+}(G)=5$.

Theorem 3 (i) [Theorem A, [7]] Let G be a connected graph on n vertices. Then $\operatorname{dim}(\mathrm{G})=1$ if and only if $\mathrm{G} \cong \mathrm{P}_{\mathrm{n}}$, where $\mathrm{P}_{\mathrm{n}}$ denotes the path on n vertices.
(ii) [Lemma 2.3, [18]] For a connected graph G of order $\mathrm{n} \geq 1, \operatorname{dim}^{+}(\mathrm{G})=1$ if and only if $\mathrm{G} \cong \mathrm{P}_{2}$ or $\mathrm{P}_{3}$ and for $\mathrm{n} \geq 4 \operatorname{dim}^{+}\left(\mathrm{P}_{\mathrm{n}}\right)=2$, where $\mathrm{P}_{\mathrm{n}}$ denotes the path on n vertices.

Theorem 4 [Theorem 2.3, [21] and Theorem 2.5, [15]] Let G be a connected graph of order n . Then $\operatorname{dim}(\mathrm{G})=\operatorname{dim}^{+}(\mathrm{G})=\mathrm{n}-1$ if and only if $\mathrm{G} \cong \mathrm{K}_{\mathrm{n}}$.

For integers $k \geq 2$ and $n_{1}, n_{2}, \ldots, n_{k}$ with $2 \leq n_{1} \leq n_{2} \leq \cdots \leq n_{k}$, let $G=K_{n_{1}, n_{2}, \ldots, n_{k}}$ be a complete $r$-partite graph with $V_{1}, V_{2}, \ldots, V_{k}$ as the partite sets. Let $\mathfrak{u}, v$ be vertices in some partite set, then $d(u, v)=2$ and for any other vertex $w \in \mathrm{~V}(\mathrm{G})$, we have either $\mathrm{d}(\mathrm{u}, w)=2$ if and only if $w$ is in the same partite set or otherwise $d(u, w)=1$. Thus, these partite sets partition the vertex set of G into distance similar equivalence classes and therefore we have the following theorem.

Theorem 5 (i) For integers $k \geq 2$ and $n_{1}, n_{2}, \ldots, n_{k}$ with $2 \leq n_{1} \leq n_{2} \leq$ $\cdots \leq n_{k}$ and $n_{1}+n_{2}+\cdots+n_{k}=n$,

$$
\operatorname{dim}\left(K_{n_{1}, n_{2}, \ldots, n_{k}}\right)=\operatorname{dim}^{+}\left(K_{n_{1}, n_{2}, \ldots, n_{k}}\right)=n-k
$$

(ii) For all positive integers $n \geq 2, \operatorname{dim}\left(K_{1, n}\right)=\operatorname{dim}^{+}\left(K_{1, n}\right)=n-1$.

The Cartesian product of two graphs $\mathrm{G}_{1}$ and $\mathrm{G}_{2}$, denoted by $\mathrm{G}=\mathrm{G}_{1} \times \mathrm{G}_{2}$, is the graph whose vertex set is $V=V\left(G_{1}\right) \times V\left(G_{2}\right)$ and for any two vertices $w_{1}=\left(u_{1}, v_{1}\right)$ and $w_{2}=\left(u_{2}, v_{2}\right)$ in $V$ with $u_{1}, u_{2} \in V\left(G_{1}\right)$ and $v_{1}, v_{2} \in V\left(G_{2}\right)$, there is an edge $w_{1} w_{2} \in \mathrm{E}(\mathrm{G})$ if and only if
(a) either $u_{1}=u_{2}$ and $v_{1} v_{2} \in \mathrm{E}\left(\mathrm{G}_{2}\right)$ or (b) $v_{1}=v_{2}$ and $u_{1} u_{2} \in \mathrm{E}\left(\mathrm{G}_{1}\right)$,

Theorem 6 (i) [Theorem 3.2, [18]] For $\mathrm{n} \geq 3$,

$$
\operatorname{dim}^{+}\left(\mathrm{K}_{1, n} \times \mathrm{K}_{2}\right)=\operatorname{dim}^{+}\left(\bar{K}_{1, n}\right)+1=\mathrm{n} .
$$

(ii) [Corollary 3.3, [18]] For $\mathfrak{n} \geq 5, \operatorname{dim}\left(\mathrm{~K}_{1, n} \times \mathrm{K}_{2}\right)=\operatorname{dim}^{+}\left(\mathrm{K}_{1, n}\right)=\mathfrak{n}-1$.

Theorem 7 [Theorem 2.8, [17]] Let R be a commutative ring with unity. Then $\operatorname{dim}^{+}(\Gamma(\mathrm{R})$ ) is finite if and only if R is finite (and not a domain).

Recall that the characteristic of a ring $R$ is a smallest positive integer $k$ such that for every $r \in R$, we have $k r=0$, and if no such integer exists then the ring $R$ is said to have infinite characteristic.

Theorem 8 [Theorem 3.2, [17]] Let R be a finite commutative ring that is not a field such that R has odd characteristic. Then $\operatorname{dim}^{+}(\Gamma(\mathrm{R}))=\operatorname{dim}(\Gamma(\mathrm{R}))$.

Theorem 9 [Theorem 3.3, [17]] Let S be a finite commutative ring of order 2 k , where k is an odd integer. Then $\operatorname{dim}^{+}(\Gamma(S))=\operatorname{dim}(\Gamma(S))$.

Theorem 10 [Theorem 6-7, [1]] Let R be a finite commutative ring. If all vertices of $\Gamma(R)$ (or $\bar{\Gamma}(R)$ ) have the same degrees, then either $Z(R)^{2}=\{0\}$ or $\mathrm{R} \cong \mathbb{F} \times \mathbb{F}$, for some finite field $\mathbb{F}$.

Theorem 11 [Lemma 2.2, [15]] If G is a connected graph and $\mathrm{D} \subseteq \mathrm{V}(\mathrm{G})$ is a subset of the distance similar vertices with $|\mathrm{D}| \geq 2$, then every resolving set of G contains exactly $|\mathrm{D}|-1$ vertices of D .

## 3 Main results

Theorem 12 Let $R$ be a commutative ring with unity. Then $\operatorname{dim}(\Gamma(R))=$ $\operatorname{dim}^{+}(\Gamma(\mathrm{R}))=1$ if and only if R is one of the following rings.
(i) $\frac{\mathbb{Z}_{3}[x]}{\left(x^{2}\right)}, \mathbb{Z}_{2} \times \mathbb{Z}_{2}, \mathbb{Z}_{9}$.
(ii) $\mathbb{Z}_{6}, \mathbb{Z}_{8}, \frac{\mathbb{Z}_{2}[x]}{\left(x^{3}\right)}, \frac{\mathbb{Z}_{4}[x]}{\left(2 x, x^{2}-2\right)}$.

Proof. These are the only rings whose zero divisor graph is isomorphic to (i) $P_{2}$ or (ii) $P_{3}$ and the only connected graphs whose metric and upper dimension is 1 is either $P_{2}$ or $P_{3}$. Hence the result follows.

Example 13 Let R be a commutative ring with unity. If $\mathrm{R} \cong \mathbb{Z}_{2} \times \mathbb{Z}_{4}, \mathbb{Z}_{2} \times$ $\frac{\mathbb{Z}_{2}[x]}{\left(x^{2}\right)}, \mathbb{Z}_{2} \times \mathbb{F}_{4}, \frac{\mathbb{Z}_{2}[x, y]}{(x, y)^{2}}, \frac{\mathbb{Z}_{4}[x, y]}{(2, x)^{2}}, \frac{\mathbb{F}_{4}[x]}{\left(x^{2}\right)}, \frac{\mathbb{Z}_{4}[x]}{\left(x^{2}+x+1\right)}, \mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2}, \mathbb{Z}_{3} \times \mathbb{Z}_{3}$, then $\operatorname{dim}(\Gamma(R))=\operatorname{dim}^{+}(\Gamma(R))=2$.

If $R \cong \mathbb{Z}_{2} \times \mathbb{Z}_{4}$, then the only basis sets are $\{(0,1),(0,2)\},\{(0,3),(0,2)\}$, $\{(0,1),(1,2)\},\{(0,3),(1,2)\}$ or $\{(0,1),(0,3)\}$. A similar list can be constructed for $\mathbb{Z}_{2} \times \frac{\mathbb{Z}_{2}[x]}{\left(x^{2}\right)}$ because $\Gamma\left(\mathbb{Z}_{2} \times \frac{\mathbb{Z}_{2}[x]}{\left(x^{2}\right)}\right) \cong \Gamma\left(\mathbb{Z}_{2} \times \mathbb{Z}_{4}\right)$. If $R \cong \mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ then any two elements of $S_{1}=\{(1,0,0),(0,1,0),(0,0,1)\}$ or $S_{2}=\{(1,1,0),(1,0,1)$, $(0,1,1)\}$ forms a basis. If $R \cong \frac{\mathbb{Z}_{2}[x, y]}{(x, y)^{2}}$ or $\frac{\mathbb{Z}_{4}[x, y]}{(2, x)^{2}}$, or $\frac{\mathbb{F}_{4}[x]}{\left(x^{2}\right)}$, or $\frac{\mathbb{Z}_{4}[x]}{\left(x^{2}+x+1\right)}$ then $\Gamma(R) \cong K_{3}$ and if $R \cong \mathbb{Z}_{2} \times \mathbb{F}_{4}$, then $\Gamma(R) \cong K_{1,3}$.

Theorem 14 [Theorem 2.8, [18]] Let G be a finite connected graph such that every $v \in \mathrm{~V}(\mathrm{G})$ is distance similar to some vertex $u \neq v$. Then $\operatorname{dim}^{+}(\mathrm{G})=$ $\operatorname{dim}(G)$.

By $G \vee H$, we shall denote the join of two graphs $G$ and $H$.
Theorem 15 Let R be a commutative ring with unity $1 \neq 0$, (not a domain).
(1) If $|\mathrm{R}|=\mathrm{p}^{2}$, where p is prime, then $\operatorname{dim}(\Gamma(\mathrm{R}))=\operatorname{dim}^{+}(\Gamma(\mathrm{R}))$.
(2) If R is local with order $\mathrm{p}^{3}$, then $\operatorname{dim}(\Gamma(\mathrm{R}))=\operatorname{dim}^{+}(\Gamma(\mathrm{R})$.

Proof. (1). If $R$ is local, then either $R$ is isomorphic to $\mathbb{Z}_{p^{2}}$ or $\frac{\mathbb{Z}_{p}[x]}{\left(x^{2}\right)}$ and in either case $\Gamma(R)$ is complete with order $p-1$. If $R$ is reduced, then $R$ is isomorphic to $\mathbb{Z}_{p} \times \mathbb{Z}_{p}$, so $\Gamma(R)$ is complete bipartite. Therefore, the result follows.
(2). If $R$ is a local ring of order $p^{3}$, then $R$ is isomorphic to one of the following rings; $\frac{\mathbb{F}_{p}[x, y]}{(x, y)^{2}}, \frac{\mathbb{F}_{p}[x]}{\left(x^{3}\right)}, \frac{\mathbb{Z}_{p^{2}}[x]}{\left(p x, x^{2}\right)}$, or $\frac{\mathbb{Z}_{p^{2}}[x]}{\left(p x, x^{2}-\bar{s} p\right)}$, where $\bar{s}$ is a nonsquare element in $\mathbb{Z}_{p}$. If $R \cong \frac{\mathbb{F}_{p}[x, y]}{(x, y)^{2}}$, then $Z^{*}(R)=\{u x\} \cup\{u y\} \cup\left\{u x+u^{\prime} y\right\}$, where $u, u^{\prime} \in \mathbb{F}_{p}-\{0\}$. Thus, $\left|\Gamma\left(\frac{\mathbb{F}_{p}[x, y]}{(x, y)^{2}}\right)\right|=p^{2}-1$, and for all $u, v \in Z^{*}(R)$,
we have $u v=0$. Therefore, $\operatorname{dim}(\Gamma(R))=\operatorname{dim}^{+}\left(\Gamma(R)=p^{2}-2\right.$. Also, if $R \cong$ $\frac{\mathbb{Z}_{p^{2}}[x]}{\left(p x, x^{2}\right)}$, then $Z^{*}(R)=\{u p\} \cup\{u x\}$, where $u \in \mathbb{Z}_{p}-\{0\}$, so $\Gamma(R) \cong K_{p^{2}-1}$. Next, if $R \cong \frac{\mathbb{F}_{p}[x]}{\left(x^{3}\right)}$, then $Z^{*}(R)$ can be partitioned into two subsets; $Z_{1}=\left\{u x^{2} \mid u \in\right.$ $\left.\mathbb{F}_{\mathfrak{p}}-\{0\}\right\}$ and $Z_{2}=\left\{a x+b x^{2} \mid a \in \mathbb{F}_{\mathfrak{p}}-\{0\}, b \in \mathbb{Z}_{p}\right\}$. Then $Z_{1}$ induces a clique on $p-1$ vertices and $Z_{2}$ is an independent subset. Also, for all $z_{1} \in Z_{1}$ and $z_{2} \in Z_{2}$, we have $z_{1} z_{2}=0$. Thus, $\Gamma\left(\frac{\mathbb{F}_{p}[x]}{\left(x^{3}\right)}\right) \cong \kappa_{p-1} \vee T_{p^{2}-p}$. Let $\left\{u_{1}, u_{2}, \cdots, u_{p-1}\right\}$ be the set of units of $\mathbb{F}_{\mathfrak{p}}$ and let $z_{2}, z_{2}^{\prime} \in Z_{2}$, then for $1 \leq \mathfrak{i} \neq \mathfrak{j} \leq n-1$, we have $\mathrm{d}\left(\mathfrak{u}_{\mathrm{i}} x, z_{2}\right)=\mathrm{d}\left(u_{j} x, z_{2}\right)=1$ and $\mathrm{d}\left(u_{i} x, z_{1}\right)=\mathrm{d}\left(u_{i} x, z_{2}^{\prime}\right)=1$, but however $\mathrm{d}\left(z_{2}, z_{2}^{\prime}\right)=2$, therefore, the sets $Z_{1}$ and $Z_{2}$ partition the vertex set of $\Gamma\left(\frac{\mathbb{F}_{p}[x]}{\left(x^{3}\right)}\right)$ into distance similar equivalence classes. Therefore, the result follows by Theorem 14. Finally, if $R \cong \frac{\mathbb{Z}_{p^{2}}[x]}{\left(p x, x^{2}-\bar{s} p\right)}$, where $\bar{s}$ is a non-square element in $\mathbb{Z}_{p}$, then we partition the vertex set of $\Gamma\left(\frac{\mathbb{Z}_{p^{2}}[x]}{\left(p x, x^{2}-\bar{s} p\right)}\right)$ into the subsets $S_{1}=\left\{u p \mid u \in \mathbb{Z}_{p}-\{0\}\right\}$ and $S_{2}=\{u x\} \cup\left\{u p+u^{\prime} x \mid u, u^{\prime} \in \mathbb{Z}_{p}-\{0\}\right\}$. Then for all $s_{1}, s_{1}^{\prime} \in S_{1}$ and $s_{2}, s_{2}^{\prime} \in S_{2}$, we have $s_{1} s_{1}^{\prime}=0, s_{1} s_{2}=0$ and $s_{2} s_{2}^{\prime} \neq 0$. In fact, the collection $\left\{S_{1}, S_{2}\right\}$ partitions the vertex set of $\Gamma\left(\frac{\mathbb{Z}_{p^{2}}[x]}{\left(p x, x^{2}-\bar{s} p\right)}\right)$ into distance similar classes, so the result follows by Theorem 14.

Corollary 16 The metric and the upper dimension of zero divisor graph of $\frac{\mathbb{F}_{p}[x, y]}{(x, y)^{2}}$ and $\frac{\mathbb{Z}_{p^{2}}[x]}{\left(p x, x^{2}\right)}$ are equal to $p^{2}-2$ and for the zero divisor graph of $\frac{\mathbb{F}_{\mathrm{p}}[\mathrm{x}]}{\left(\mathrm{x}^{3}\right)}$ and $\frac{\mathbb{Z}_{\mathrm{p}^{2}}[\mathrm{x}]}{\left(\mathrm{p} x, \mathrm{x}^{2}-\overline{\mathrm{s}} \mathrm{p}\right)}$, these two values are both equal to $\mathrm{p}^{2}-3$.
Proof. This can be obtained using Theorem 11 in part (2) of Theorem 15 along with Theorem 14.
In the following theorem, the metric and upper dimension of a class of local rings is characterized.
Theorem 17 [Theorem 2.9 [16]] Let R be a ring (local) isomorphic to $\mathbb{Z}_{p^{n}}$, then $\operatorname{dim}(\Gamma(R))=\operatorname{dim}^{+}(\Gamma(R))=p^{n-1}-n$.
Theorem 18 Let R be a finite commutative ring. If either $\Gamma(\mathrm{R})($ or $\bar{\Gamma}(\mathrm{R})$ ) is a regular graph, then either $\operatorname{dim}(\Gamma(R))=\operatorname{dim}^{+}(\Gamma(R))=Z^{*}(R)-1$ or $\operatorname{dim}(\Gamma(R))=\operatorname{dim}^{+}(\Gamma(R))=Z^{*}(R)-2$.

Proof. If either of the graphs $\Gamma(R)$ or its complement is regular, then by Theorem 10, either $Z(R)^{2}=0$ or there is a field $\mathbb{F}$ such that $R \cong \mathbb{F} \times \mathbb{F}$. Therefore, either $\Gamma(R)$ is complete or a complete bipartite graph. Hence the result follows by Theorem 5 .

Resolving sets for zero-divisor graphs have previously been studied in [17, 19] and [21]. In these articles, it was noted that distance similarity was a key factor in determining resolving sets. The following results illustrate this connection between concepts.

Theorem 19 [Theorem 2.1 [19]] Let G be a connected graph. Suppose G is partitioned into k distinct distance similar classes $\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots, \mathrm{~V}_{\mathrm{k}}$ (that is, $\mathrm{x}, \mathrm{y} \in$ $V_{i}$ if and only if $\mathrm{d}(\mathrm{x}, \mathrm{a})=\mathrm{d}(\mathrm{y}, \mathrm{a})$ for all $\left.\mathrm{a} \in \mathrm{V}(\mathrm{G})-\{\mathrm{x}, \mathrm{y}\}\right)$.
(i) Any resolving set W for G contains all but at most one vertex from each $V_{i}$.
(ii) Each $\mathrm{V}_{\mathrm{i}}$ induces a complete subgraph or a graph with no edges.
(iii) $\operatorname{dim}(\mathrm{G}) \geq|\mathrm{V}(\mathrm{G})|-\mathrm{k}$.
(iv) There exists a minimal resolving set W for G such that if $\left|\mathrm{V}_{\mathrm{i}}\right|>1$, at most $\left|\mathrm{V}_{\mathrm{i}}\right|-1$ vertices of $\nu_{\mathrm{i}}$ are elements of W .
(v) If m is the number of distance similar classes that consist of a single vertex, then $|\mathrm{V}(\mathrm{G})|-\mathrm{k} \leq \operatorname{dim}(\mathrm{G}) \leq|\mathrm{V}(\mathrm{G})|-\mathrm{k}+\mathrm{m}$.

Theorem 20 Let R be a reduced Artinian ring with unity (not a domain) containing no factor isomorphic to $\mathbb{Z}_{2}$. Then $\operatorname{dim}^{+}(\Gamma(R))=\operatorname{dim}(\Gamma(R))$.

Proof. It is a well known fact that every reduced Artinian ring is a direct product of fields. Therefore, we can write $R \cong R_{1} \times R_{2} \times \cdots \times R_{m}$, for some positive integer $\mathfrak{m}$, where each $R_{i}, 1 \leq \mathfrak{i} \leq m$ is a field.

Therefore, $V(\Gamma(R))=\left\{\left(r_{1}, r_{2}, \ldots, r_{m}\right): r_{i} \in R_{i}\right.$, with $r_{i} \neq 0$ for some $i$ and $r_{j}=0$ for some $\left.\mathfrak{j}, 1 \leq \mathfrak{i}, \mathfrak{j} \leq m\right\}$ and two vertices $x=\left(x_{1}, x_{2}, \ldots, x_{m}\right)$ and $y=\left(y_{1}, y_{2}, \ldots, y_{m}\right)$ are adjacent if and only if either $x_{i}=0$ or $y_{i}=0$. Assume that $\left|R_{i}\right|>2$ for each $i$ and choose $x_{i} \in R_{i}^{*}$. Consider the set $E=\left\{\left(x_{1}, 0, \ldots, 0\right)\right.$, $\left.\left(x_{1}, x_{2}, 0, \ldots, 0\right), \ldots,\left(x_{1}, x_{2}, \ldots, x_{m-1}, 0\right)\right\}$. Then clearly, no two vertices are adjacent in $E$. Now, for $1 \leq i \leq m-1$, let $E_{i}$ denote the collection of those vertices of $\Gamma(R)$ having exactly $i$ non-zero coordinates. In particular, let

$$
\begin{gathered}
E_{1}=\left\{\left(x_{1}, 0, \ldots, 0\right),\left(0, x_{2}, 0, \ldots, 0\right), \ldots,\left(0,0, \ldots, 0, x_{m}\right)\right\} \\
E_{2}=\left\{\left(x_{1}, x_{2}, 0, \ldots, 0\right),\left(x_{1}, 0, x_{3}, 0, \ldots, 0\right), \ldots,\left(x_{1}, 0, \ldots, 0, x_{m}\right),\left(0, x_{2}, x_{3}, 0, \ldots, 0\right)\right. \\
\left.\left(0, x_{2}, 0, x_{4}, 0 \ldots, 0\right), \ldots,\left(0, x_{2}, 0, \ldots, x_{m}\right),\left(0, \ldots, 0, x_{m-1}, x_{m}\right)\right\} \\
\vdots \\
E_{m-1}=\left(x_{1}, \ldots, x_{m-1}, 0\right),\left(x_{1}, \ldots, x_{m-2}, 0, x_{m-1}\right), \ldots,\left(0, x_{2}, \ldots, x_{m}\right)
\end{gathered}
$$

It is easy to see that the collection $E_{1}, E_{2}, \cdots, E_{m-1}$ partitions the vertex set of $\Gamma(R)$ and for $x_{i} \in R_{i}^{*}$, each $E_{i}, \quad 1 \leq i \leq m-1$, defines a distance similar equivalence class. Also, as $\left|R_{i}\right|>2$ for each $i$, therefore each $E_{i}$ has at least two vertices. Therefore, the result follows by Theorem 14.

Remark $21 \operatorname{dim}^{+}\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right)=\operatorname{dim}\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right)=1, \operatorname{dim}^{+}\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2}\right)=$ $\operatorname{dim}\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2}\right)=2$. If $\mathrm{R} \cong \mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2}$, then $\operatorname{dim}(\Gamma(R))=3$, with $\mathfrak{B}=\{(1,1,1,0),(1,1,0,1),(1,0,1,1)\}$ an example of a minimal resolving set, whereas with $\mathfrak{B}^{\prime}=\{(1,0,0,0),(0,1,0,0),(0,0,1,0),(0,0,0,1)\}$ as an example of a minimal resolving set, we have $\operatorname{dim}^{+}(\Gamma(R))=4$. Notice that a vertex $z$ of $\Pi \mathbb{Z}_{2}^{n}$ is a pendent vertex if and only if $z$ has exactly one zero coordinate and for $n=4$, any three (i.e $n-1$ ) pendent vertices of $\Pi \mathbb{Z}_{2}^{4}$ form a metric basis. However, the same does not follow if $n \geq 5$ as can be seen in Theorem 28 to the end of this section.

Theorem 22 Let $\mathrm{R}_{1}$ be a finite commutative ring with unity and $\mathrm{R}_{2}$ be an integral domain.
(i) If $\mathbb{R}_{1} \cong \mathbb{F}_{1} \times \mathbb{F}_{2} \times \cdots \times \mathbb{F}_{k}$, where each $\mathbb{F}_{i}$ is a field and $\mathbb{F}_{i} \neq \mathbb{Z}_{2}$ for each $i, 1 \leq i \leq k$ and if $R_{2} \neq \mathbb{Z}_{2}$, then $\operatorname{dim}^{+}\left(\Gamma\left(R_{1} \times R_{2}\right)\right)=\operatorname{dim}\left(\Gamma\left(R_{1} \times R_{2}\right)\right)$.
(ii) If $\mathrm{R}_{1} \cong \mathbb{Z}_{\mathfrak{p}^{k}}$, where $\mathrm{k} \geq 2$, , then $\operatorname{dim}^{+}\left(\Gamma\left(\mathrm{R}_{1} \times \mathrm{R}_{2}\right)\right)=\operatorname{dim}\left(\Gamma\left(\mathrm{R}_{1} \times \mathrm{R}_{2}\right)\right)$.
(iii) If $\mathrm{R}_{1}$ is a local ring other than $\mathbb{Z}_{\mathrm{p}^{\mathrm{k}}}$, such that $\Gamma\left(\mathrm{R}_{1}\right)$ is a complete graph, then $\operatorname{dim}^{+}\left(\Gamma\left(\mathrm{R}_{1} \times \mathrm{R}_{2}\right)\right)=\operatorname{dim}\left(\Gamma\left(\mathrm{R}_{1} \times \mathrm{R}_{2}\right)\right)$

Proof. (i) Let $R_{1} \times R_{2} \cong S_{1} \times S_{2} \times \ldots S_{m}$, where $\left|S_{i}\right| \neq 2$ for each $i, 1 \leq i \leq m$. Then consider the following partition of $V\left(\Gamma\left(R_{1} \times R_{2}\right)\right.$.

$$
\begin{gathered}
A_{1}^{(1)}, A_{1}^{(2)}, \ldots, A_{1}^{(m)}, A_{2}^{(1,2)}, A_{2}^{(1,3)}, \ldots, A_{2}^{(1, m)}, A_{2}^{(2,3)}, A_{2}^{(2,4)}, \ldots, A_{2}^{(2, m)} \\
\ldots, A_{2}^{(m-1, m)}, \ldots, A_{m-1}^{(1,2, \ldots, m-1)}, A_{m-1}^{(1,2, \ldots, m-2, m)}, \ldots, A_{m-1}^{(2,3, \ldots, m)}
\end{gathered}
$$

where $A_{i}^{(s)}$ denotes the subset of $Z^{*}\left(R_{1} \times R_{2}\right)$ having $i$ non-zero coordinates and the non-zero positions are given by the string ( $s$ ). For example, let $s_{i} \in S_{i}^{*}$, then $A_{1}^{(2)}=\left\{\left(0, s_{2}, 0 \ldots, 0\right)\right\}, A_{3}^{(124)}=\left\{\left(s_{1}, s_{2}, 0, s_{4}, 0, \ldots, 0\right)\right\}$, etc. The above partition of $V\left(\Gamma\left(R_{1} \times R_{2}\right)\right)$ is obtained by an equivalence relation " $\sim$ " defined in the following way: let $S=\left(s_{1}, s_{2}, \ldots, s_{m}\right)$ and $S^{\prime}=\left(s_{1}^{\prime}, s_{2}^{\prime}, \ldots, s_{m}^{\prime}\right)$, then $S \sim S^{\prime}$ if and only if whenever $s_{i}=0$, then $s_{i}^{\prime}=0$. Also, the number of equivalence classes is equal to $2^{m}-2$. As $\left|S_{i}\right|>2$ for each $\mathfrak{i}, 1 \leq i \leq m$, we have each $A_{i}^{(s)}$ induces a subgraph of order at least 2 and size 0 and it is not difficult to see that each ${A_{i}^{(s)}}^{\text {is a distance similar equivalence class. }}$ Therefore, the result follows by Theorem 14 (in fact by Theorem 11, since every basis misses exactly one vertex from each equivalence class, we have $\left.\operatorname{dim}^{+}\left(\Gamma\left(R_{1} \times R_{2}\right)\right)=\operatorname{dim}\left(\Gamma\left(R_{1} \times R_{2}\right)\right)=\left|Z^{*}\left(R_{1} \times R_{2}\right)\right|-\left(2^{m}-2\right)\right)$.
(ii) First assume that $R_{1} \cong \mathbb{Z}_{4}$. Then $R_{1} \times R_{2} \cong \mathbb{Z}_{4} \times \mathbb{F}$, where $\mathbb{F}=$ $\left\{f_{0}, f_{1}, \ldots, f_{t}\right\}$ is an integral domain and $f_{0}$ is the zero element of $\mathbb{F}$. If $\mathbb{F}=$ $\mathbb{Z}_{2}$, then $R_{1} \times R_{2} \cong \mathbb{Z}_{4} \times \mathbb{Z}_{2}$ and the result is true in this case. So assume $|\mathbb{F}|>2$. Consider the vertex set $Z^{*}\left(R_{1} \times R_{2}\right)$ of $\Gamma\left(R_{1} \times R_{2}\right)$ and let $A=$ $\{1,3\} \times\{0\}=\{(1,0),(3,0)\}, B=\{0\} \times\left\{f_{1}, f_{2}, \ldots, f_{t}\right\}, C=\{(2,0)\}$ and $D=$ $\{2\} \times\left\{f_{1}, f_{2}, \ldots, f_{t}\right\}$, where $t \geq 2$. Then the sets $A, B, C$ and $D$ partition the vertex set of $\Gamma\left(\mathbb{Z}_{4} \times \mathbb{F}\right)$ into the distance similar equivalence classes with $|A|>1,|\mathrm{~B}|>1,|\mathrm{D}|>1$ and $|\mathrm{C}|=1$. Thus, every basis contains all elements of $\mathrm{A}, \mathrm{B}$ and D but one element from each set, by Theorem 11. Without loss of generality, let $\mathfrak{B}=\{(1,0)\} \cup\left(B-\left\{\left(0, f_{1}\right)\right\}\right) \cup\left(D-\left\{\left(2, f_{1}\right)\right\}\right)$. Then $r((3,0) \mid \mathfrak{B})=$ $(2,1, \ldots, 1,2, \ldots, 2), r\left(\left(0, f_{1}\right) \mid \mathfrak{B}\right)=(1,2, \ldots, 2), r\left(\left(2, f_{1}\right) \mid \mathfrak{B}\right)=(2,2, \ldots, 2)$ and $r((2,0) \mid \mathfrak{B})=(2,1, \ldots, 1)$. Therefore, $\mathfrak{B}$ is the basis. Consequently, the only element of C does not belong to any basis.

Hence, $\operatorname{dim}^{+}\left(\Gamma\left(\mathbb{Z}_{4} \times \mathbb{F}\right)\right)=\operatorname{dim}\left(\Gamma\left(\mathbb{Z}_{4} \times \mathbb{F}\right)\right)=2|\mathbb{F}|-3$. Now, assume that $R_{1} \cong \mathbb{Z}_{p^{n}}$, where $p^{n} \neq 4$ and $R_{2}$ is a domain. We partition the vertex set of $\Gamma\left(\mathbb{Z}_{p^{n}}\right)$ into $n-1$ disjoint subsets of the form $V_{1}, V_{2}, \ldots, V_{n-1}$, where $V_{i}=$ $\left\{k_{i} p^{i}: p \nmid k_{i}\right\}, 1 \leq i \leq n-1$. We see that $\left|V_{i}\right|=(p-1) p^{n-i-1}, 1 \leq i \leq n-1$ and that $\left|\Gamma\left(\mathbb{Z}_{p^{n}}\right)\right|=p^{n-1}-1$. In fact the sets $V_{1}, V_{2}, \ldots, V_{n-1}$ gives the partition of $\mathrm{V}\left(\Gamma\left(\mathbb{Z}_{p^{n}}\right)\right)$ into distance similar equivalence classes of cardinality at least 2 except for the case that $\left|\mathrm{V}_{\mathrm{n}-1}\right|=1$, when $p=2$.

Define the sets $A=U\left(R_{1}\right) \times\{0\}, B=\{0\} \times R_{2}^{*}, C_{i}=V_{i} \times\{0\}$ and $D_{i}=V_{i} \times R_{2}^{*}$, where $1 \leq \mathfrak{i} \leq \mathfrak{n}-1$. The collection $\mathcal{P}=\left\{A, B, C_{1}, C_{2}, \ldots, C_{n-1}, D_{1}, D_{2}, \ldots\right.$, $\left.D_{n-1}\right\}$ gives the partition of vertex set of $\Gamma\left(R_{1} \times R_{2}\right)$ into distance similar equivalence classes. Notice that $|\mathrm{B}|=1$ if and only if $\mathrm{R}_{2} \cong \mathbb{Z}_{2},\left|\mathrm{C}_{\mathrm{i}}\right|=1$ if and only if $p=2$ and $\mathfrak{i}=n-1$, and $\left|D_{i}\right|=1$ if and only if $p=2, \mathfrak{i}=n-1$ and $R_{2} \cong \mathbb{Z}_{2}$. So first assume that $p>2$. Then if $R_{2} \not \equiv \mathbb{Z}_{2}$, then the collection $\mathcal{P}$
gives the partition in which each set has cardinality at least 2 . Therefore, the result follows by Theorem 14 . Now, if $p>2$ and $R_{2} \cong \mathbb{Z}_{2}$, then $\left|R_{1} \times R_{2}\right|=2 k$, where $k$ is an odd integer. Therefore, the result follows by Theorem 9 .
Finally, assume that $R_{1} \cong \mathbb{Z}_{2^{n}}, n \geq 3$. If $R_{2} \nsubseteq \mathbb{Z}_{2}$, then each set in the collection $\mathcal{P}$ has at least 2 elements except $\mathrm{C}_{\mathrm{n}-1}$. Without loss of generality, by Theorem 11, we construct the set $\mathfrak{B}^{\prime}$ which takes all elements but one from each element of $\mathcal{P}-C_{n-1}$. Now, it can be easily seen that the set $\mathfrak{B}^{\prime}$ gives distinct representations to each vertex of $\Gamma\left(R_{1} \times R_{2}\right)$. Therefore, there is a basis (which is both a metric as well as an upper basis) which does not contain the only element of $\mathrm{C}_{\mathrm{n}-1}$. Hence, the result follows by Theorem 14 and 11. Lastly, if $R_{2} \cong \mathbb{Z}_{2}$, then the sets in the collection $\mathcal{P}$ that have only one element are $B, C_{n-1}$ and $D_{n-1}$. Utilizing Theorem 11 , we construct $\mathfrak{B}^{\prime \prime}$ by taking all elements but one from each element of $\mathcal{P}-\left\{B, C_{n-1}, D_{n-1}\right\}$. The set $\mathfrak{B}^{\prime \prime}$ so constructed gives distinct representations to all the vertices of $\Gamma\left(\mathrm{R}_{1} \times \mathrm{R}_{2}\right)$. Hence, $\mathfrak{B}^{\prime \prime}$ is a resolving set and so $\operatorname{dim}^{+}\left(\Gamma\left(\mathbb{Z}_{2^{n}} \times \mathbb{Z}_{2}\right)\right)=\operatorname{dim}\left(\Gamma\left(\mathbb{Z}_{2^{n}} \times \mathbb{Z}_{2}\right)\right)$ by Theorem 14 and 11.
(iii) Since $R_{1}$ is local finite commutative ring with unity, therefore $\left|R_{1}\right|=p^{n}$ for some prime $p$ and a positive integer $n$. Let $Z^{*}\left(R_{1}\right)=\left\{r_{1}, r_{2}, \ldots, r_{t}\right\}$ be the set of all non-zero zero divisors of $R_{1}$ and $U\left(R_{1}\right)$ be the set of units of $R_{1}$. We partition the vertex set of $\Gamma\left(R_{1} \times R_{2}\right)$ as follows:

$$
\begin{gathered}
X=Z^{*}\left(R_{1}\right) \times\{0\}, Y=\{0\} \times R_{2}^{*} \\
Z=U\left(R_{1}\right) \times\{0\}, \quad X_{i}=\left\{r_{i}\right\} \times R_{2}^{*}, 1 \leq i \leq t .
\end{gathered}
$$

If $R_{1} \cong \frac{\mathbb{Z}_{2}[x]}{\left(x^{2}\right)}$, then the proof follows similarly as in the case when $R_{1} \cong \mathbb{Z}_{4}$. Hence, we assume that $R_{1} \nsubseteq \frac{\mathbb{Z}_{2}[x]}{\left(x^{2}\right)}$ for the rest of the proof. Assume that $\Gamma\left(R_{1}\right)$ is a complete graph, therefore the set X induces a clique. Now, first consider the case, when $R_{2} \not \neq \mathbb{Z}_{2}$. In this case, $|X|>1,|Y|>1,|Z|>1$ and $\left|X_{i}\right|>1$ for each $\mathfrak{i}, 1 \leq \mathfrak{i} \leq \mathrm{t}$ and each of the sets $\mathrm{X}, \mathrm{Y}, \mathrm{Z}$ and $X_{i}, 1 \leq \mathfrak{i} \leq \mathrm{t}$ defines a distance similar equivalence class. Therefore, the result follows by Theorem 14. Now, let $R_{2} \cong \mathbb{Z}_{2}$ and $\left|R_{1}\right|=p^{n}$. If $p>2$, then $\left|R_{1} \times R_{2}\right|=2 k$, where $k$ is an odd integer and therefore the result follows by Theorem 9. Finally, let $\left|R_{1}\right|=2^{n}$ and $R_{2}=\mathbb{Z}_{2}$. In this case, we partition the vertex set of $\Gamma\left(R_{1} \times R_{2}\right)$ into the sets,

$$
\begin{gathered}
X=Z^{*}\left(R_{1}\right) \times\{0\}, Y=\{0\} \times R_{2}^{*}=\{(0,1)\} \\
Z=U\left(R_{1}\right) \times\{0\}, \text { and } \widehat{Z}=Z^{*}\left(R_{1}\right) \times R_{2}^{*}=Z^{*}\left(R_{1}\right) \times\{1\} .
\end{gathered}
$$

Notice that the set $X$ induces a clique and each of the sets $Y, Z, \widehat{Z}$ is independent. Each $x \in X$ is adjacent to $(0,1)$ and $\widehat{z}$ for all $\widehat{z} \in \widehat{Z}$. The only element of $Y$ i.e., $(0,1)$ is also adjacent to each $z \in Z$ and each element of $Z$ is a pendent vertex. These are the only adjacencies in $\Gamma\left(R_{1} \times \mathbb{Z}_{2}\right)$, where $R_{1}$ is local other that $\mathbb{Z}_{p^{n}}$ and not a domain.
The collection $\mathcal{P}=\{X, Y, Z, \widehat{Z}\}$ is the partition of $V\left(\Gamma\left(R_{1} \times R_{2}\right)\right)$ into distance similar equivalence classes. Without loss of generality, using Theorem 11, we form a set $\mathfrak{B}^{\prime \prime \prime}=(X-\{x\}) \cup(Z-\{z\}) \cup(\widehat{Z}-\{\hat{z}\})$ for some $x \in X, z \in Z$ and $\hat{z} \in \widehat{Z}$. But however each vertex of $\Gamma\left(R_{1} \times R_{2}\right)$ has a unique representation with respect to $\mathfrak{B}^{\prime \prime \prime}$, therefore $\mathfrak{B}^{\prime \prime \prime}$ forms a resolving set. Consequently, the unique element of $Y$ does not belong to any metric basis (and upper basis). Therefore, by Theorem 14 and $11, \operatorname{dim}^{+}\left(\Gamma\left(R_{1} \times R_{2}\right)\right)=\operatorname{dim}\left(\Gamma\left(R_{1} \times R_{2}\right)\right)$ and in fact this number equals $(|X|-1)+(|Z|-1)+(|Z|-1)=\left(\left|Z^{*}\left(R_{1}\right)\right|-1\right)+\left(\left|U\left(R_{1}\right)\right|-\right.$ $1)+\left(\left|Z^{*}\left(R_{1}\right)\right|-1\right)$. Since $R_{1}$ is a finite commutative ring with unity and so each element is either a unit or a zero divisor, therefore $\operatorname{dim}^{+}\left(\Gamma\left(R_{1} \times R_{2}\right)\right)=$ $\operatorname{dim}\left(\Gamma\left(R_{1} \times R_{2}\right)\right)=\left|R_{1}\right|+\left|Z^{*}\left(R_{1}\right)\right|-4$. This completes the proof.

Remark 23 Let $R=\left\{x_{0}, x_{1}, \ldots, x_{n}, \ldots\right\}$, where $x_{0}$ is the zero element of $R$, be an integral domain, the vertex set of the zero divisor graph $\Gamma\left(\mathbb{Z}_{4} \times R\right)$ can always be partitioned into four distance similar equivalence classes namely, $A=\{1,3\} \times\{0\}=\{(1,0),(3,0)\}, B=\{0\} \times\left\{x_{1}, x_{2}, \ldots, x_{n}, \ldots\right\}, C=\{(2,0)\}$ and $D=\{2\} \times\left\{x_{1}, x_{2}, \ldots, x_{n}, \ldots\right\}$. Choose a vertex $a \in A, b \in B, c \in C$ and $d \in D$. Then for all $a, b, c$ and $d$, we have $\operatorname{deg}(a)=|R|-1, \operatorname{deg}(d)=1, \operatorname{deg}(b)=3$ and $\operatorname{deg}(\mathrm{c})=2|\mathrm{R}|-2$. For an integral domain $R$, the zero divisor graphs associated to $\mathbb{Z}_{4} \times R$ have similar shape except to the number of vertices in the partitions $B$ and $D$, and degrees of vertices in the partitions $A, C$ and $D$.

Example 24 Let $R_{1}=\mathbb{Z}_{4}$ or $\frac{\mathbb{Z}_{2}[x]}{\left(x^{2}\right)}$ and $R_{2}=\mathbb{F}_{16}$. Then, by Theorem 22, we have $\mathfrak{D i m}^{+}\left(\Gamma\left(\mathbb{Z}_{4} \times \mathbb{F}_{16}\right)\right)=\mathfrak{D i m}\left(\Gamma\left(\mathbb{Z}_{4} \times \mathbb{F}_{16}\right)\right)=2\left|\mathbb{F}_{16}\right|-3=29$. From the zero divisor graph of $\Gamma\left(\mathbb{Z}_{4} \times \mathbb{F}_{16}\right)$ (see Figure 2), we notice that for a field $\mathbb{F}$, a metric basis (or upper basis) for $\Gamma\left(\mathbb{Z}_{4} \times \mathbb{F}\right)$ can be formed by taking one element from $A=\{(1,0),(3,0)\}$ and any $|\mathbb{F}|-1$ elements from each of the sets $B=\{0\} \times U(\mathbb{F})$ and $D=\{2\} \times \mathrm{U}(\mathbb{F})$. Therefore, $\mathfrak{D i m}^{+}\left(\Gamma\left(\mathbb{Z}_{4} \times \mathbb{F}\right)\right)=$ $\mathfrak{D i m}\left(\Gamma\left(\mathbb{Z}_{4} \times \mathbb{F}\right)\right)=2(|\mathbb{F}|-2)+1=2|\mathbb{F}|-3$.

Now, if $R_{1}=\mathbb{Z}_{16}$ and $R_{2}=\mathbb{Z}_{2}$, then under the notations of Theorem 22, we have

$$
A=U\left(R_{1}\right) \times\{0\}=\{(1,0),(3,0),(5,0),(7,0),(9,0),(11,0),(13,0),(15,0)\}
$$

$$
\begin{aligned}
& \mathrm{B}=\{0\} \times\{1\}=\{(0,1)\}, \mathrm{C}_{1}=\mathrm{V}_{1} \times\{0\}=\{(2,0),(6,0),(10,0),(14,0)\} \\
& \mathrm{C}_{2}=\mathrm{V}_{2} \times\{0\}=\{(4,0),(12,0)\}, \mathrm{C}_{3}=\mathrm{V}_{3} \times\{0\}=\{(8,0)\} \\
& \mathrm{D}_{1}=\mathrm{V}_{1} \times\{1\}=\{(2,1),(6,1),(10,1),(14,1)\} \\
& \mathrm{D}_{2}= \mathrm{V}_{2} \times\{1\}=\{(4,1),(12,1)\}, \mathrm{D}_{3}=\mathrm{V}_{3} \times\{1\}=\{(8,1)\}
\end{aligned}
$$

Therefore, by Theorem $22, \mathfrak{D i m}^{+}\left(\Gamma\left(\mathbb{Z}_{16} \times \mathbb{Z}_{2}\right)\right)=\mathfrak{D i m}\left(\Gamma\left(\mathbb{Z}_{16} \times \mathbb{Z}_{2}\right)\right)=(|A|-1)$ $+\left(\left|\mathrm{C}_{1}\right|-1\right)+\left(\left|\mathrm{C}_{2}\right|-1\right)+\left(\left|\mathrm{D}_{1}\right|-1\right)+\left(\left|\mathrm{D}_{2}\right|-1\right)=7+3+1+3+1=15$.
In general, we see that for any positive integer $n \geq 3$,

$$
\begin{aligned}
\mathfrak{D i m}^{+}\left(\Gamma\left(\mathbb{Z}_{2^{n}} \times \mathbb{Z}_{2}\right)\right) & =\mathfrak{D i m}\left(\Gamma\left(\mathbb{Z}_{2^{n}} \times \mathbb{Z}_{2}\right)\right) \\
& =\left(\left|\mathrm{U}\left(\mathrm{R}_{1}\right)\right|-1\right)+\sum_{i=1}^{n-2}\left(\left|C_{i}\right|-1\right)+\sum_{i=1}^{n-2}\left(\left|D_{i}\right|-1\right) \\
& =\left(2^{n-1}-1\right)+2 \sum_{i=1}^{n-2}\left(\left|V_{i}\right|-1\right) \\
& =\left(2^{n-1}-1\right)+2\left(\left|V_{1}\right|+\left|V_{2}\right|+\cdots+\left|V_{n-2}\right|-(n-2)\right) \\
& =\left(2^{n-1}-1\right)+2\left(\left|\Gamma\left(\mathbb{Z}_{2^{n}}\right)\right|-n+1\right) \\
& =2^{n}+2^{n-1}-2 n-1 .
\end{aligned}
$$

Now, let $S_{1}=\frac{\mathbb{F}_{4}[y]}{\left(y^{2}\right)}$, where $\mathbb{F}_{4}=\frac{\mathbb{Z}_{2}[x]}{\left(1+x+x^{2}\right)}$ is a field with four elements. Then $S_{1}$ is a local ring such that $\Gamma\left(S_{1}\right)$ is a complete graph $\left(\cong K_{3}\right)$ and let $S_{2}=\mathbb{Z}_{2}$. Then in the notations of Theorem 22, the distance similar equivalence partition for $\Gamma\left(\frac{\mathbb{F}_{[y]}}{\left(y^{2}\right)} \times \mathbb{Z}_{2}\right)$ is given as (see Figure 2, $\Gamma\left(\frac{\mathbb{F}_{4}[y]}{\left(y^{2}\right)} \times \mathbb{Z}_{2}\right)$,
$X=\{(y, 0),(x y, 0),(x y+y, 0)\}, \quad Y=\{(0,1)\}, \quad \hat{Z}=\{(y, 1),(x y, 1),(x y+y, 1)\}$
$Z=\{(1,0),(x, 0),(1+x, 0),(1+y, 0),(x+y, 0),(1+x+y, 0),(x y+1,0),(x+x y, 0)$,

$$
(1+x+x y, 0),(1+y+x y, 0),(x+y+x y, 0),(1+x+y+x y, 0)\} .
$$

The set of pendant vertices in $\Gamma\left(\frac{\mathbb{F}_{4}[y]}{\left(y^{2}\right)} \times \mathbb{Z}_{2}\right)$ is the set of vertices given by $Z=U\left(R_{1}\right) \times\{0\}$. Therefore, by Theorem 22, $\mathfrak{D i m}^{+}\left(\Gamma\left(\frac{\mathbb{F}_{4}[y]}{\left(y^{2}\right)} \times \mathbb{Z}_{2}\right)\right)=$ $\mathfrak{D i m}\left(\Gamma\left(\frac{\mathbb{F}_{4}[y]}{\left(y^{2}\right)} \times \mathbb{Z}_{2}\right)\right)=\left|\frac{\mathbb{F}_{4}[y]}{\left(\mathrm{y}^{2}\right)}\right|+\left|Z^{*}\left(\frac{\mathbb{F}_{4}[\mathrm{y}]}{\left(\mathrm{y}^{2}\right)}\right)\right|-4=16+3-4=15$.


Figure 2:
A similar partition of $\Gamma\left(\mathbb{Z}_{8} \times \mathbb{F}_{4}\right)$ and $\Gamma\left(\mathbb{Z}_{3} \times \mathbb{Z}_{3} \times \mathbb{Z}_{3}\right)$ into the distance similar equivalence classes is displayed in Figure 2.

We also notice that the graphs given in Figure 2 are either symmetric with respect to horizontal or vertical axis. This symmetry is achieved easily with the help of partition given in Theorem 22.

A (connected) graph G is said to be Hamiltonian if it contains a cycle that traverses every vertex of $G$. In the following theorem, $R^{\times}$shall denote the set of units of the ring $R$.

Theorem 25 Let $R \cong R_{1} \times R_{2}$ be a commutative ring such that $\operatorname{dim}^{+}(\Gamma(R))<$ $\infty$. Then if $\Gamma(\mathrm{R})$ is Hamiltonian, $\operatorname{dim}^{+}(\Gamma(\mathrm{R}))=\operatorname{dim}(\Gamma(\mathrm{R}))$.

Proof. As $\operatorname{dim}^{+}(\Gamma(R))<\infty$, therefore by Theorem 7, R is finite. We claim that if $\Gamma(R)$ has to be Hamiltonian then both $R_{1}$ and $R_{2}$ must be integral domains. Assume to the contrary and define $X=\{0\} \times Z^{*}\left(R_{2}\right)$ and $Y=\left(R_{1}-\right.$ $\left.Z\left(R_{1}\right)\right) \times Z^{*}\left(R_{2}\right)$. Then there is $x \in X$ and $y \in Y$ such that $x y=0$ and for every $y_{1}, y_{2} \in Y$, we have $y_{1} y_{2} \neq 0$, i.e., $Y$ is an independent subset of $V(\Gamma(R))$. Now, by definition, a Hamiltonian cycle in $\Gamma(R)$ contains all vertices of $Y$ and therefore contains a matching between $X$ and $Y$. As the set $Y$ is an independent subset of vertices, it follows that $|Y| \leq|X|$. But this implies that $\left|R_{1}-Z\left(R_{1}\right)\right| \leq$ 1 whence it follows that identity element is the only unit in $R_{1}$. Therefore, $R_{1} \cong \Pi \mathbb{Z}_{2}^{k}$ for some positive integer $k$. Let $z_{1}=(1,1, \cdots, 1,0) \in R_{1}$, then the vertex $\left(z_{1}, 1\right) \in \mathrm{V}\left(\Gamma\left(R_{1} \times R_{2}\right)\right)$ is only adjacent to $z_{2}=(0,0, \cdots, 0,1,0)$, which is a contradiction to the fact that $\Gamma(R)$ is Hamiltonian. Thus, both $R_{1}$ as well as $R_{2}$ are integral domains, therefore the vertex set of $\Gamma(R)$ can be partitioned
into two distance similar equivalence classes $V_{1}=R_{1}^{\times} \times\{0\}$ and $V_{2}=\{0\} \times R_{2}^{\times}$ (of orders $\left|R_{1}\right|-1$ and $\left|R_{2}\right|-1$ ). Now, if either $\left|R_{1}\right|=2$ or $\left|R_{2}\right|=2$. then $\Gamma(R)$ is a star graph, otherwise the result follows by Theorem 14.

In the following theorem, we give a formula for computing the metric and upper dimension of zero divisor graph of a class of rings given by $\Gamma(R) \times \Gamma\left(\mathbb{Z}_{2} \times\right.$ $\mathbb{Z}_{2}$ ) and prove that the two are equal.

Theorem 26 Let R be a finite commutative ring with unity such that $\mathrm{xy}=0$ for all $x, y \in Z^{*}(R)$. Then $\operatorname{dim}\left(\Gamma(R) \times \Gamma\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right)\right)=\operatorname{dim}^{+}\left(\Gamma(R) \times \Gamma\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right)\right)=$ $\left|Z^{*}(R)\right|-1$, where $\left|Z^{*}(R)\right| \geq 3$.

Proof. Let $G=\Gamma(R) \times \Gamma\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right)$. Assume the two copies of $\Gamma(R)$ in $G$ be denoted by $\Gamma_{1}$ and $\Gamma_{2}$. Let $V(G)=\left\{x_{1}, x_{2}, \ldots, x_{n}, y_{1}, y_{2}, \ldots, y_{n}\right\}$, where $\left|Z^{*}(R)\right|=n$, such that $x_{i}^{\prime}$ s and $y_{j}^{\prime} s, 1 \leq i, j \leq n$, are vertices of $\Gamma_{1}$ and $\Gamma_{2}$ respectively and suppose, without loss of generality, the adjacencies between $\Gamma_{1}$ and $\Gamma_{2}$ be $x_{i} \sim y_{j}$ if and only if $\mathfrak{i}=\mathfrak{j}$.

For $\mathfrak{n}=3$, it is easily verified that any two vertex subset of $\Gamma_{\mathfrak{i}}, \mathfrak{i}=1,2$, is a metric and an upper basis for $G$. Note that in this case, the basis sets of $\Gamma(R)$ are the only basis sets of $\Gamma(R) \times \Gamma\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right)$. So assume $n \geq 4$.

Let $\mathfrak{B}$ be a minimal resolving set for $G$. If $x_{i}, x_{j} \in V(G)-\mathfrak{B}$ with $\mathfrak{i} \neq \mathfrak{j}$ such that $y_{i} \notin \mathfrak{B}$ and $y_{j} \notin \mathfrak{B}$, then $r\left(x_{i} \mid \mathfrak{B}\right)=r\left(x_{j} \mid \mathfrak{B}\right)$, since $d\left(x_{t}, x_{i}\right)=d\left(x_{t}, x_{j}\right)=1$ for all $x_{t} \in \mathfrak{B}$ and $d\left(y_{s}, x_{i}\right)=d\left(y_{s}, x_{j}\right)=2$ for all $y_{s} \in \mathfrak{B}$. Hence, $|\mathfrak{B}| \geq n-1$.

For an example of a minimal resolving set of order $\mathfrak{n}-1$, consider $\mathfrak{B}_{0}=\left\{x_{1}\right.$, $\left.x_{2}, \ldots, x_{n-1}\right\}$. Note that $r\left(x_{n} \mid \mathfrak{B}_{0}\right)=(1,1, \ldots, 1), r\left(y_{n} \mid \mathfrak{B}_{0}\right)=(2,2, \ldots, 2)$ and, for each $1 \leq \mathfrak{i}<\mathrm{n}, \mathrm{r}\left(\mathrm{y}_{\mathrm{i}} \mid \mathfrak{B}_{0}\right)$ is the vector with 1 in the $\mathfrak{i}^{\text {th }}$ coordinate and 2 in all other coordinates. With a similar argument, it can be shown that every subset $\mathfrak{B}_{1}$ of order $\mathfrak{n}-1$ for which $\mathfrak{B}_{1} \cap\left\{x_{i}, y_{i}\right\}=\varphi$ for only one index $\mathfrak{i}$ and $\left|\mathfrak{B}_{1} \cap\left\{x_{j}, y_{j}\right\}\right|=1$ for all $\mathfrak{j} \neq \boldsymbol{i}$ is a minimal resolving set.

Next, assume $\mathfrak{B}_{2}$ is a minimal resolving set with $\left|\mathfrak{B}_{2}\right| \geq \mathfrak{n}$. Then $\mathfrak{B}_{2}$ cannot contain a subset of the type described in the previous paragraph. Hence, there must be some $k$ such that $x_{k} \in \mathfrak{B}_{2}$ and $y_{k} \in \mathfrak{B}_{2}$.

Consider $\mathfrak{B}_{3}=\mathfrak{B}_{2}-\left\{\mathrm{x}_{\mathrm{k}}\right\}$. We will show that $\mathfrak{B}_{3}$ is a resolving set. Suppose $\mathrm{a}, \mathrm{b} \in \mathrm{V}(\mathrm{G})-\mathfrak{B}_{2}$ with $\mathrm{a} \neq \mathrm{b}$ and $\mathrm{r}\left(\mathrm{a} \mid \mathfrak{B}_{3}\right)=\mathrm{r}\left(\mathrm{b} \mid \mathfrak{B}_{3}\right)$ but $\mathrm{r}\left(\mathrm{a} \mid \mathfrak{B}_{2}\right) \neq \mathrm{r}\left(\mathrm{b} \mid \mathfrak{B}_{2}\right)$. This means, without loss of generality, $d\left(a, x_{k}\right)=1$ and $d\left(b, x_{k}\right)=2$. Thus $a=x_{r}$ for some $r \neq k$ and $b=y_{q}$ for some $q \neq k$. But then $d\left(a, y_{k}\right)=2$ and $\mathrm{d}\left(\mathrm{b}, \mathrm{y}_{\mathrm{k}}\right)=1$, contradicting $\mathrm{r}\left(\mathrm{a} \mid \mathfrak{B}_{3}\right)=\mathrm{r}\left(\mathrm{b} \mid \mathfrak{B}_{3}\right)$. Hence, if $\mathrm{a}, \mathrm{b} \in \mathrm{V}(\mathrm{G})-\mathfrak{B}_{2}$ with $a \neq b$, then $r\left(a \mid \mathfrak{B}_{3}\right) \neq r\left(b \mid \mathfrak{B}_{3}\right)$.

Finally, assume $c \in V(G)-\mathfrak{B}_{2}$ such that $r\left(c \mid \mathfrak{B}_{3}\right)=r\left(x_{k} \mid \mathfrak{B}_{3}\right)$. Since this implies $d\left(c, y_{k}\right)=d\left(x_{k}, y_{k}\right)=1, c=y_{p}$ for some $p \neq k$. If there is some
$y_{m} \in \mathfrak{B}_{3}$ with $m \notin\{k, p\}$, then $d\left(x_{k}, y_{m}\right)=2$ and $d\left(c, y_{m}\right)=1$. If there is no such $y_{m} \in W_{3}$, since $\left|\mathfrak{B}_{3}\right| \geq n-1 \geq 3$, there must be some $x_{g} \in \mathfrak{B}_{3}$ with $g \notin\{k, p\}$. Then, $d\left(x_{k}, x_{g}\right)=1$ and $d\left(c, x_{g}\right)=2$. In all possible cases, $r\left(x_{k} \mid \mathfrak{B}_{3}\right) \neq r\left(c \mid \mathfrak{B}_{3}\right)$. Thus $W_{3}$ is a resolving set, showing that $\mathfrak{B}_{2}$ was not a minimal resolving set. Hence, any minimal resolving set must have $n-1$ elements.
Note. If $R$ is a finite commutative ring with $\left|Z^{*}(R)\right|=2$, then $\Gamma(R) \cong K_{2}$ so that $R \cong \mathbb{Z}_{2} \times \mathbb{Z}_{2}$, or $Z_{9}$ or $\frac{Z_{2}[x]}{\left(x^{2}\right)}$ and so in this case $\Gamma(R) \times \Gamma\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right) \cong K_{2,2}$, therefore $\operatorname{dim}\left(\Gamma(\mathbb{R}) \times \Gamma\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right)\right)=\operatorname{dim}^{+}\left(\Gamma(\mathbb{R}) \times \Gamma\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right)\right)=2$.

Corollary 27 Let $\mathbb{F}$ be a finite field and let $\mathrm{R}=\frac{\mathbb{F}\left[\mathrm{x}_{1}, \mathrm{x}_{2}, \cdots, \mathrm{x}_{n}\right]}{\mathrm{I}}$, where I is the ideal generated by the set $\left\{x_{i} x_{j} \mid 1 \leq i \leq n, 1 \leq j \leq n\right\}$. Then $\operatorname{dim}^{+}(\Gamma(R) \times$ $\left.\Gamma\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right)\right)=\operatorname{dim}\left(\Gamma(R) \times \Gamma\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right)\right)=|\mathbb{F}|^{n}-2$.

Proof. We write $R=\frac{\mathbb{F}\left[x_{1}, x_{2}, \cdots, x_{n}\right]}{I}=\left\{a_{0}+a_{1} x_{1}+\cdots+a_{n} x_{n}: a_{i} \in \mathbb{F}\right\}$. Thus, $Z(R)=\left\{a_{1} x_{1}+\cdots+a_{n} x_{n}: a_{i} \in \mathbb{F}, i=1,2, \ldots, n\right\}$. Hence $Z^{*}(R)=|\mathbb{F}|^{n}-1$. Clearly, the product of any two elements of $Z(R)$ is zero. Hence the result follows.

Theorem 28 If $\mathfrak{n} \geq 4$ is a positive integer, then $\operatorname{dim}^{+}\left(\Pi \mathbb{Z}_{2}^{n}\right) \geq \mathfrak{n}$.
Proof. Assume $n \geq 4$, and choose a subset $\mathfrak{B}=\left\{e_{1}, e_{2}, \ldots, e_{n}\right\} \subset V\left(\Gamma\left(\Pi \mathbb{Z}_{2}^{n}\right)\right)$, where $e_{i}$ has $i^{\text {th }}$ coordinate as non-zero and all other coordinates zero. Put $e=e_{1}+e_{2}+\cdots+e_{n}$, and let $z$ be any vertex in $V\left(\Pi \mathbb{Z}_{2}^{n}\right)-\mathfrak{B}$. Then $d\left(v, e_{i}\right)=1$ if and only if $i^{\text {th }}$ coordinate of $v$ is zero, otherwise $\mathrm{d}\left(v, \mathrm{e}_{\mathrm{i}}\right)=2$. Therefore, $r(\nu \mid \mathfrak{B})=\nu+e$ and so $\mathfrak{B}$ forms a resolving set for $\Gamma\left(\Pi \mathbb{Z}_{2}^{n}\right)$. Further, one can see that $\mathfrak{B}$ forms a minimal resolving set, as by removing $\boldsymbol{e}_{i}$ from $\mathfrak{B}$ to obtain $\mathfrak{B}_{i}$, $1 \leq i \leq n-1$, the vertices $x=e_{1}+e_{2}+\cdots+e_{n-1}$ and $y=e_{1}+e_{2}+\cdots+e_{n-1}-e_{i}$ have the same representations with respect to $\mathfrak{B}-\left\{\boldsymbol{e}_{i}\right\}$. Also, with respect to $\mathfrak{B}_{n}=W-\left\{e_{n}\right\}$, the vertices $x^{\prime}=e_{2}+e_{3}+\cdots+e_{n}$ and $y^{\prime}=x^{\prime}-e_{n}$ have the same representations. This shows that $B$ forms an upper basis for $\Pi \mathbb{Z}_{2}^{n}$. Consequently it follows that $\operatorname{dim}^{+}\left(\Pi \mathbb{Z}_{2}^{n}\right) \geq \mathfrak{n}$.

Remark 29 As an illustration to Theorem 28, we choose an example of a minimal resolving set for $\Pi \mathbb{Z}_{2}^{5}$ as $\mathfrak{B}=(1,0,0,0,0),(0,1,0,0,0)$, $(0$, $0,1,0,0),(0,0,0,1,0),(0,0,0,0,1)$, where by removing $(1,0,0,0,0)$ from $\mathfrak{B}$ to obtain $\mathfrak{B}_{1}$, we have $\mathrm{r}\left((1,1,1,1,0) \mid \mathfrak{B}_{1}\right)=\mathrm{r}((0,1,1,1,0)$
$\left.\mid \mathfrak{B}_{1}\right)=(2,2,2,1)$, removing $(0,1,0,0,0)$ to get $\mathfrak{B}_{2}$ gives $\mathfrak{r}\left((1,1,1,1,0) \mid \mathfrak{B}_{2}\right)$ $=\mathrm{r}\left((1,0,1,1,0) \mid \mathfrak{B}_{2}\right)=(2,2,2,1)$, removing $(0,0,1,0,0)$ to obtain $\mathfrak{B}_{3}$ gives $\mathrm{r}\left((1,1,1,1,0) \mid \mathfrak{B}_{3}\right)=\mathrm{r}\left((1,1,0,1,0) \mid \mathfrak{B}_{3}\right)=(2,2,2,1)$, removing $(0,0,0,1$, 0 ) to get $\mathfrak{B}_{4}$ gives $\mathbf{r}\left((1,1,1,1,0) \mid \mathfrak{B}_{4}\right)=\mathrm{r}\left((1,1,1,0,0) \mid \mathfrak{B}_{4}\right)=(2,2,2,1)$ and removing $(0,0,0,0,1)$ to get $\mathfrak{B}_{5}$ gives $r\left((0,1,1,1,1) \mid \mathfrak{B}_{5}\right)=\boldsymbol{r}((0,1,1,1,0)$ $\left.\mid \mathfrak{B}_{5}\right)=(1,2,2,2)$.

While examining the metric dimension (and upper dimension) of zero divisor graphs of small finite commutative rings $R$ with $|V(\Gamma(R))| \leq 14$, we found that there is only one ring i.e., $R \cong \Pi \mathbb{Z}_{2}^{n}, n \geq 4$ for which $\operatorname{dim}^{+}(\Gamma(R)) \neq$ $\operatorname{dim}(\Gamma(R))$. It has been earlier shown in Remark 21 that $\operatorname{dim}\left(\Gamma\left(\Pi \mathbb{Z}_{2}^{4}\right)\right)=3$, whereas $\operatorname{dim}^{+}\left(\Gamma\left(\Pi \mathbb{Z}_{2}^{4}\right)\right)=4$. It is also not difficult to check that a set of $\frac{n(n-1)}{2}-1$ elements of $\Pi \mathbb{Z}_{2}^{n}, n \geq 4$, that have exactly two non-zero coordinates forms a minimal resolving set for $\Gamma\left(\Pi \mathbb{Z}_{2}^{n}\right)$. A complete list of rings with 14 or fewer vertices with given metric dimension can be found in [19] and the zero divisor graphs of such rings can be found in [22].

Unlike Theorem 1 for graphs in general, with the results obtained in this paper and the observations made during the work and by the inspection of the zero divisor graphs of rings, there is a reason to believe that the metric dimension and the upper dimension of zero divisor graph of a ring $R$ is always same, unless $R \cong \Pi \mathbb{Z}_{2}^{n}, n \geq 4$. We conclude the paper with the following open problem.

Conjecture 30 Let R be a finite commutative ring with unity $1 \neq 0$, then $\operatorname{dim}^{+}(\Gamma(R))=\operatorname{dim}(\Gamma(R))$, unless $R \cong \Pi \mathbb{Z}_{2}^{n}$, where $n \geq 4$.
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#### Abstract

A common assumption about neural networks is that they can learn an appropriate internal representation on their own, see e.g. end-toend learning. In this work we challenge this assumption. We consider two simple tasks and show that the state-of-the-art training algorithm fails, although the model itself is able to represent an appropriate solution. We will demonstrate that encouraging an appropriate internal representation allows the same model to solve these tasks. While we do not claim that it is impossible to solve these tasks by other means (such as neural networks with more layers), our results illustrate that integration of domain knowledge in form of a desired internal representation may improve the generalization ability of neural networks.


## 1 Introduction

Traditionally, the applications of machine learning algorithms were closely coupled with careful feature engineering requiring extensive domain knowledge. In contrast, in the era of deep learning, a common assumption is that neural

[^6]networks are able to learn appropriate representations that may be better than the features defined by domain experts, see end-to-end learning for self-driving cars [4], speech recognition [2] and other applications [7, 14].

Recent success stories related to neural networks include mastering board games [15], the diagnosis of various diseases, such as skin cancer [5], retinal disease [6] and mild cognitive impairment [9]. Despite these (and many other) spectacular results, there is increasing evidence indicating that neural networks do not learn the underlying concepts: minor alterations of images, that are invisible to humans, may lead to erroneous recognition [16, 12], e.g., slight modifications of traffic signs "can completely fool machine learning algorithms" [1].

In this paper we will demonstrate that encouraging an appropriate representation may substantially simplify the training of (deep) neural networks. In particular, we consider two simple tasks and show that the state-of-the-art training algorithm fails, although the model itself is able to represent an appropriate solution. Subsequently, we will see that encouraging an appropriate internal representation allows the same model to solve the same tasks. The resulting networks not only have good generalization abilities, but they are more understandable to human experts as well.

The reminder of the paper is organised as follows: next, we will explain what we mean by "encouraging a representation" (Section 2). In Section 3 and Section 4 we will demonstrate in the context of two transformation tasks that the proposed idea may substantially improve the accuracy of the model. Finally, we discuss the implications of our observations to other applications in Section 5.

## 2 Encouraging a representation

With "encouraging a representation" we mean to train a neural network in a way that some of the hidden units correspond to predefined concepts. We would like to emphasize that this requirement is meant for a relatively small subset of all the hidden units. For example, if we want to train a network for the recognition of traffic signs in images, the network is likely to have thousands of hidden units and we may require that some of those hidden nodes recognize particular shapes or letters, i.e., their activations should be related to the presence of a triangle, an octagon, or particular letters like 'S', ' T ', ' O ' and ' P '.

The idea of encouraging a representation may be implemented in various ways: for example, in the cost function, we may include a regularisation term that penalises the situation if the activation of some given nodes is inappropriate. In one of our previous works, in the context of matrix factorisation for drug-target interaction prediction, we encouraged a lower dimensional representation so that the distances between drugs and targets are in accordance with their chemical and genomic similarities [13].

In this paper, we consider encoder-decoder networks. In particular, we will "encourage" the encoder to learn a pre-defined representation. This representation is the output of the encoder and serves as the input of the decoder. We demonstrate that encouraging an appropriate representation may lead to a substantial increase of the accuracy.

## 3 TraNet: a network for translation and transcription

We consider two tasks, Translation and Transcription (see Section 3.1). We try to solve both of these tasks with the same neural network, called TraNet (as "Tran" is a common prefix of the names of these two tasks). When solving the two tasks, the only difference is the input layer in accordance with the input of the tasks.

We implemented all the experiments in Python using numpy, matplotlib and TensorFlow with the keras API. In order to assist reproducibility, our implementation is available at http://www.biointelligence.hu/encourage/.

### 3.1 Benchmark tasks: translation and transcription

As benchmark tasks, we consider the translation of written numbers from English to German (e.g. twenty-five should be translated to funfundzwanzig ${ }^{1}$ ), and recognition of 4-digit handwritten numbers where the desired output is the number written in English, see also Fig 1. For simplicity, we will refer to these tasks as Translation and Transcription.

As neural networks are used for substantially more complex tasks, see e.g. [18] for a review, we expect them to have an excellent performance in case of our tasks.

[^7]

Figure 1: Illustration of the considered tasks, Translation (left) and Transcription (right).

### 3.2 Architecture

TraNet is a feed-forward encoder-decoder network. For strings (i.e. numbers written in English or German) we use letter-wise one-hot encoding. For example, 'a' is coded as $(1,0,0,0, \ldots, 0)$, 'b' is coded as $(0,1,0,0, \ldots, 0)$, etc. The entire string is coded as the concatenation of the codes of each letter. We allow at most a length of 50 letters, therefore, the output layer of TraNet contains $50 \times 29=1450$ units. Similarly, in the case of the Translation task, the input layer of TraNet contains 1450 units as well. When TraNet is used for Transcription, the input is a binary image with $64 \times 16=1024$ pixels, therefore, the input layer contains 1024 units, each one corresponding to one of the pixels. The input layer does not perform any operation, its sole purpose is to represent the input data.

An appropriate internal representation, which could be learned by the network, is the digit-wise one-hot encoding of the 4 -digit number that was shown to the network. Each digit between 0 and 9 is coded as a binary vector of length 10. In particular, digit ' 0 ' is coded as ( $1,0,0,0, \ldots, 0$ ), ' 1 ' is coded as $(0,1,0,0, \ldots, 0)$, etc. The digit-wise one-hot encoding of a 4 -digit number is the concatenation of the vectors corresponding to the digits of the number, therefore, it has a total length of $4 \times 10=40$.

TraNet contains 3 hidden layers. The first and third layers contain 1000 units with ReLU activation function. The second hidden layer contains 40 units so that it might potentially learn the aforementioned digit-wise one-hot encoding. In the second layer, we use the sigmoid activation function, as it may be suited to the digit-wise one-hot encoding.

As loss function, we use binary cross-entropy. We trained TraNet for 100 epochs using the ADAM optimizer [8]. We performed the computations on CPU (i.e., no GPU/TPU support was used).

## 4 Results

Next, we compare conventional training and training with encouraging the digit-wise one-hot encoding as internal representation.

### 4.1 Translation

In the case of Translation task, we considered the numbers between 0 and 9999, written in English (input) and German (desired output). A randomly selected subset of 100 numbers was used as test data, while the remaining 9900 instances were used as training data. We repeated the experiments 5times with a different initial split of the data into training and test data.

In case of conventional training, denoted as Conventional TraNet, the resulting network was not able to give an exact translation for any of the numbers of the test set. While in some cases the translations generated by the network were at least partially understandable to humans, in other cases the network failed to translate the numbers, see Tab 1 for some examples.

Although there are many possibilities to improve the model, next, we show that there is nothing wrong with the model: TraNet itself is able to represent a function that gives a reasonably good translation, the problem is the conventional training.

In order to encourage the model to learn an appropriate representation, we train the encoder and decoder separately. The encoder consists of the input layer and the first two hidden layers. It is trained to translate from English to the digit-wise one-hot encoding (described in Section 3.2), i.e., we expect the output of the encoder to be the digit-wise one-hot encoding. The input of the decoder is the second hidden layer of TraNet. Additionally, the third hidden layer of TraNet and its output layer belong to the decoder. The decoder is trained to translate from digit-wise one-hot encoding to German.

When training the encoder and decoder separately, so that the digit-wise one-hot encoding is encouraged, we observed that the network was able to translate on average $95.8 \%$ of the numbers perfectly. From the practical point of view, the quality of the translation is even better, because in many cases when the translation was not perfect, we observed only minor spelling mistakes, such as "einhundert einundneenzig" instead of "einhundert einundneun-

| Input | Output of <br> conventional TraNet | Output of <br> encouraged TraNet |
| :--- | :--- | :--- |
| one hundred and ninety one | einaaudenaaaiaaaaaaaaaa | einhundert einundneenzig |
| four thousand | vieatausenazieihundert | viertausendzweihundert <br> two hundred and twenty-five |
| aieaanaaaanai | funfundzwanzig |  |
| eight thousand | acattausenaaaeihundert | achttausendachthundert |
| eight hundred and sixty | aieaaaaa | sechzig |
| seven hundred and sixty-six | aaebenaunaeaaaaaanan- | siebenhundert sechsundsehhzig |
|  | aaaaaiaeaa |  |

Table 1: Examples for translation of numbers from English to German with and without encouraging the digit-wise one-hot encoding as internal representation, denoted as "encouraged TraNet" and "conventional TraNet", respectively.
zig", or "siebenhundert sechsundsehhzig" instead of "siebenhundert sechsundsechzig". Consequently, encouraging an appropriate representation lead to an accurate model for the translation of numbers from English to German.

### 4.2 Transcription

In order to obtain 4-digit handwritten numbers, we considered the Semeion dataset ${ }^{2}$, which is a publicly available dataset containing images of handwritten digits. As each of the images shows a single digit, in order to obtain an image of a four-digit handwritten number, we choose four images randomly and stack them horizontally, see Fig. 1 for an example. The last 100 images of the Semeion dataset are used to obtain test images, whereas the training data is obtained from the first 1493 images. In total, we obtained 100000 training images and 1000 test images of 4 -digit numbers. We repeated the experiment 5 -times with different training and test images.

Conventional training of TraNet, i.e., training without encouraging the digitwise one-hot encoding as intermediate representation, lead to a network that could not transcribe any of the images correctly. Instead, the output of TraNet was always a number-like phrase without clear meaning, such as "fivet huusadd ne hundded and" or "tivethhusand ne hundred and". In contrast, encouraging the digit-wise one-hot encoding, i.e., training the encoder and decoder sepa-

[^8]

Figure 2: Examples for transcription with and without encouraging the digitwise one-hot encoding as internal representation, denoted as "encouraged TraNet" (bottom) and "conventional TraNet" (center), respectively.
rately, lead to a network that was able to perfectly transcribe on average 74.9 \% numbers of the test data, while it made mostly minor spelling mistakes in the remaining cases, see Fig. 2 for some illustrative examples.

## 5 Discussion

While we do not claim that there are no other ways to find an acceptable solution, in fact, we observed that using more deep neural networks achieved comparable performance to that of encouraged TraNet ${ }^{3}$, our results clearly demonstrate the power of encouraging the digit-wise one-hot encoding.

Besides allowing a relatively simple model to achieve good generalisation ability, our encouraged models are better understandable to domain experts. On the one hand, this may increase the trust in the model, and it allows to "debug" the model: if the output is incorrect, one could check whether the activations in the 2nd hidden layer are close to that of in case of the desired internal representation.

Although the fact that a neural network may learn concepts that are substantially different from human concepts, may be considered as an advantage in many cases, we argue that it may be worth to use encouraged models together with conventional models. For example, in critical applications (credit scoring, medical diagnosis, etc.), it may be worth to carefully consider cases when conventional and encouraged models disagree.

The computational cost of training conventional and encouraged TraNet is similar: while performing forward propagation, after the calculation of the

[^9]activities in the second layer (which is necessary in both cases in order to determine the gradients of the connections in the previous layers), in case of encouraged TraNet, the desired activations (i.e., activations corresponding to the digit-wise one-hot encoding in our case) are propagated to the third layer. In case of backpropagation, the only difference between conventional and encouraged training is that in case of encouraged training, the back-propagated activitions of the second layer do not need to be calculated: the desired activations should be used instead. Therefore, the cost of performing one training iteration is asymptotically same in both cases. This is consistent with our observations, according to which encouraged training was slightly ( $\approx 5 \%$ ) faster.

Note however that we considered illustrative examples, in which conventional training failed in the sense that it did not lead to any reasonable model. In other cases, in order to achieve comparable accuracy, conventional training may require much more training epochs compared to encouraged training. Thus, encouraged training may be beneficial in terms of the total computational cost.

Although the appropriate representation depends on the underlying task, we believe that the general idea of encouraging models to learn concepts that are similar to human concepts may be beneficial in various applications ranging from the analysis of biomedical signals [10], such as ECG [17] to image classification [11]. Furthermore, in many cases, see e.g. intrusion detection, recent studies used models other than neural networks [3]. Encouraging appropriate representations might allow neural networks to be applied in such cases too.

Last, but not least, we point out that defining an appropriate representation may be seen as a way of integrating domain knowledge into the training procedure, thus it can be seen as a way of collaboration between human intelligence and machine intelligence.
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#### Abstract

The paper focuses on providing an insight into the current state of computational modeling regarding reactive magnetron sputtering systems. A detailed compilation of developed models is gathered and grouped into categories based on the phenomena being modeled. The survey covers models developed for the analysis of magnetron discharges, particle -surface interactions at the target and the substrate, as well as macroscopic models. Corresponding software packages available online are also presented. After gaining the necessary insight into the current state of research, a list of the most challenging tasks is given, comparing different approaches, that have been used to combat the encountered difficulties. The challenges associated with modeling tasks range from analytical complexity, mathematical know-how used for model approximation and reduction, as well as optimization between computational load and result accuracy. As a conclusion, the future challenges are compiled into a list and a probable direction in modeling is given, that is likely to be further pursued.


[^10]
## 1 Introduction

The goal of the survey is to offer a brief insight into the current state and results of different mathematical and computer modeling techniques and approaches used to investigate reactive magnetron sputtering.

Sputtering is a subclass of PVD - Physical Vapor Deposition, which is an essential process in manufacturing integrated circuits, photovoltaic modules, specialized optical and mechanical equipment. It is a process used for the creation of extremely thin (even down to atomic) coating layers on different surfaces in order to achieve better physical, chemical, optical or electrical characteristics, than those of the coated material itself. Among others, the use of this technique allows the formation of transparent but also conducting layers, which are essential in optics. The process essentially consists of the removal of material from one or more target surfaces and their deposition onto a surface that is required to have improved characteristics, also known as the substrate. This removal process is accomplished with the help of high energy noble gas ions which bombard the surface of the target due to the presence of an electric field. With the addition of a magnet behind the target one can achieve magnetron sputtering, greatly increasing the ionization efficiency and the sputtering yield.

With the introduction of one or more reactive gases into the vacuum chamber, reactive magnetron sputtering is achieved, which allows the formation of different compounds like oxides and nitrides. Reactive magnetron sputtering has been extensively studied and modeled in the past few decades.

There are several approaches and technologies used for magnetron sputtering, such as DC (direct current) sputtering, pulsed DC sputtering, AC (alternating current) sputtering, HiPIMS (high power impulse magnetron sputtering) and RF (radio frequency) sputtering. All of the different coating techniques mentioned require highly specialized operating environments in order to function correctly. The creation of a high vacuum environment (pressure in the range of a few Pascals) is mandatory. At such low pressures, different metals begin to evaporate, hindering the insertion of any nonspecialized equipment into the sputtering chamber. Simple questions as measuring the total or partial pressure inside the chamber become ever more difficult, requiring special processes to be put in place and the indirect calculation of the desired quantity from the gathered data. In situations like these, the use of a state identification algorithm becomes favored. From the control perspective, the system quickly becomes complex when one simply attempts to count the number of inputs, outputs and their non-linear cross coupled effect on each other. Each
of the magnetron sputtering processes set particular challenges from the point of view of modeling. This paper concentrates on gathering and presenting only computer modeling approaches used for DC reactive magnetron sputtering.

Due to the specifics of the environment, the overwhelming amount of process values to which attention has to be paid, the lack of quick and reliable access to measurable data, control of the process becomes complex enough that many laboratory experiments are conducted in an open-loop fashion. Therefore, reliable reproduction of experiments is still nearly impossible.

These constraints have compelled researchers to develop, test and validate complex models of the process. Most of the time, financial reasons are the main driving force behind the need for modeling, especially in industrial applications. The simplest desire that can be placed is the optimization of the process to achieve maximum yield. Another desire, which is far more complex is the achievement of required stoichiometric ratios between the deposited materials on the surface.

The paper is structured as follows: chapter 1 gives a brief introduction to the field of study, chapter 2 gives an overview of several prominent research results in the field of modeling, chapter 3 presents the different modeling tasks and challenges, and finally, chapter 4 outlines directions that are likely to be further pursued.

## 2 Literature survey of modeling approaches

Reactive magnetron sputtering is a complex process with several interacting subprocesses, representing difficult modeling tasks on their own. One of the possible approaches is the development of multi-physics models by coupling the models which describe the plasma, the magnetic field, the transportation phenomena in the chamber, the interaction of particles with the target, the thin film deposition on the substrate, etc. Such a model based on the perfect understanding of the physical phenomena would represent a perfect tool for the industry. However, the feasibility of a "virtual sputter tool" [58] resulting from this bottom-up approach is low, mainly because the level of understanding of different phenomena is not the same, and there will always be a weak element in the chain which might vitiate the overall results. A top-bottom model development, leading to a "holistic model" [58], seems to be more feasible. According to this approach, the development starts from a simplest possible model which describes "well enough" the phenomena of interest, and further on this model suffers extensions according to the necessities to cover other phe-
nomena as well. Contrary to these "white box" approaches, the input-output modeling of the system, which has little to do with the understanding of the details of its physics, can be very useful for control purposes [62].

According to the bottom-up approach, one may study the phenomena that are taking place inside the plasma discharge between charged particles. Such a model must also consider the magnetic field present in the chamber and its effects on the movement of charged particles.

A very intriguing phenomenon that can be modeled is the interaction between particles at the surface level of the target, where collisions either lead to implantation or material removal.

Particle-surface interactions are also studied at the substrate, where the formation of crystallographic structures is analyzed.

The top-bottom approach is represented in this paper by the extensions of the Berg model, the simplest one, which can efficiently describe the hysteresis phenomena in case of a single target, single reactive gas magnetron sputtering. These are macroscopic models based on equilibrium equations, and are not more complicated than necessary to reproduce the essential behavior of the system, trying to remain simple enough to facilitate control.

### 2.1 Modeling of magnetron discharges

An electric discharge taking place in vacuum can be divided into the following categories: dark, glow and arc discharge, each with a higher discharge current than the former.

According to Bogaerts et al. [9] there are three types of model categories for plasma discharges:

1. Fluid models, which are modeling species in the discharge as ones being in hydrodynamic equilibrium. The equations that govern are the continuity equations (fluxes and densities of the species) and the Poisson equation for the electric field. The fluid model is considered to be the simplest but also the most inaccurate one.
2. Kinetic models, which describe the plasma species as beams of particles. The movement of particles is described by the Boltzmann transport equations, combined with the Poisson equation.
3. Monte Carlo simulations, that describe the different plasma particles separately on a statistical basis. This is considered to be the most accurate method, but it requires considerable computational effort.

Depla and Mahieu compiled a comprehensive study on modeling the electric discharge in reactive magnetron sputtering [26]. They have grouped models into two main categories i.e. analytical and numerical. They further split numerical into fluid and kinetic ones. In this approach, kinetic types are either based on numerical solutions of the Boltzmann equation or on Monte Carlo simulations, which are also called particle simulations.

Wendt and Lieberman [60,61] developed a two dimensional analytical model of the discharge process, taking into account both magnetic and electric fields.

Fluid models [14, 22, 23] have also been presented. These models calculate the electric field distribution by coupling the Poisson equation to the continuity and conservation of energy and momentum equations.

The solution of the Boltzmann equation has been widely used for modeling plasma discharges. The addition of the Lorentz force term complicates the solver, as presented by Porokhova et al. in [49, 50, 51].

In Monte Carlo simulations the path of a small number of particles is analyzed, their movement and their collisions being modeled using probabilities and random numbers [53, 29].

Hybrid models have been conceived with the assumption that heavy ions are practically not affected by the magnetic field, as opposed to the relatively lightweight electrons. Therefore, ions can be modeled by a fluid model and electrons can be modeled as particles. This assumption combines high precision of particle simulation codes with lower computational efforts of fluid codes $[52,35]$. Bogaerts et al. have presented several papers modeling the magnetron discharge process using Monte-Carlo and hybrid Monte-Carlo simulations [11, $9,10,12]$.

Particle in Cell-Monte Carlo Collision (PIC-MCC) simulations are considered to be the most powerful available numerical tools. PIC-MCC simulations combine MC methods with the simulation of the electric field being produced by an external power supply and with the spatial distribution of the charged particles in the plasma [8].

### 2.2 Modeling particle-target interaction

When studying particle-target interactions at the surface of the target, one may find in the literature that depending on the kinetic energy and the incident angle of impact, some ions reach the surface and through chemisorption get chemically attached to the outermost layer. Others may effectively transfer their kinetic energy and lead to material removal from the target, and some may be so energetic that they get implanted into the subsurface and stay there until enough material is removed for them to resurface. Depla, Strijckmans and separately Kubart extended existing models by also considering chemisorption, knock-on yield, ion implantation, redeposition and reaction rate, leading to far more accurate but also far more complex models $[25,27,56,57,36,6]$.

According to [48] Monte Carlo type simulation codes, which have been proven to be the most effective, have the following major components:

1. the cross-section data for all processes being considered,
2. the algorithms used for the particle transport,
3. the methods used for geometry representation and to handle particle passage through volumes,
4. the methods to determine quantities of interest and analysis of the information obtained during the simulation.

Such an example is TRIM, which is a Monte Carlo computer program that calculates the interactions of energetic ions with amorphous targets (see Fig. 1). SRIM is a collection of software packages that calculate many features of the transport of ions in matter (see Fig. 2). Both programs were developed and are maintained by James F. Ziegler and can be downloaded from http://www.srim.org/.

Other MC based simulation packages are TRIDYN [44, 45], KALYPSO [32] and ACAT [68]. A comprehensive compilation and review of many other simulation codes for surface-ion interactions can be found in Chapter 1.2 of [26].

### 2.3 Modeling crystal formation on the substrate surface

Modeling the growth of the deposited layer on the substrate is one of the most complex aspects of modeling the sputtering process. The set of particles arriving at the substrate include not only outsputtered particles from the target, but also electrons, gas ions and neutrals [26]. The incoming particles either settle at the surface by forming chemical bonds depending on the sticking coefficient of the atomic pair in discussion, or they migrate on the surface until


Figure 1: Application example of the TRIM program. Stopping range as a function of accelerated Argon ion energies using different targets; comparison of historically measured and simulated data (from http://www.srim.org/).
they reach a large enough crystal lump where they can take part in crystal formation on the grain boundary [30]. Because of this, the formation of a large area, even layer is not too common, rather ragged microstructures are formed [47]. The modeling of such microstructures is essential for example in the fab-


Figure 2: Application example of the SRIM program. Simulation of implantation depth of Boron ions into a multilayered $\mathrm{W} / \mathrm{SiO}_{2} /$ Silicon target using SRIM-2013.00 software (from http://www.srim.org/).
rication of microelectronics, where one may want to fill a narrow trench or via. In [7] the formation of some crystal structures is predicted based on operating conditions.

An example software is SiMTra, which is a binary collision Monte Carlo program (see Fig. 3) that allows the user to simulate the transport of sputtered particles through the gas phase flux during sputtering.

### 2.4 Macroscopic modeling of the reactive sputtering process

Similarly to those described in the previous sections, it is obvious that one must find a balance between complex accurate modeling and simple straightforward usability when developing a model. Berg et al. developed a model that found a balance between simplifications whilst still being accurate enough to


Figure 3: An input dialog screen of the SIMTRA software package used to configure the simulation setup (from http://www.draft.ugent.be/).
predict outcomes of experiments $[3,5,4]$. This model is commonly referred to in the literature as "Berg's Model". The model was constructed by focusing on the equilibrium equations, studying independent contributions to different quantities used to describe the process (see Figure 4). The main area where this model proved to be more successful than others is in the modeling of the hysteresis behavior. There have been a number of models $[31,1,54]$ developed before Berg's Model that had problems reproducing the hysteresis behavior.

Berg employed variables $\theta_{i}$ to denote the coverage of the surfaces of interest (target and substrate) with compound molecules (the normalized amount of reacted surface area). The coverage takes values in the interval of $[0,1]$, where
a value of 1 denotes a fully covered surface. This model is a monolayer surface model which only considers a chemisorption mechanism on the target (and substrate) surfaces. No redeposition can be considered.

The equation that defines the balance between supply and consumption of the reactive gas is given in Eq. (1), with the definitions of gas consumption on the surface of the target $Q_{t}$ in Eq. (2), gas consumption on the surface of the substrate $\mathrm{Q}_{\mathrm{c}}$ in Eq. (3) and of pumping flow $\mathrm{Q}_{\mathrm{p}}$ in Eq. (4). The supply and usage of reactive gas is also presented in Fig. 4. The sticking coefficients are denoted with $\alpha$, the flux of reactive gas atoms with F and the corresponding areas of the studied surfaces with $A$. S represents the pumping speed while $P$ represents the partial pressure.

$$
\begin{gather*}
\mathrm{Q}_{\mathrm{tot}}=\mathrm{Q}_{\mathrm{t}}+\mathrm{Q}_{\mathrm{c}}+\mathrm{Q}_{\mathrm{p}}  \tag{1}\\
\mathrm{Q}_{\mathrm{t}}=\alpha \mathrm{F}\left(1-\theta_{\mathrm{t}}\right) A_{\mathrm{t}}  \tag{2}\\
\mathrm{Q}_{\mathrm{c}}=\alpha \mathrm{F}\left(1-\theta_{\mathrm{c}}\right) A_{\mathrm{c}}  \tag{3}\\
\mathrm{Q}_{\mathrm{p}}=\mathrm{SP} \tag{4}
\end{gather*}
$$

The balance equations describing the interactions on the target and substrate surface are given in Eq. (5) and (6), respectively. The outsputtered compound $F_{c}$ and metallic $F_{m}$ flux is given in Eq. (7) and (8), respectively. $Y$ denotes the sputtering yield, $q$ is the electron charge and $J$ denotes the ion current density of the background gas. Equations (1-8) have been presented in this form in [26].

$$
\begin{gather*}
\frac{J}{q} Y_{c} \theta_{t}=\alpha 2 F\left(1-\theta_{t}\right)  \tag{5}\\
F_{c}\left(1-\theta_{c}\right)+2 Q_{c}=F_{m} \theta_{c}  \tag{6}\\
F_{c}=\frac{J}{q} Y_{c} \theta_{t} A_{t}  \tag{7}\\
F_{m}=\frac{J}{q} Y_{m}\left(1-\theta_{t}\right) A_{t} \tag{8}
\end{gather*}
$$

Due to the reactive gas poisoning of the target, a process that tends to reduce the sputtering yield, a hysteresis can be observed due to the positive


Figure 4: The supply and consumption of reactive gas during sputtering [5].
feedback between the partial pressure of the reactive gas and the target surface coverage (see Fig. 5). Since the publication of the Berg model, several extensions based on equilibrium equations have been developed in order to include modeling of multiple targets, multiple reactive gases, ion implantation, particle redeposition, multiple deposited layers, deposition of multiple compounds, spatial resolution and dynamics of phenomena, etc.

Given that many times the formation of complex films is required, which in turn require more than one reactive gas, Carlsson et al. further developed the model to work with two reactive gases as inputs, though only considering binary compounds as result of the interaction processes [15].

The research group named DRAFT, led by Diederik Depla, made their work of more than a decade available free of charge as a downloadable package from their university website http://www.draft.ugent.be/. The package contains their model named RSD2013 and it also comes with a detailed PDF guide to help the researcher quickly get started. The package also includes a piece of software called SIMTRA, which aids the simulation of deposition profiles. This model is an extension of the Berg model, having the most im-


Figure 5: The observed hysteresis behavior of the system on a p-q plot [5].
portant extra feature of subsurface implantation of reactive gas ions/atoms and the compound forming 2nd order reaction mechanism in the subsurface. A chemisorption mechanism governs the reaction on the surface and redeposition of sputtered material back on the target is taken into account [58].

## 3 Modeling tasks and challenges

Throughout the following subsections a comparative study analysis is given under each modeling task.

### 3.1 Parameter identification approaches

One of the biggest, if not the biggest challenge in modeling reactive magnetron sputtering is the lack of readily available parameters or tools to obtain those parameters.

The lack of identified sticking coefficients led Bogaerts et al. [13] to attempt to identify them by trying to select the ones that would have had resulted in correct estimation of the process, after the experiment was undertaken. The chosen experimental setup was one, in which the sticking coefficient played
a significant role. The ion density at a certain distance from the substrate was measured and simulated. They performed the simulation for every possible value of the sticking coefficient and later checked which ones were in accordance with the measured data. What they found is that two given circumstances resulted in different parameters, meaning that the model wasn't detailed enough and some other effect also had to be considered. Their result, however, narrowed the plausible range for the sought parameter.

Leroy et al. attempted the parameter identification by analyzing samples of deposited films and estimating the actual content of a given material in them [37, 38]. Having this estimate, it was possible to calculate what the missing parameter should have had been. An extensive guide has been given on how this should be undertaken. The process requires several specialized equipment and techniques (XPS - X-ray Photoelectron Spectroscopy, EPMA - Electronprobe microanalysis) and complex calculations to be able to reach a result.

Strijckmans et al. also undertook this challenge of parameter identification in [56]. They used their most detailed RSD2013 model, missing only 3 parameters (see Fig. 6), and wrote a parallel C++ program to run the model on a supercomputer, to see which parameter sets would be usable.

The parameter fitting algorithm has two main components: a parameter set selection component and a parameter set evaluation component. A 2-D representation of the parameter set selection component can be seen in Fig. 7. Increasing the dimensionality of the parameter space is feasible, though with increased computational load. Three ordered lists have been employed to differentiate between unfinished ( U ), finished (F) and rejected (R) parameter sets. A parameter set is considered rejected ( R ) when the result of the model simulation does not agree with the measured data.

The evaluation component has an acceptation criterion which is determined by the PQ - pressure-flow relation of the simulation result. The critical flow values (the limits of the unstable region) are observed at three different current values and the maximum of the six squared errors is considered.

Before this study there was complete disagreement among researchers, many of them having measured completely different values for the same parameter. The results of this attempt further narrowed down the possible range of parameter sets.

### 3.2 Modeling the produced compounds

Berg et al. laid down the foundation for macroscopic modeling of magnetron sputtering with one reactive gas $[3,4,5]$. When the need arose to model binary or ternary compounds this model has been expanded.


Figure 6: A scheme visualizing the input parameters of the RSD2013 model [58]

Carlsson et al. published an article where two reactive gases were used and binary compounds were modeled [15]. This model neglected ternary compounds for the sake of simplicity. When the growth of a ternary compound such as of TiOxNy is the requirement, one must find a different model.

Kelemen et al. published a macroscopic model that studies the formation of ternary compounds on the substrate [33]. The model follows the same approach as the two mentioned above, allocating 8 regions on the substrate covered with different active, passive, binary and ternary compounds.

### 3.3 Modeling different magnetron types

Dual magnetron co-sputtering allows the deposition of alloy material without having to manufacture alloy targets [55, 43, 34]. Multicomponent models have also been developed and analyzed in [17, 18, 46]. This setup requires two separate magnetrons to be installed, each of them becoming the anode of the other during sputtering. Such a setup requires a power supply that can generate pulsed bipolar signals. Given the fact, that each magnetron is switched between anode and cathode roles, the typical charge build-up on poisoned areas is neutralized due to sequential target bombing with ions as well as electrons. The absence of local charge build-up also leads to an arc free operation, which is mandatory for consistent large area, even layer deposition.


Figure 7: A 2-D illustration of the parameter selecting component of the searching algorithm [58].

Cylindrical rotating magnetron sputtering was introduced to reduce the operational costs of large scale industrial coaters, due to the inherent disadvantages of sputtering of stationary planar magnetrons. One of these disadvantages is the well-known formation of a so-called "race track", a high erosion zone on the surface of the target, that is caused by the inhomogeneous magnetic field that "shapes" the plasma above the target. By rotating the target with respect to the magnetic field no high erosion zone is formed. This leads
to a very efficient process due to the uniform wear the target experiences. The uniform wear maximizes target usability by avoiding the formation of a localized deep race track. The effects of rotation have been modeled and the influences of rotation speed have been studied in [27, 24, 42, 39]. It was observed that the rotation speed highly influences the shape and location of the hysteresis curve.

### 3.4 Modeling for control structure synthesis

The study of the system dynamics and the control structure synthesis require the development of time dependent, dynamic models. Based on macroscopic models, several authors have developed time dependent models, usually in state-space formulation $[33,57,19,20,21,2]$. When derived from the original Berg model, the dynamic model represents a control-affine system of third order with linear and bilinear terms [62]. Woelfel et al. also presented the Berg model in a state-space form along with a detailed explanation of its construction (Eq. (9) and (10)). Coefficients $a_{i, j}$ and $b_{i, j}$ include parameters like sticking coefficients, sputtering efficiencies, sputtering current density, gas constant, temperature, etc. The state variables are the partial pressure of the reactive gas and the coverages of the target and of the substrate, while the input of the system is the input flow rate of the reactive gas.

$$
\left(\begin{array}{l}
x 1  \tag{9}\\
x 2 \\
x 3
\end{array}\right)=\left(\begin{array}{c}
P \\
\theta_{t} \\
\theta_{s}
\end{array}\right)
$$

$$
\begin{align*}
& \dot{x_{1}}(\mathrm{t})=\mathrm{x}_{1}(\mathrm{t})\left(-\mathrm{a}_{1,1}+\mathrm{a}_{1,2} \mathrm{x}_{2}(\mathrm{t})+\mathrm{a}_{1,3} x_{3}(\mathrm{t})\right)+\mathrm{bu}(\mathrm{t}) \\
& \dot{x_{2}}(\mathrm{t})=\mathrm{a}_{2,12} x_{1}(\mathrm{t})\left(1-\mathrm{x}_{2}(\mathrm{t})\right)-\mathrm{a}_{2,2} x_{2}(\mathrm{t}) \\
& \dot{x_{3}}(\mathrm{t})=\mathrm{a}_{3,13} x_{1}(\mathrm{t})\left(1-\mathrm{x}_{3}(\mathrm{t})\right)+\mathrm{a}_{3,23} x_{2}(\mathrm{t})\left(1-\mathrm{x}_{3}(\mathrm{t})\right)-\mathrm{a}_{3,32} x_{3}(\mathrm{t})\left(1-\mathrm{x}_{2}(\mathrm{t})\right) \tag{10}
\end{align*}
$$

The magnetron sputtering system is essentially nonlinear, but several studies attempt to use linearization around the equilibrium points to study the stability and controllability of the system. Due to the difficulties to apply the results of control theory, there have been studies and even patents on how to control a system of such dynamics through heuristic synthesis of complex control structures. In [59] a control structure was presented in which the chosen manipulated quantities influence the controlled variable indirectly, through a chain of effects in the system.

Woelfel had a different approach by studying the essential input-output interactions in different operating conditions in order to develop a simplified model that was conceived with the aim of being practical for control purposes [62, 63, 64, 67]. Woelfel et al. presented a control design method that is based on artificial neural networks and ordinary differential equations [66, 65]. The goal of using neural networks was to decouple the plasma, electrical and gas subsystems from each other. Two multilayer perceptron type networks have been used, both employing a hidden layer of 10 neurons with sigmoid activation functions.

Our previous work also concentrated on control structure synthesis [40]. It started with the assumption that an on-line state identification algorithm can be developed, and with its use, the stoichiometry of the process can be controlled. The input-output characteristics have been plotted to observe the location of the peak of the substrate coverage with the desired compound (see Fig. 8). By selecting a preferred subsurface by formulating first order equations to delimit a monotone region (see Fig. 9) it was possible to conceive a state-dependent state limiting algorithm that can operate the system with two independent continuously pumped reactive gas inputs. This came as a proposed alternative for RGPP - Reactive Gas Pulsed Process [16, 41] which for the sake of stability had to compromise on stoichiometry.

One would be mistaken by thinking that better control of the process can only be achieved by ever more complicated control structures. Some researchers focused on model reduction, in order to facilitate the implementation of less complex control algorithms. The work done by Woelfel et al. concentrates on developing models that suffice the control goal [67]. It was mentioned that most results in the field were provided from either a vacuum science or a thin solid film approach, therefore most models developed were not usable for control purposes. It was emphasized that not enough work has been done to identify the input-output behavior of the reactive sputtering process.

They recognized [62] that for control purposes the Berg model can be reduced to the Abel differential equation (see Eq. (11)). In Eq. (11) the system input $u(t)$ is the gas flow and the system output $y(t)$ is the sputtering voltage.

$$
\begin{equation*}
\dot{y}(\mathrm{t})=\mathrm{A} y^{3}(\mathrm{t})+\mathrm{B} y^{2}(\mathrm{t})+\mathrm{Cy}(\mathrm{t})+\mathrm{D}+\mathrm{Eu}(\mathrm{t}) \tag{11}
\end{equation*}
$$

Using this model it was later demonstrated that a venerable PID (propor-tional-integral-derivative) type controller can be used to control and stabilize the complex system. Detailed description has been given for the necessary preconditions that are needed to apply the given tuning rules [64].


Figure 8: Substrate coverage with $\theta_{M G_{1} G_{2}}$ at $I=0.1[A]$ for different reactive partial pressure combinations [40].

In [62], the parameter identification of the reduced model in Eq. (11) has been presented. The identification process begins with the construction of a matrix using the inputs and outputs of the system (see Eq. (12)). According to this approach, the parameters are identified from measured samples of the system input, system output and of the derivative of the system output.


Figure 9: The contour plot of the substrate coverage and the lines used to delimit the preferred area [40].

$$
\underbrace{\left(\begin{array}{ccccc}
y_{\mathfrak{m} 1}^{3} & y_{\mathfrak{m} 1}^{2} & y_{\mathfrak{m} 1} & 1 & u_{\mathfrak{m} 1}  \tag{12}\\
y_{\mathfrak{m} 2}^{3} & y_{\mathfrak{m} 2}^{2} & y_{\mathfrak{m} 2} & 1 & u_{\mathfrak{m} 2} \\
y_{\mathfrak{m} 3}^{3} & y_{\mathfrak{m} 3}^{2} & y_{\mathfrak{m} 3} & 1 & u_{\mathfrak{m} 3} \\
y_{\mathfrak{m} 4}^{3} & y_{\mathfrak{m} 4}^{2} & y_{\mathfrak{m} 4} & 1 & u_{\mathfrak{m} 4} \\
y_{\mathfrak{m} 5}^{3} & y_{\mathfrak{m} 5}^{2} & y_{\mathfrak{m} 5} & 1 & u_{\mathfrak{m} 5} \\
\vdots & \vdots & \vdots & \vdots & \vdots
\end{array}\right)}_{\mathrm{M}} \underbrace{\left(\begin{array}{c}
A \\
B \\
C \\
\mathrm{D} \\
\mathrm{E}
\end{array}\right)}_{\mathrm{m}}=\underbrace{\left(\begin{array}{c}
\dot{y}_{\mathfrak{m} 1} \\
\dot{y}_{\mathfrak{m} 2} \\
\dot{y}_{\mathfrak{m} 3} \\
\dot{y}_{\mathfrak{m} 4} \\
\dot{y}_{\mathfrak{m} 5} \\
\vdots
\end{array}\right)}_{\mathrm{r}}
$$

Calculating the Moore-Penrose type left pseudoinverse matrix gives the parameter vector $\mathfrak{n}$ of the system under examination (see Eq. (13)). The parameter vector obtained by Eq. (13) can be used to calculate the parameters of
the original state-space system $\left(\mathrm{a}_{\mathrm{i}, \mathrm{j}}\right)$. Equations (11-13) have been presented in this form in [67].

$$
\begin{equation*}
n=M^{+} r \tag{13}
\end{equation*}
$$

## 4 Conclusion and future challenges

In 2019, Depla et al. published an article on the current opportunities and challenges in modeling reactive magnetron sputtering [28]. They mentioned four areas that still need considerable attention:

1. redeposition of sputtered atoms,
2. studying I-V characteristics,
3. sample rotation,
4. pulsing discharge currents.

In our opinion, in future research on this topic emphasis should and probably will be placed on the following key points:

1. delimitation of ranges for some parameters in macroscopic models with the aid of the results obtained from detailed kinematic modeling,
2. precise identification of parameters with the help of the macroscopic dynamic models using measureable data such as partial pressures, gas flows, substrate temperatures, spectrum intensities, voltages and current values,
3. the use of online parameter identification algorithms to identify real-time substrate coverage and composition, mainly for control purposes,
4. development of macroscopic models that, from the perspective of process control, adequately integrate the models used to describe phenomena on the surfaces of both target and substrate as well as models used to describe the state of the plasma discharge.
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#### Abstract

Given a graph $G=(\mathrm{V}, \mathrm{E})$, with respect to a vertex partition $\mathscr{P}$ we associate a matrix called $\mathscr{P}$-matrix and define the $\mathscr{P}$-energy, $\mathrm{E}_{\mathscr{P}}(\mathrm{G})$ as the sum of $\mathscr{P}$-eigenvalues of $\mathscr{P}$-matrix of G . Apart from studying some properties of $\mathscr{P}$-matrix, its eigenvalues and obtaining bounds of $\mathscr{P}$-energy, we explore the robust(shear) $\mathscr{P}$-energy which is the maximum(minimum) value of $\mathscr{P}$-energy for some families of graphs. Further, we derive explicit formulas for $\mathrm{E}_{\mathscr{P}}(\mathrm{G})$ of few classes of graphs with different vertex partitions.


## 1 Introduction

In this paper, we are concerned with simple and undirected graph $G=(\mathrm{V}, \mathrm{E})$ of order n and size m . For spectral and graph theoretic terminologies we refer Cvetković et al. and West respectively [4, 14].

If $A(G)$ is the adjacency matrix of a graph $G$, then its energy is the sum of the absolute values of all the eigenvalues of $\boldsymbol{A}(\mathrm{G})$ [5]. In 1978, Gutman introduced this concept and thereafter, extensive studies on the same have

[^11]been carried out by several researchers on its theoretical as well as practical aspects and several variations of graph energy can be found in the literature [2, 6, 7, 12].

An interesting variation of graph energy is the k -partition energy defined by Sampathkumar et al. [12]. They have introduced this concept using the idea of a matrix called L-matrix, $\mathrm{P}_{\mathrm{k}}(\mathrm{G})$ with respect to a vertex partition $\mathrm{P}_{\mathrm{k}}$ that uniquely represents the given graph G . The k -partition energy, $\mathrm{E}_{\mathrm{P}_{\mathrm{k}}}(\mathrm{G})$ is sum of the absolute values of k -partition eigenvalues of $\mathrm{P}_{\mathrm{k}}(\mathrm{G})$. For a given graph $G$, the value of $E_{P_{k}}(G)$ varies according to different vertex partitions. It can be observed that the properties of elements in the vertex partition is not taken into consideration while determining the value of $\mathrm{E}_{\mathrm{P}_{\mathrm{k}}}(\mathrm{G})$. In the present study, we consider this aspect and introduce $\mathscr{P}$-energy as a variation of k-partition energy.

Let $\mathscr{P}=\left\{\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots, \mathrm{~V}_{\mathrm{k}}\right\}$ be a partition of the vertex set $\mathrm{V}(\mathrm{G})$ of a graph $\mathrm{G}=(\mathrm{V}, \mathrm{E})$. Then the $\mathscr{P}$-matrix of $\mathrm{G}, \mathrm{A}_{\mathscr{P}}(\mathrm{G})=\mathrm{D}(\mathrm{G})+\mathrm{P}_{\mathrm{k}}(\mathrm{G})$, where $\mathrm{D}(\mathrm{G})$ is the diagonal matrix with the $\mathfrak{i}^{\text {th }}$ diagonal entry, the cardinality of the set $\mathrm{V}_{\mathrm{r}} \in \mathscr{P}$ containing the vertex $\mathrm{v}_{\mathrm{i}}$. In other words, $\mathrm{A}_{\mathscr{P}}(\mathrm{G})=\left(\mathrm{a}_{\mathrm{ij}}\right)_{\mathrm{n} \times \mathrm{n}}$ where

$$
a_{i j}= \begin{cases}\left|V_{r}\right| & \text { if } i=j \text { and } v_{i}=v_{j} \in V_{r}, \text { for } r=1,2, \ldots k \\ 2 & \text { if } v_{i} v_{j} \in E(G) \text { with } v_{i}, v_{j} \in V_{r}, \\ 1 & \text { if } v_{i} v_{j} \in E(G) \text { with } v_{i} \in V_{r} \text { and } v_{j} \in V_{s} \text { for } r \neq s, \\ -1 & \text { if } v_{i} v_{j} \notin E(G) \text { with } v_{i}, v_{j} \in V_{r}, \\ 0 & \text { otherwise. }\end{cases}
$$

The characteristic polynomial of $\mathrm{A}_{\mathscr{P}}(\mathrm{G})$ is denoted by $\phi_{\mathscr{P}}(\mathrm{G}, \lambda)$ and the eigenvalues $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ of $\lambda_{\mathscr{P}}(G)$ are called $\mathscr{P}$-eigenvalues. If $g_{1}, g_{2}, \ldots, g_{n}$ are the multiplicities of $\lambda_{1}>\lambda_{2}>\ldots>\lambda_{n}$ respectively, then the $\mathscr{P}_{\text {-spectrum }}$ of $G$ is

$$
\operatorname{Spec}_{\mathscr{P}}(G)=\left\{\lambda_{1}^{g_{1}}, \lambda_{2}^{g_{2}}, \ldots, \lambda_{n}^{g_{n}}\right\}
$$

and accordingly the $\mathscr{P}$-energy, $\mathrm{E}_{\mathscr{P}}(\mathrm{G})$ is sum of the absolute values of $\mathscr{P}$ eigenvalues of $\boldsymbol{A}_{\mathscr{P}}(\mathrm{G})$.

For a given vertex partition $\mathscr{P}$ of $\mathrm{V}(\mathrm{G})$, the diagonal entries of $A_{\mathscr{P}}(\mathrm{G})$ are positive numbers, whereas the diagonal entries of $P_{k}(G)$ are zeros and remaining entries of these matrices are same which belongs to the set $\{2,1,0,-1\}$. Since the absolute values of the eigenvalues of any matrix are directly proportional to the maximum value of the absolute values of entries in the given matrix, one immediate observation is that if the cardinality of every mem-
ber of the given vertex partition $\mathscr{P}$ of a graph $G$ is greater than 1 , then $E_{\mathscr{P}}(G) \geq E_{P_{k}}(G)$.

Another interesting observation about $\mathscr{P}$-energy is that, as the order of vertex partition $\mathscr{P}$ of a given graph G increases, value of $\mathrm{E}_{\mathscr{P}}(\mathrm{G})$ decreases. Hence, $\mathscr{P}$-energy of a graph G is maximum when the vertex partition $\mathscr{P}=\{\mathrm{V}(\mathrm{G})\}$ and minimum when $\mathscr{P}=\left\{\left\{v_{1}\right\},\left\{v_{2}\right\}, \ldots,\left\{v_{n}\right\}\right\}$. We call the maximum (minimum) value of $\mathscr{P}$-energy as the robust(shear) $\mathscr{P}_{-e n e r g y, ~} \mathrm{E}_{\mathscr{P}_{\mathrm{r}}}(\mathrm{G})\left(\mathrm{E}_{\mathscr{P}_{s}}(\mathrm{G})\right)$, similar to the concepts of robust domination energy and shear domination energy of a graph introduced by Acharya et al. [1].
Example 1 For a null graph H of order n , it can easily be verified that $\mathrm{E}_{\mathscr{P}_{\mathrm{r}}}(\mathrm{H})=\mathrm{n}^{2}$ and $\mathrm{E}_{\mathscr{P}_{\mathrm{s}}}(\mathrm{H})=\mathrm{n}$.

Now, we state in the following remark some of the basic results from linear algebra which are required for the present study:

Remark 2 [11] If A is a real or complex matrix of order $\mathrm{n} \times \mathrm{n}$ with the characteristic polynomial $\phi(G, \lambda)$ and eigenvalues $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$, then
(i) A principal sub-matrix of order $\mathrm{r} \times \mathrm{r}$ of A is a sub-matrix consisting of the same set of r rows and r columns and a principal minor of order $\mathrm{r} \times \mathrm{r}$ of A is the determinant of a principal sub-matrix of order $\mathrm{r} \times \mathrm{r}$.
(ii) If $a_{0}, a_{1}, a_{2}, \ldots, a_{n}$ are the coefficients of $\phi(G, \lambda)$, then $(-1)^{r} a_{r}$ is the sum of principal minors of order $\mathrm{r} \times \mathrm{r}$.
(iii) If the $\mathrm{r}^{\text {th }}$ symmetric function $\mathrm{S}_{\mathrm{r}}(\mathrm{A})$ is the sum of the product of the eigenvalues of A taken r at a time, then it is the sum of $\mathrm{r} \times \mathrm{r}$ principal minors of $A$.
(iv) Trace of A is the sum of diagonal entries of A and it can also be represented as $\operatorname{tr}(A)=S_{1}(A)=-a_{1}$.
(v) $\prod_{i=1}^{n} \lambda_{i}=|A|$.

Theorem 3 [10] If $\lambda$ is an eigenvalue of the matrix $\left(\mathfrak{a}_{\mathfrak{i j}}\right)_{\mathfrak{n} \times \mathfrak{n}}$, then

$$
|\lambda| \leq n \max _{i, j}\left|a_{i j}\right| .
$$

Lemma 4 [4] If $C=\left(\begin{array}{l}A \\ B \\ B\end{array}\right)$ is a symmetric block matrix of order $2 \times 2$, then the spectrum of C is the union of the spectra of $\mathrm{A}+\mathrm{B}$ and $\mathrm{A}-\mathrm{B}$.
Lemma 5 [4] If $\mathrm{M}, \mathrm{N}, \mathrm{P}, \mathrm{Q}$ are matrices where M is invertible and $\mathrm{S}=\left(\begin{array}{c}\mathrm{P} \\ \mathrm{P}\end{array} \mathrm{N}\right)$, then $\operatorname{det} S=\operatorname{det} M \cdot \operatorname{det}\left[\mathrm{Q}-\mathrm{PM}^{-1} \mathrm{~N}\right]$.

## 2 Properties of $\mathscr{P}$-eigenvalues of $\mathrm{A}_{\mathscr{P}}(\mathrm{G})$

Before proceeding further, we present a few observations about $A_{\mathscr{P}}(\mathrm{G})$ with respect to the structure of a graph G.

Observation 1 Given a graph $\mathrm{G}=(\mathrm{V}, \mathrm{E})$, the following are true for its $\mathscr{P}$ matrix $\mathrm{A}_{\mathscr{P}}(\mathrm{G})$.
(i) If $\mathrm{d}\left(v_{i}\right)$ is the degree of $v_{i} \in \mathrm{~V}(\mathrm{G})$, then $\mathrm{d}\left(v_{i}\right)$ is the number of positive off-diagonal entries of the $\mathfrak{i}^{\text {th }}$ row corresponding to the vertex $v_{\mathfrak{i}}$ in $\mathrm{A}_{\mathscr{P}}(\mathrm{G})$.
(ii) The elements of $\boldsymbol{A}_{\mathscr{P}}(\mathrm{G})$, excluding its main diagonal entries has one-one correspondence with $\mathrm{P}_{\mathrm{k}}(\mathrm{G})$ with respect to the same vertex partition of a given graph G .
(iii) For the matrix $\mathrm{A}_{\mathscr{P}}(\mathrm{G})$,

$$
\begin{equation*}
\operatorname{tr}\left(A_{\mathscr{P}}(G)\right)=\sum_{i=1}^{n} a_{i i}=\sum_{i=1}^{k}\left|V_{i}\right|^{2} . \tag{1}
\end{equation*}
$$

(iv) If $\mathfrak{m}_{1}$ is the number of edges of a graph G whose end vertices share the same partition, $\mathrm{m}_{2}$ is the number of edges of G whose end vertices are in different partitions and $\mathfrak{m}_{3}$ is the number of pairs of non-adjacent vertices of G within the same partition, then

$$
\begin{equation*}
\sum_{1 \leq i<j \leq n}\left(a_{i j}\right)^{2}=4 m_{1}+m_{2}+m_{3} . \tag{2}
\end{equation*}
$$

The following result that characterizes $\mathscr{P}$-matrix of a graph is similar to that of the characterization of L- matrix of a labeled graph as given in [13].

Theorem 6 A symmetric matrix $\mathrm{A}=\left(\mathfrak{a}_{\mathfrak{i j}}\right)_{n \times n}$ with positive diagonal entries and off-diagonal entries belonging to the set $\{2,1,0,-1\}$ is the $\mathscr{P}$-matrix graph G of order n with the vertex partition $\mathscr{P}=\left\{\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots, \mathrm{~V}_{\mathrm{k}}\right\}$ if and only if
(i) $\mathrm{a}_{\mathfrak{i j}}, \mathrm{a}_{\mathrm{jk}} \in\{2,-1\} \Longrightarrow \mathrm{a}_{\mathrm{ik}} \in\{2,-1\}$,
(ii) $\mathfrak{a}_{\mathfrak{i j}} \in\{2,-1\}$ and $a_{j k} \in\{0,1\} \Longrightarrow a_{i k} \in\{0,1\}$ and
(iii) $v_{i} \in \mathrm{~V}_{\mathrm{r}} \Longrightarrow \mathrm{a}_{\mathfrak{i}}=\left|\mathrm{V}_{\mathrm{r}}\right|$.

In the next result, we obtain the exact values of the coefficients of $\lambda^{n}, \lambda^{n-1}$ and $\lambda^{n-2}$ in the characteristic polynomial $\phi_{\mathscr{P}}(G, \lambda)=a_{0} \lambda^{n}+a_{1} \lambda^{n-1}+\ldots+$ $a_{n-1} \lambda_{1}+a_{n}$ of $A_{\mathscr{P}}(G)$.

Proposition 7 If G is a graph with vertex partition $\mathscr{P}=\left\{\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots \mathrm{~V}_{\mathrm{k}}\right\}$ and $\phi_{\mathscr{P}}(G, \lambda)=a_{0} \lambda^{n}+a_{1} \lambda^{n-1}+\ldots+a_{n}$, then
(i) $\mathrm{a}_{0}=1$
(ii) $\mathrm{a}_{1}=-\sum_{i=1}^{\mathrm{k}}\left|\mathrm{V}_{\mathrm{i}}\right|^{2}$
(iii) $a_{2}=\sum_{1 \leq i<j \leq k}\left|V_{i}\right|\left|V_{j}\right|-\left(4 m_{1}+m_{2}+m_{3}\right)$.

## Proof.

(i) It holds directly, as the characteristic polynomial $\phi_{\mathscr{P}}(\mathrm{G}, \lambda)$ is a monic polynomial.
(ii) From Remark 2(ii) and Equation (1), we get the result.
(iii) From Remark 2(ii),

$$
\begin{aligned}
(-1)^{2} a_{2} & =\sum_{1 \leq i<j \leq n}\left|\begin{array}{ll}
a_{i i} & a_{i j} \\
a_{j i} & a_{j j}
\end{array}\right| \\
& =\sum_{1 \leq i<j \leq n} a_{i i} a_{j j}-\sum_{1 \leq i<j \leq n} a_{i j} a_{j i} .
\end{aligned}
$$

Since $\mathcal{A}_{\mathscr{P}}(\mathrm{G})$ is a symmetric matrix,

$$
\begin{align*}
a_{2} & =\sum_{1 \leq i<j \leq n} a_{i i} a_{j j}-\sum_{1 \leq i<j \leq n}\left(a_{i j}\right)^{2} \\
& =\sum_{1 \leq i<j \leq k}\left|V_{i}\right|\left|V_{j}\right|-\sum_{1 \leq i<j \leq n}\left(a_{i j}\right)^{2} . \tag{3}
\end{align*}
$$

Therefore from Equations (2) and (3), we obtain the result.

The trace of a matrix is the sum of the eigenvalues of that matrix, therefore the sum of $\mathscr{P}_{\text {-eigenvalues of }} \mathrm{A}_{\mathscr{P}}(\mathrm{G})$ of a graph G is non-zero. In the next proposition, we obtain its value in terms of cardinality of elements in the vertex partition $\mathscr{P}=\left\{\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots \mathrm{~V}_{\mathrm{k}}\right\}$ of G .

Proposition 8 If G is a graph with the vertex partition $\mathscr{P}$ and $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ are the $\mathscr{P}$-eigenvalues, then
(i) $\sum_{i=1}^{n} \lambda_{i}=\sum_{i=1}^{k}\left|V_{i}\right|^{2}$
(ii) $\sum_{i=1}^{n} \lambda_{i}^{2}=\sum_{i=1}^{k}\left|V_{i}\right|^{3}+8 m_{1}+2 m_{2}+2 m_{3}$.

## Proof.

(i) From Remark 2(iv) and Equation (1), the result holds.
(ii) For a matrix $A$ of order $n \times n, \operatorname{tr}\left(A^{2}\right)=(\operatorname{tr}(A))^{2}-2 S_{2}(A)$, where $S_{2}(A)$ is the $2^{\text {nd }}$ symmetric function. This can be written as

$$
\sum_{i=1}^{n} \lambda_{i}^{2}=\left(\sum_{i=1}^{n} a_{i i}\right)^{2}-2 S_{2}(A)
$$

By Remark 2(iii),

$$
\begin{align*}
\sum_{i=1}^{n} \lambda_{i}^{2} & =\left(\sum_{i=1}^{n} a_{i i}\right)^{2}-2 \sum_{i<j}\left(a_{i i} a_{j j}-a_{i j} a_{j i}\right) \\
& =\left(\sum_{i=1}^{n} a_{i i}\right)^{2}-2 \sum_{i<j} a_{i i} a_{j j}+2 \sum_{i<j}\left(a_{i j}\right)^{2} \\
& =\sum_{i=1}^{n} a_{i i}^{2}+2 \sum_{i<j} a_{i i} a_{j j}-2 \sum_{i<j} a_{i i} a_{j j}+2 \sum_{i<j}\left(a_{i j}\right)^{2} \\
& =\sum_{i=1}^{n} a_{i i}^{2}+2 \sum_{i<j}\left(a_{i j}\right)^{2} \tag{4}
\end{align*}
$$

and

$$
\begin{align*}
\sum_{i=1}^{n} a_{i i}^{2} & =\left|\mathrm{V}_{1}\right| \cdot\left|\mathrm{V}_{1}\right|^{2}+\left|\mathrm{V}_{2}\right| \cdot\left|\mathrm{V}_{2}\right|^{2}+\ldots+\left|\mathrm{V}_{\mathrm{k}}\right| \cdot\left|\mathrm{V}_{\mathrm{k}}\right|^{2} \\
& =\left|\mathrm{V}_{1}\right|^{3}+\left|\mathrm{V}_{2}\right|^{3}+\ldots+\left|\mathrm{V}_{k}\right|^{3} \\
& =\sum_{i=1}^{k}\left|\mathrm{~V}_{\mathrm{i}}\right|^{3} . \tag{5}
\end{align*}
$$

Therefore from Equations (2), (4) and (5),

$$
\begin{equation*}
\sum_{i=1}^{n} \lambda_{i}^{2}=\sum_{i=1}^{k}\left|V_{i}\right|^{3}+2\left(4 m_{1}+m_{2}+m_{3}\right) . \tag{6}
\end{equation*}
$$

The next proposition given without proof, follows from Cauchy-Schwartz inequality and Proposition 8 (ii). Note that, the symbols $m_{1}, m_{2}, m_{3}$ for graph $\mathrm{G}_{1}$ are as given in the Observation 1(iv) and $\mathrm{m}_{1}^{\prime}, \mathrm{m}_{2}^{\prime}, \mathrm{m}_{3}^{\prime}$ are the corresponding values for the graph $\mathrm{G}_{2}$.

Proposition 9 Let $\mathrm{G}_{1}$ and $\mathrm{G}_{2}$ be two graphs with respect to vertex partition $\mathscr{P}=\left\{\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots, \mathrm{~V}_{\mathrm{k}}\right\}$ and $\mathscr{P}^{\prime}=\left\{\mathrm{V}_{1}^{\prime}, \mathrm{V}_{2}^{\prime}, \ldots, \mathrm{V}_{\mathrm{k}}^{\prime}\right\}$ respectively. If $\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{\mathrm{n}}\right\}$ and $\left\{\lambda_{1}^{\prime}, \lambda_{2}^{\prime}, \ldots, \lambda_{n}^{\prime}\right\}$ are the $\mathscr{P}$-eigenvalues of $\mathscr{P}$-matrix of $\mathrm{G}_{1}$ and $\mathrm{G}_{2}$ respectively, then

$$
\sum_{i=1}^{n} \lambda_{i} \lambda_{i}^{\prime} \leq \sqrt{\left[\sum_{i=1}^{k}\left|V_{i}\right|^{3}+8 m_{1}+2 m_{2}+2 m_{3}\right]\left[\left.\sum_{i=1}^{k}\left|V_{i}^{\prime}\right|\right|^{3}+8 m_{1}^{\prime}+2 m_{2}^{\prime}+2 m_{3}^{\prime}\right]} .
$$

## 3 Bounds for $\mathscr{P}$-energy

Now we present some bounds for the $\mathscr{P}$-energy of a graph G in terms of its order and the cardinality of elements in its vertex partition. One obvious bound when $\mathscr{P}=\left\{\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots \mathrm{~V}_{\mathrm{k}}\right\}$ is

$$
\sum_{i=1}^{k}\left|V_{i}\right|^{2} \leq E_{\mathscr{P}}(G) \leq n^{3}
$$

The lower bound follows from the inequality $\sum_{i=1}^{n} \lambda_{i} \leq \sum_{i=1}^{n}\left|\lambda_{i}\right|$ whereas the upper bound is a direct deduction from Theorem 3.

Theorem 10 For any graph G with vertex partition $\mathscr{P}=\left\{\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots \mathrm{~V}_{\mathrm{k}}\right\}$,

$$
\begin{equation*}
\mathrm{E}_{\mathscr{P}}(\mathrm{G}) \leq \sqrt{n\left\{\sum_{i=1}^{k}\left|V_{i}\right|^{3}+8 m_{1}+2 m_{2}+2 m_{3}\right\}} . \tag{7}
\end{equation*}
$$

Proof. By Cauchy-Schwartz inequality,

$$
\begin{equation*}
\left(\sum_{i=1}^{n} a_{i} b_{i}\right)^{2} \leq\left(\sum_{i=1}^{n} a_{i}^{2}\right)\left(\sum_{i=1}^{n} b_{i}^{2}\right) . \tag{8}
\end{equation*}
$$

Replace $a_{i}=1$ and $b_{i}=\left|\lambda_{i}\right|$ in Equation (8),

$$
\begin{aligned}
\left(\sum_{i=1}^{n}\left|\lambda_{i}\right|\right)^{2} & \leq\left(\sum_{i=1}^{n} 1\right)\left(\sum_{i=1}^{n}\left|\lambda_{i}\right|^{2}\right) \\
& \leq n \sum_{i=1}^{n} \lambda_{i}^{2} .
\end{aligned}
$$

From Equation (6),

$$
\left(\sum_{i=1}^{n}\left|\lambda_{i}\right|\right)^{2} \leq n\left\{\sum_{i=1}^{k}\left|V_{i}\right|^{3}+8 m_{1}+2 m_{2}+2 m_{3}\right\}
$$

Hence,

$$
\mathrm{E}_{\mathscr{P}}(\mathrm{G}) \leq \sqrt{n\left\{\sum_{i=1}^{k}\left|V_{i}\right|^{3}+8 m_{1}+2 m_{2}+2 m_{3}\right\}}
$$

Theorem 11 Let G be a graph with vertex partition $\mathscr{P}=\left\{\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots \mathrm{~V}_{\mathrm{k}}\right\}$ and $\left|\mathcal{A}_{\mathscr{P}}(\mathrm{G})\right|$ be the determinant of $\mathrm{A}_{\mathscr{P}}(\mathrm{G})$. Then

$$
\begin{equation*}
E_{\mathscr{P}}(G) \geq \sqrt{\sum_{i=1}^{k}\left|V_{i}\right|^{3}+8 m_{1}+2 m_{2}+2 m_{3}+n(n-1)\left|A_{\mathscr{P}}(G)\right|^{2 / n}} . \tag{9}
\end{equation*}
$$

Proof. By the definition of $\mathscr{P}$-energy,

$$
\begin{align*}
{\left[E_{\mathscr{P}}(G)\right]^{2}=\left(\sum_{i=1}^{n}\left|\lambda_{i}\right|\right)^{2} } & =\left(\sum_{i=1}^{n}\left|\lambda_{i}\right|\right)\left(\sum_{j=1}^{n}\left|\lambda_{j}\right|\right) \\
& =\sum_{i=1}^{n}\left|\lambda_{i}\right|^{2}+\sum_{i \neq j}\left|\lambda_{i}\right|\left|\lambda_{j}\right| . \tag{10}
\end{align*}
$$

By using arithmetic and geometric mean inequality, Equation (10) can be written as follows

$$
\begin{aligned}
{\left[E_{\mathscr{P}}(G)\right]^{2} } & \geq \sum_{i=1}^{n}\left|\lambda_{i}\right|^{2}+n(n-1)\left(\prod_{i \neq j}\left|\lambda_{i}\right|\left|\lambda_{j}\right|\right)^{\frac{1}{n(n-1)}} \\
& \geq \sum_{i=1}^{n}\left|\lambda_{i}\right|^{2}+n(n-1)\left(\prod_{i=1}^{n}\left|\lambda_{i}\right|^{2(n-1)}\right)^{\frac{1}{n(n-1)}} .
\end{aligned}
$$

Therefore,

$$
\left[E_{\mathscr{P}}(G)\right]^{2} \geq \sum_{i=1}^{n}\left|\lambda_{i}\right|^{2}+n(n-1)\left(\prod_{i=1}^{n}\left|\lambda_{i}\right|\right)^{\frac{2}{n}} .
$$

Hence from Remark 2(v) and Equation (6),

$$
\mathrm{E}_{\mathscr{P}}(\mathrm{G}) \geq \sqrt{\sum_{\mathrm{i}=1}^{\mathrm{k}}\left|\mathrm{~V}_{\mathrm{i}}\right|^{3}+8 m_{1}+2 \mathrm{~m}_{2}+2 \mathrm{~m}_{3}+\mathrm{n}(\mathrm{n}-1)\left|\mathcal{A}_{\mathscr{P}}(\mathrm{G})\right|^{2 / n}} .
$$

Remark 12 Let H be a null graph of order n . Then the upper and lower bounds given by Equations (7) and (9) are sharp for the vertex partition $\mathscr{P}=$ $\left\{\left\{v_{1}\right\},\left\{v_{2}\right\}, \ldots,\left\{v_{n}\right\}\right\}$ of H .

## $4 \mathscr{P}$-energy of some graph families

In this section, we examine the $\mathscr{P}$-energy of some families of graphs for the trivial partitions $\mathscr{P}=\{\mathrm{V}(\mathrm{G})\}$ and $\mathscr{P}=\left\{\left\{\nu_{1}\right\},\left\{\nu_{2}\right\}, \ldots,\left\{\nu_{n}\right\}\right\}$ respectively. Recall that the extreme values of $\mathscr{P}$-energy is obtained with respect to these partitions and the largest value of $\mathrm{E}_{\mathscr{P}}(\mathrm{G})$ denoted by $\mathrm{E}_{\mathscr{P}_{r}}(\mathrm{G})$ is referred to as the robust $\mathscr{P}$-energy and the smallest denoted by $\mathrm{E}_{\mathscr{D}_{s}}(\mathrm{G})$ is referred to as the shear $\mathscr{P}$-energy.

Theorem 13 For the complete graph $\mathrm{K}_{\mathrm{n}}$,

$$
\mathrm{E}_{\mathscr{P}_{\mathrm{r}}}\left(\mathrm{~K}_{\mathrm{n}}\right)=\mathrm{n}^{2} \text { and } \mathrm{E}_{\mathscr{P}_{s}}\left(\mathrm{~K}_{\mathrm{n}}\right)=\mathrm{n} .
$$

Proof. Let $\mathrm{K}_{\mathrm{n}}$ be a complete graph and $\mathscr{P}=\{\mathrm{V}(\mathrm{G})\}$. The $\mathscr{P}$-matrix of $\mathrm{K}_{\mathrm{n}}$ is

$$
A_{\mathscr{P}}\left(K_{n}\right)=[(n-2) I+2 J]_{n \times n}
$$

where J is the matrix of order $\mathrm{n} \times \mathrm{n}$ whose all entries are 1 and I is identity matrix of order $n \times n$. The characteristic polynomial is $\phi_{\mathscr{P}}\left(K_{n}, \lambda\right)=\mid \lambda I-$ $\mathrm{A}_{\mathscr{P}}\left(\mathrm{K}_{\mathrm{n}}\right) \mid$. Thus,

$$
\begin{aligned}
\phi_{\mathscr{P}}\left(K_{n}, \lambda\right) & =\left|\begin{array}{ccccc}
\lambda-n & -2 & -2 & \ldots & -2 \\
-2 & \lambda-n & -2 & \ldots & -2 \\
-2 & -2 & \lambda-n & \ldots & -2 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-2 & -2 & -2 & \ldots & \lambda-n
\end{array}\right|_{n \times n} \\
& =[\lambda-(n-2)]^{(n-1)}[\lambda-(3 n-2)] .
\end{aligned}
$$

Therefore,

$$
\operatorname{Spec}_{\mathscr{P}}\left(\mathrm{K}_{n}\right)=\left\{(3 n-2)^{1},(n-2)^{(n-1)}\right\}
$$

and

$$
\mathrm{E}_{\mathscr{P}}\left(\mathrm{K}_{\mathrm{n}}\right)=\mathrm{n}^{2} \text { with respect to the vertex partition } \mathscr{P}=\{\mathrm{V}(\mathrm{G})\} .
$$

Hence, $\mathrm{E}_{\mathscr{P}_{\mathrm{r}}}\left(\mathrm{K}_{\mathrm{n}}\right)=\mathrm{n}^{2}$. Now, let $\mathscr{P}$ be a vertex partition of $\mathrm{K}_{\mathrm{n}}$ such that $\mathscr{P}=\left\{\left\{v_{1}\right\},\left\{v_{2}\right\}, \ldots,\left\{\nu_{n}\right\}\right\}$. The $\mathscr{P}$-matrix of $\mathrm{K}_{\mathrm{n}}$ is

$$
A_{\mathscr{P}}\left(K_{n}\right)=J_{n \times n}
$$

and

$$
\begin{aligned}
\phi_{\mathscr{P}}\left(K_{n}, \lambda\right) & =\left|\begin{array}{ccccc}
\lambda-1 & -1 & -1 & \ldots & -1 \\
-1 & \lambda-1 & -1 & \ldots & -1 \\
-1 & -1 & \lambda-1 & \ldots & -1 \\
\vdots & \vdots & \vdots & \ddots & -1 \\
-1 & -1 & -1 & \ldots & \lambda-1
\end{array}\right|_{n \times n} \\
& =\lambda^{(n-1)}(\lambda-n) .
\end{aligned}
$$

Therefore,

$$
\operatorname{Spec}_{\mathscr{P}}\left(K_{n}\right)=\left\{n^{1}, 0^{(n-1)}\right\}
$$

and

$$
\mathrm{E}_{\mathscr{P}}\left(\mathrm{K}_{\mathrm{n}}\right)=\mathrm{n} \text { with respect to the vertex partition } \mathscr{P}=\left\{\left\{v_{1}\right\},\left\{v_{2}\right\}, \ldots,\left\{v_{n}\right\}\right\} .
$$

Hence, $\mathrm{E}_{\mathscr{P}_{s}}\left(\mathrm{~K}_{\mathrm{n}}\right)=\mathrm{n}$.

Remark 14 For a complete graph $\mathrm{K}_{\mathrm{n}}$ and a null graph H ,

$$
\mathrm{E}_{\mathscr{P}_{\mathrm{r}}}\left(\mathrm{~K}_{\mathrm{n}}\right)=\mathrm{E}_{\mathscr{P}_{\mathrm{r}}}(\mathrm{H}) \text { and } \mathrm{E}_{\mathscr{P}_{s}}\left(\mathrm{~K}_{\mathrm{n}}\right)=\mathrm{E}_{\mathscr{P}_{s}}(\mathrm{H}) \text {. }
$$

Note that $\mathrm{K}_{\mathrm{n}}$ and H are non-cospectral equi- $\mathscr{P}$-energetic graphs, since the $\mathscr{P}$ eigenvalues of $\mathscr{P}$-matrices of both the graphs differ but the values of their robust and shear $\mathscr{P}$-energies coincide.

The following result deals with the robust and shear $\mathscr{P}$-energy of a star. We omit its proof, since its proof technique is similar to that of Theorem 13.

Theorem 15 If $\mathrm{K}_{1, \mathrm{n}-1}$ is a star of order $\mathrm{n} \geq 2$, then

$$
\begin{aligned}
& \mathrm{E}_{\mathscr{P}_{r}}\left(\mathrm{~K}_{1, n-1}\right)=2 n-4+\sqrt{n^{2}+12 n-12} \text { and } \\
& E_{\mathscr{P}_{s}}\left(K_{1, n-1}\right)=(n-2)+2 \sqrt{n-1} .
\end{aligned}
$$

If we join the maximum degree vertex of two copies of $K_{1, r-1}$ of order $r(r \geq 2)$, then the resultant graph is called a double star $B_{r, r}$ of order $n=2 r$.

Theorem 16 If $\mathrm{B}_{\mathrm{r}, \mathrm{r}}$ is a double star of order n , then

$$
\begin{aligned}
& \mathrm{E}_{\mathscr{P}_{\mathrm{r}}}\left(\mathrm{~B}_{\mathrm{r}, \mathrm{r}}\right)=\mathrm{n}^{2} \quad \text { for } \mathrm{n} \geq 2, \\
& \mathrm{E}_{\mathscr{P}_{s}}\left(\mathrm{~B}_{\mathrm{r}, \mathrm{r}}\right)= \begin{cases}n-1+\sqrt{2 n-3} & \text { for } 2 \leq n<8, \\
(n-4)+2 \sqrt{2 n-3} & \text { for } n \geq 8\end{cases}
\end{aligned}
$$

Proof. Let $\mathrm{B}_{\mathrm{r}, \mathrm{r}}$ be a double star of order n with respect to the vertex partition $\mathscr{P}=\{\mathrm{V}(\mathrm{G})\}$. Then

$$
A_{\mathscr{P}}\left(\mathrm{B}_{\mathrm{r}, \mathrm{r}}\right)=\left(\begin{array}{cccccccccc}
n & 2 & 2 & \ldots & 2 & 2 & -1 & -1 & \ldots & -1 \\
2 & n & -1 & \ldots & -1 & -1 & -1 & -1 & \ldots & -1 \\
2 & -1 & n & \ldots & -1 & -1 & -1 & -1 & \ldots & -1 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
2 & -1 & -1 & \ldots & n & -1 & -1 & -1 & \ldots & -1 \\
2 & -1 & -1 & \ldots & -1 & n & 2 & 2 & \ldots & 2 \\
-1 & -1 & -1 & \ldots & -1 & 2 & n & -1 & \ldots & -1 \\
-1 & -1 & -1 & \ldots & -1 & 2 & -1 & n & \ldots & -1 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
-1 & -1 & -1 & \ldots & -1 & 2 & -1 & -1 & \ldots & n
\end{array}\right)_{n \times n} .
$$

Clearly, it is of the form $\left(\begin{array}{l}A \\ B\end{array} A_{A}^{B}\right)$. To get $\operatorname{Spec}_{\mathscr{P}}\left(B_{r, r}\right)$, we need to find $\operatorname{Spec}_{\mathscr{P}}(A+$ $B)$ and $\operatorname{Spec}_{\mathscr{P}}(A-B)$ by solving its respective characteristic polynomials.

By applying a series of row and column operations on $\phi_{\mathscr{P}}(A+B, \lambda)$ and $\phi_{\mathscr{P}}(A-B, \lambda)$, and using Lemma 5 ,

$$
\begin{align*}
\phi_{\mathscr{P}}(A+B, \lambda)= & {[\lambda-(n+1)]^{(r-2)}\left[\lambda-\frac{(n+5)+\sqrt{n^{2}+12 n-3}}{2}\right] } \\
& {\left[\lambda-\frac{(n+5)-\sqrt{n^{2}+12 n-3}}{2}\right] } \tag{11}
\end{align*}
$$

and

$$
\begin{align*}
\phi_{\mathscr{P}}(A-B, \lambda)= & {[\lambda-(n+1)]^{(r-2)}\left[\lambda-\frac{(2 n-1)+3 \sqrt{2 n-3}}{2}\right] } \\
& {\left[\lambda-\frac{(2 n-1)-3 \sqrt{2 n-3}}{2}\right] . } \tag{12}
\end{align*}
$$

Therefore from Equations (11) and (12), and by the Lemma 4,

$$
\begin{aligned}
\operatorname{Spec}_{\mathscr{P}}\left(B_{r, r}\right) & =\left\{\left[\frac{(n+5)+\sqrt{n^{2}+12 n-3}}{2}\right]^{1},\left[\frac{(2 n-1)+3 \sqrt{2 n-3}}{2}\right]^{1},\right. \\
& (n+1)^{(n-4)},\left[\frac{(2 n-1)-3 \sqrt{2 n-3}}{2}\right]^{1} \\
& {\left.\left[\frac{(n+5)-\sqrt{n^{2}+12 n-3}}{2}\right]^{1}\right\} . }
\end{aligned}
$$

Hence, $\mathrm{E}_{\mathscr{P}_{\mathrm{r}}}\left(\mathrm{B}_{\mathrm{r}, \mathrm{r}}\right)=\mathrm{n}^{2}$, for $\mathrm{n} \geq 2$. Now, we consider the vertex partition $\mathscr{P}=\left\{\left\{\nu_{1}\right\},\left\{\nu_{2}\right\}, \ldots,\left\{\nu_{n}\right\}\right\}$ of $\mathrm{B}_{\mathrm{r}, \mathrm{r}}$ and the corresponding $\mathscr{P}$-matrix of $\mathrm{B}_{\mathrm{r}, \mathrm{r}}$ is

$$
A_{\mathscr{P}}\left(B_{r, r}\right)=\left(\begin{array}{cccccccccc}
1 & 1 & 1 & \ldots & 1 & 1 & 0 & 0 & \ldots & 0 \\
1 & 1 & 0 & \ldots & 0 & 0 & 0 & 0 & \ldots & 0 \\
1 & 0 & 1 & \ldots & 0 & 0 & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 0 & 0 & \ldots & 1 & 0 & 0 & 0 & \ldots & 0 \\
1 & 0 & 0 & \ldots & 0 & 1 & 1 & 1 & \ldots & 1 \\
0 & 0 & 0 & \ldots & 0 & 1 & 1 & 0 & \ldots & 0 \\
0 & 0 & 0 & \ldots & 0 & 1 & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 1 & 0 & 0 & \ldots & 1
\end{array}\right)_{n \times n} .
$$

It is of the form $\left(\begin{array}{ll}A & B \\ B & A\end{array}\right)$. Thus,

$$
\begin{equation*}
\phi_{\mathscr{P}}(A+B, \lambda)=(\lambda-1)^{(r-2)}\left[\lambda-\left(\frac{3 \pm \sqrt{4 r-3}}{2}\right)\right] \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{\mathscr{P}}(A-B, \lambda)=(\lambda-1)^{(r-2)}\left[\lambda-\left(\frac{1 \pm \sqrt{4 \mathrm{r}-3}}{2}\right)\right] . \tag{14}
\end{equation*}
$$

Therefore from Lemma 4 and Equations (13) and (14),

$$
\begin{aligned}
\operatorname{Spec}_{\mathscr{P}}\left(B_{r, r}\right)= & \left\{\left(\frac{3+\sqrt{4 \mathrm{r}-3}}{2}\right)^{1},\left(\frac{1+\sqrt{4 \mathrm{r}-3}}{2}\right)^{1},\right. \\
& \left.\left(\frac{1-\sqrt{4 \mathrm{r}-3}}{2}\right)^{1},\left(\frac{3-\sqrt{4 \mathrm{r}-3}}{2}\right)^{1}, 1^{(\mathrm{n}-4)}\right\} .
\end{aligned}
$$

Hence, $\mathrm{E}_{\mathscr{P}_{s}}\left(\mathrm{~B}_{\mathrm{r}, \mathrm{r}}\right)=\mathrm{n}-1+\sqrt{2 \mathrm{n}-3}, \quad$ for $2 \leq \mathrm{n}<8$ and $E_{\mathscr{P}_{s}}\left(B_{r, r}\right)=(n-4)+2 \sqrt{2 n-3}$, for $n \geq 8$.

Theorem 17 If $\mathrm{K}_{\mathrm{r}, \mathrm{r}}$ is a complete bipartite graph of order $\mathrm{n}=2 \mathrm{r} \geq 2$, then

$$
\mathrm{E}_{\mathscr{P}_{\mathrm{r}}}\left(\mathrm{~K}_{\mathrm{r}, \mathrm{r}}\right)=\mathrm{n}^{2}+2 \mathrm{n}-2 \text { and } \mathrm{E}_{\mathscr{P}_{s}}\left(\mathrm{~K}_{\mathrm{r}, \mathrm{r}}\right)=2(\mathrm{n}-1) .
$$

Proof. Let $\mathrm{K}_{\mathrm{r}, \mathrm{r}}$ be a complete bipartite graph of order n and let $\mathscr{P}=\{\mathrm{V}(\mathrm{G})\}$. The $\mathscr{P}$-matrix of $\mathrm{K}_{\mathrm{r}, \mathrm{r}}$ is a $2 \times 2$ block matrix which can be represented as $\left(\begin{array}{cc}A & B \\ B & A\end{array}\right)$.

$$
A_{\mathscr{P}}\left(\mathrm{K}_{\mathrm{r}, \mathrm{r}}\right)=\left(\begin{array}{cc}
{[(n+1) \mathrm{I}-\mathrm{J}]_{\mathrm{r} \times r}} & [2]]_{\mathrm{r} \times r} \\
[2]]_{r \times r} & {[(n+1) \mathrm{I}-\mathrm{J}]_{r \times r}}
\end{array}\right) .
$$

Therefore, from Lemma 4 its $\mathscr{P}$-spectrum is given by

$$
\begin{equation*}
\operatorname{Spec}_{\mathscr{P}}\left(K_{r, r}\right)=\operatorname{Spec}_{\mathscr{P}}(A+B) \cup \operatorname{Spec}_{\mathscr{P}}(A-B) . \tag{15}
\end{equation*}
$$

By applying successive row and column operations on $\phi_{\mathscr{P}}(A+B, \lambda)$ and $\phi_{\mathscr{P}}(A-B, \lambda)$, and simplifying using Lemma 5 , we get

$$
\begin{equation*}
\phi_{\mathscr{P}}(A+B, \lambda)=[\lambda-(3 r+1)][\lambda-(n+1)]^{(r-1)} \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{\mathscr{P}}(A-B, \lambda)=[\lambda+(r-1)][\lambda-(2 n+1)][\lambda-(n+1)]^{(r-2)} . \tag{17}
\end{equation*}
$$

Thus, from Equations (15), (16) and (17)

$$
\phi_{\mathscr{P}}\left(\mathrm{K}_{\mathrm{r}, \mathrm{r}}, \lambda\right)=[\lambda+(r-1)][\lambda-(3 r+1)][\lambda-(2 n+1)][\lambda-(n+1)]^{(n-3)} .
$$

Therefore,

$$
\operatorname{Spec}_{\mathscr{P}}\left(K_{r, r}\right)=\left\{(2 n+1)^{1},(3 r+1)^{1},(n+1)^{(n-3)},[-(r-1)]^{1}\right\}
$$

and

$$
\mathrm{E}_{\mathscr{P}_{\mathrm{r}}}\left(\mathrm{~K}_{\mathrm{r}, \mathrm{r}}\right)=\mathrm{n}^{2}+2 \mathrm{n}-2 .
$$

Now, if we consider $\mathscr{P}=\left\{\left\{\nu_{1}\right\},\left\{v_{2}\right\}, \ldots,\left\{v_{n}\right\}\right\}$ as the vertex partition of $K_{\mathrm{r}, \mathrm{r}}$, then the corresponding $\mathscr{P}$-energy will be shear $\mathscr{P}$-energy of G . So, consider $\mathrm{K}_{\mathrm{r}, \mathrm{r}}$ with respect to $\mathscr{P}=\left\{\left\{v_{1}\right\},\left\{v_{2}\right\}, \ldots,\left\{v_{\mathrm{n}}\right\}\right\}$ and the $\mathscr{P}$-matrix of $\mathrm{K}_{\mathrm{r}, \mathrm{r}}$ is $A_{\mathscr{P}}\left(\mathrm{K}_{\mathrm{r}, \mathrm{r}}\right)=\binom{\mathrm{I}$ I }{J} . Therefore, from Lemma 4

$$
\begin{equation*}
\operatorname{Spec}_{\mathscr{P}}\left(\mathrm{K}_{\mathrm{r}, \mathrm{r}}\right)=\operatorname{Spec}_{\mathscr{P}}(\mathrm{I}+\mathrm{J}) \cup \operatorname{Spec}_{\mathscr{P}}(\mathrm{I}-\mathrm{J}) . \tag{18}
\end{equation*}
$$

By applying successive row and column operations on $\phi_{\mathscr{P}}(A+B, \lambda)$ and $\phi_{\mathscr{P}}(A-B, \lambda)$, and simplifying using Lemma 5 , we get the corresponding $\mathscr{P}_{-}$ eigenvalues. Thus,

$$
\begin{equation*}
\operatorname{Spec}_{\mathscr{P}}(A+B)=\left\{1^{(r-1)},(r+1)^{1}\right\} \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Spec}_{\mathscr{P}}(A-B)=\left\{1^{(r-1)},[-(r-1)]^{1}\right\} . \tag{20}
\end{equation*}
$$

Therefore, from Equations (18), (19) and (20)

$$
\operatorname{Spec}_{\mathscr{P}}\left(\mathrm{K}_{\mathrm{r}, \mathrm{r}}\right)=\left\{(\mathrm{r}+1)^{1}, 1^{(\mathrm{n}-2)},[-(\mathrm{r}-1)]^{1}\right\}
$$

and

$$
\mathrm{E}_{\mathscr{P}_{s}}\left(\mathrm{~K}_{\mathrm{r}, \mathrm{r}}\right)=2(\mathrm{n}-1) .
$$

Remark 18 We observe that, the robust $\mathscr{P}$-energy of $\mathrm{K}_{\mathrm{r}, \mathrm{r}}$, 2-partition energy of $\mathrm{K}_{1, \mathrm{n}-1}$ and color energy of $\mathrm{K}_{1, \mathrm{n}-1}$ with respect to minimum number of colors $\chi$ are same, that is $\mathrm{E}_{\mathscr{P}_{s}}\left(\mathrm{~K}_{\mathrm{r}, \mathrm{r}}\right)=\mathrm{E}_{\mathrm{P}_{2}}\left(\mathrm{~K}_{1, \mathrm{n}-1}\right)=\mathrm{E}_{\chi}\left(\mathrm{K}_{1, \mathrm{n}-1}\right)$.

Now, we proceed to determine $\mathrm{E}_{\mathscr{P}}(\mathrm{G})$ for some families of graphs with respect to non-trivial vertex partitions.

Theorem 19 For the star $\mathrm{K}_{1, n-1}, \mathrm{n} \geq 3$, with vertex partition $\mathscr{P}=\left\{\left\{\nu_{1}\right\}\right.$, $\left.\left\{v_{2}, v_{3}, \ldots, v_{n}\right\}\right\}$ where $v_{1}$ is the central vertex and $v_{2}, v_{3}, \ldots, v_{n}$ are pendant vertices of $\mathrm{K}_{1, \mathrm{n}-1}$,

$$
E_{\mathscr{P}}\left(K_{1, n-1}\right)=n(n-2)+2 \sqrt{n-1} .
$$

Proof. The $\mathscr{P}$-matrix of $\mathrm{K}_{1, n-1}$ is

$$
A_{\mathscr{P}}\left(K_{1, n-1}\right)=\left(\begin{array}{ccccc}
1 & 1 & 1 & \ldots & 1 \\
1 & n-1 & -1 & \ldots & -1 \\
1 & -1 & n-1 & \ldots & -1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & -1 & -1 & \ldots & n-1
\end{array}\right)_{n \times n}
$$

Thus, the characteristic polynomial of $A_{\mathscr{P}}\left(\mathrm{K}_{1, n-1}\right)$ is

$$
\phi_{\mathscr{P}}\left(K_{1, n-1}, \lambda\right)=(\lambda-n)^{(n-2)}[\lambda-(1 \pm \sqrt{(n-1)})] .
$$

Hence,

$$
\operatorname{Spec}_{\mathscr{P}}\left(K_{1, n-1}\right)=\left\{[1+\sqrt{(n-1)}]^{1},[1-\sqrt{(n-1)}]^{1}, n^{(n-2)}\right\}
$$

and

$$
\begin{aligned}
E_{\mathscr{P}}\left(K_{1, n-1}\right) & =\mathfrak{n}(n-2)+|1+\sqrt{n-1}|+|1-\sqrt{n-1}| \\
& =\mathfrak{n}(n-2)+2 \sqrt{n-1}, \text { for } n \geq 3 .
\end{aligned}
$$

Now, we derive $\mathscr{P}$-energy of a double star $\mathrm{E}_{\mathscr{P}}\left(\mathrm{B}_{\mathrm{s}, \mathrm{s}}\right)$ for different partitions and for that we consider, $V\left(B_{s, s}\right)=\left\{u_{1}, u_{2}, \ldots, u_{s}, v_{1}, v_{2}, \ldots, v_{s}\right\}$ such that $u_{1}, v_{1}$ are the maximum degree (central) vertices. Note that, the pendant vertices $u_{i}$ 's are attached to $u_{1}$ and the pendant vertices $v_{i}$ 's are attached to $v_{1}$, for $i=2,3, \ldots, s$.

Theorem 20 If $\mathrm{B}_{\mathrm{s}, \mathrm{s}}$ is a double star of order $\mathrm{n} \geq 6$ with the vertex partition $\mathscr{P}=\left\{\left\{u_{1}, v_{1}\right\},\left\{\mathfrak{u}_{2}, \mathfrak{u}_{3}, \ldots, \mathfrak{u}_{s}, v_{2}, v_{3}, \ldots, v_{s}\right\}\right\}$ where $\mathfrak{u}_{1}$ and $v_{1}$ are the central vertices, then

$$
E_{\mathscr{P}}\left(B_{s, s}\right)= \begin{cases}(n-4)(n-1)+\sqrt{n^{2}-3}+5 & \text { for } n=6 \text { and } 8, \\ (n-4)(n-1)+\sqrt{n^{2}-3}+\frac{1}{2}(5+\sqrt{2 n+5}) & \text { for } n=10, \\ (n-4)(n-1)+\sqrt{n^{2}-3}+\sqrt{2 n+5} & \text { for } n \geq 12 .\end{cases}
$$

Proof. The $\mathscr{P}$-matrix of $\mathrm{B}_{s, s}$ is a $2 \times 2$ block circulant matrix which can be represented as $\left(\begin{array}{cc}A & B \\ B & A\end{array}\right)$. Therefore, by Lemma 4 its spectrum is given by

$$
\begin{equation*}
\operatorname{Spec}_{\mathscr{P}}\left(B_{s, s}\right)=\operatorname{Spec}_{\mathscr{P}}(A+B) \cup \operatorname{Spec}_{\mathscr{P}}(A-B) . \tag{21}
\end{equation*}
$$

By applying successive row and column operations on $\phi_{\mathscr{P}}(A+B, \lambda)$ and $\phi_{\mathscr{P}}(A-B, \lambda)$, we get

$$
\begin{equation*}
\operatorname{Spec}_{\mathscr{P}}(A+B)=\left\{(n-1)^{(s-2)},\left[\frac{5+\sqrt{2 n+5}}{2}\right]^{1},\left[\frac{5-\sqrt{2 n+5}}{2}\right]^{1}\right\} \tag{22}
\end{equation*}
$$

and
$\operatorname{Spec}_{\mathscr{P}}(A-B)=\left\{(n-1)^{(s-2)},\left[\frac{(n-1)+\sqrt{n^{2}-3}}{2}\right]^{1},\left[\frac{(n-1)-\sqrt{n^{2}-3}}{2}\right]^{1}\right\}$
respectively. Therefore, from Equations (21), (22) and (23)

$$
\begin{aligned}
\operatorname{Spec}_{\mathscr{P}}\left(B_{s, s}\right)= & \left\{(n-1)^{(n-4)},\left[\frac{(n-1)+\sqrt{n^{2}-3}}{2}\right]^{1},\left[\frac{5+\sqrt{2 n+5}}{2}\right]^{1}\right. \\
& {\left.\left[\frac{5-\sqrt{2 n+5}}{2}\right]^{1},\left[\frac{(n-1)-\sqrt{n^{2}-3}}{2}\right]^{1}\right\} }
\end{aligned}
$$

and

$$
\begin{aligned}
E_{\mathscr{P}}\left(B_{s, s}\right)= & (n-4)(n-1)+\left|\frac{5+\sqrt{2 n+5}}{2}\right|+\left|\frac{5-\sqrt{2 n+5}}{2}\right| \\
& +\left|\frac{(n-1)+\sqrt{n^{2}-3}}{2}\right|+\left|\frac{(n-1)-\sqrt{n^{2}-3}}{2}\right|
\end{aligned}
$$

Hence from this, the result follows.
Next, we consider another partition $\mathscr{P}^{\prime}=\left\{\left\{\mathfrak{u}_{1}, v_{2}, v_{3}, \ldots, v_{s}\right\},\left\{v_{1}, \mathfrak{u}_{2}, u_{3}, \ldots, \mathfrak{u}_{s}\right\}\right\}$ of $V\left(B_{s, s}\right)$ such that $\left\{u_{1}, v_{2}, v_{3}, \ldots, v_{s}\right\}$ and $\left\{v_{1}, u_{2}, u_{3}, \ldots, u_{s}\right\}$ are two independent sets where $u_{1}, v_{1}$ are the central vertices and $u_{2}, u_{3}, \ldots, u_{s}, v_{2}, v_{3}, \ldots, v_{s}$ are the pendent vertices of $B_{s, s}$.

Theorem 21 Let $\mathrm{B}_{s, s}$ be a double star of order $\mathrm{n} \geq 6$ with the vertex partition $\mathscr{P}^{\prime}=\left\{\left\{\mathfrak{u}_{1}, v_{2}, v_{3}, \ldots, v_{s}\right\},\left\{v_{1}, \mathfrak{u}_{2}, \mathfrak{u}_{3}, \ldots, \mathfrak{u}_{s}\right\}\right\}$ where $\mathfrak{u}_{1}, v_{1}$ are the central vertices of $\mathrm{B}_{\mathrm{s}, \mathrm{s}}$. Then

$$
E_{\mathscr{P}^{\prime}}\left(B_{s, s}\right)=\frac{1}{2}\left[n^{2}-2 n-4+\sqrt{n^{2}+20 n-28}\right] .
$$

Proof. The $\mathscr{P}$-matrix of $\mathrm{B}_{s, s}$ is a $2 \times 2$ block circulant matrix which can be represented as $\left(\begin{array}{cc}A & B \\ B & A\end{array}\right)$. Therefore, its spectrum is given by

$$
\begin{equation*}
\operatorname{Spec}_{\mathscr{P}^{\prime}}\left(B_{s, s}\right)=\operatorname{Spec}_{\mathscr{P}^{\prime}}(A+B) \cup \operatorname{Spec}_{\mathscr{P}^{\prime}}(A-B) . \tag{24}
\end{equation*}
$$

By applying successive row and column operations on $\phi_{\mathscr{P}}(A+B, \lambda)$ and $\phi_{\mathscr{P}}(A-B, \lambda)$, we get

$$
\begin{equation*}
\operatorname{Spec}_{\mathscr{P}^{\prime}}(A+B)=\left\{(s+1)^{(s-2)}, 2^{1}\right\} \tag{25}
\end{equation*}
$$

and

$$
\begin{align*}
\operatorname{Spec}_{P^{\prime}}(A-B)= & \left\{\left[\frac{(s+1)+\sqrt{s^{2}+10 s-7}}{2}\right]^{1},(s+1)^{(s-2)}\right. \\
& {\left.\left[\frac{(s+1)-\sqrt{s^{2}+10 s-7}}{2}\right]^{1}\right\} . } \tag{26}
\end{align*}
$$

Therefore, from Equations (24), (25) and (26)

$$
\begin{aligned}
\operatorname{Spec}_{\mathscr{P}^{\prime}}\left(B_{s, s}\right)= & \left\{\left[\frac{(s+1)+\sqrt{s^{2}+10 s-7}}{2}\right]^{1},(s+1)^{(n-4)},\right. \\
& {\left.\left[\frac{(s+1)-\sqrt{s^{2}+10 s-7}}{2}\right]^{1}, 2^{1}\right\} }
\end{aligned}
$$

and

$$
\begin{aligned}
E_{P^{\prime}}\left(\mathrm{B}_{s, s}\right)= & 2+(s+1)(n-4)+\left|\frac{(s+1)+\sqrt{s^{2}+10 s-7}}{2}\right|+ \\
& \left|\frac{(s+1)-\sqrt{s^{2}+10 s-7}}{2}\right| .
\end{aligned}
$$

On simplifying the above equation, we get the result.
Another possibility of the vertex partition $\mathscr{P}$ having 2 elements for a $\mathrm{B}_{s, s}$ is taking one copy of a star $\mathrm{K}_{1, \mathrm{r}-1}$ in each of the two elements of $\mathscr{P}$. The next result gives its corresponding $\mathscr{P}$-energy. We omit its proof as it is similar to the proofs of Theorems 20 and 21.

Theorem 22 Let $\mathrm{B}_{\mathrm{s}, \mathrm{s}}$ be a double star of order $\mathrm{n} \geq 6$ with the vertex partition $\mathscr{P}^{\prime \prime}=\left\{\left\{\mathfrak{u}_{1}, \mathfrak{u}_{2}, \mathfrak{u}_{3}, \ldots, \mathfrak{u}_{s}\right\},\left\{v_{1}, v_{2}, v_{3}, \ldots, v_{s}\right\}\right\}$ where $\mathfrak{u}_{1}, v_{1}$ are the central vertices of $\mathrm{B}_{\mathrm{s}, \mathrm{s}}$. Then

$$
\mathrm{E}_{\mathscr{P}}^{\prime \prime}\left(\mathrm{B}_{s, s}\right)=\frac{1}{2}\left[n^{2}-2 n-8+\sqrt{n^{2}+20 n-28}+\sqrt{n^{2}+28 n-60}\right] .
$$

Remark 23 From Theorems 20, 21 and 22, we observe that

$$
\mathrm{E}_{\mathscr{P}} \geq \mathrm{E}_{\mathscr{P}^{\prime \prime}} \geq \mathrm{E}_{\mathscr{P}^{\prime}} .
$$

Theorem 24 Let $\mathrm{K}_{\mathrm{r}, \mathrm{r}}$ be a complete bipartite graph of order n with a vertex partition $\mathscr{P}=\left\{\mathrm{V}_{1}, \mathrm{~V}_{2}\right\}$ such that $\mathrm{V}_{1}$ and $\mathrm{V}_{2}$ are two partite sets of $\mathrm{K}_{\mathrm{r}, \mathrm{r}}$. Then

$$
\mathrm{E}_{\mathscr{P}}\left(\mathrm{K}_{\mathrm{r}, \mathrm{r}}\right)=\frac{1}{2}\left[\mathrm{n}^{2}+2 \mathrm{n}-4\right] .
$$

Proof. Let $V_{1}=\left\{u_{1}, u_{2}, \ldots, u_{r}\right\}$ and $V_{2}=\left\{v_{1}, v_{2}, \ldots, v_{r}\right\}$. The $\mathscr{P}$-matrix of $\mathrm{K}_{\mathrm{r}, \mathrm{r}}$ is

$$
A_{\mathscr{P}}\left(\mathrm{K}_{\mathrm{r}, \mathrm{r}}\right)=\left(\begin{array}{cc}
{[(\mathrm{r}+1) \mathrm{I}-\mathrm{J}]_{\mathrm{r} \times r}} & \mathrm{~J}_{\mathrm{r} \times \mathrm{r}} \\
\mathrm{~J}_{\mathrm{r} \times \mathrm{r}} & {[(\mathrm{r}+1) \mathrm{I}-\mathrm{J}]_{\mathrm{r} \times r}}
\end{array}\right)_{\mathrm{n} \times n} .
$$

To get the $\mathscr{P}$-spectra of $\mathrm{K}_{\mathrm{r} \times \mathrm{r}}$, by Lemma 4 , it is sufficient to find $\mathscr{P}$-spectra of $[(r+1) I]_{r \times r}$ and $[(r+1) I-2 J]_{r \times r}$. Since $[(r+1) I]_{r \times r}$ is a diagonal matrix,

$$
\operatorname{Spec}_{\mathscr{P}}((\mathrm{r}+1) \mathrm{I})=\left\{(\mathrm{r}+1)^{\mathrm{r}}\right\} .
$$

After applying a series of row and column operations on $\left.\phi_{\mathscr{P}}([(\mathrm{r}+1) \mathrm{I}-2]], \lambda\right)$ and using Lemma 5 , we get the corresponding $\mathscr{P}$-eigenvalues as

$$
\operatorname{Spec}_{\mathscr{P}}((\mathrm{r}+1) \mathrm{I}-2 \mathrm{~J})=\left\{(\mathrm{r}+1)^{(r-1)},[-(\mathrm{r}-1)]^{1}\right\} .
$$

Therefore, from Lemma 4

$$
\operatorname{Spec}_{\mathscr{P}}\left(\mathrm{K}_{\mathrm{r}, \mathrm{r}}\right)=\left\{(\mathrm{r}+1)^{(\mathrm{n}-1)},[-(\mathrm{r}-1)]^{1}\right\}
$$

and

$$
\mathrm{E}_{\mathscr{P}}\left(\mathrm{K}_{\mathrm{r}, \mathrm{r}}\right)=\frac{1}{2}\left[\mathrm{n}^{2}+2 \mathrm{n}-4\right] .
$$

Theorem 25 Let $\mathrm{K}_{\mathrm{r}, \mathrm{r}}$ be a complete bipartite graph of order n with bipartite sets $\left\{\mathfrak{u}_{1}, \mathfrak{u}_{2}, \ldots, \mathfrak{u}_{r}\right\}$ and $\left\{v_{1}, v_{2}, \ldots, v_{r}\right\}$ and the vertex partition $\mathscr{P}=\left\{\left\{\mathfrak{u}_{i}, v_{i}\right\}\right.$, for $1 \leq \mathfrak{i} \leq \mathrm{r}\}$. Then

$$
\mathrm{E}_{\mathscr{P}}\left(\mathrm{K}_{\mathrm{r}, \mathrm{r}}\right)=3 \mathrm{n}-2 .
$$

Proof. The $\mathscr{P}$-matrix of $\mathrm{K}_{\mathrm{r}, \mathrm{r}}$ is

$$
A_{\mathscr{P}}\left(K_{r, r}\right)=\left(\begin{array}{cc}
2 I_{r \times r} & (J+I)_{r \times r} \\
(J+I)_{r \times r} & 2 I_{r \times r}
\end{array}\right)_{n \times n} .
$$

Thus, the characteristic polynomial of $A_{\mathscr{P}}\left(\mathrm{K}_{\mathrm{r}, \mathrm{r}}\right)$ is

$$
\phi_{\mathscr{P}}\left(\mathrm{K}_{\mathrm{r}, \mathrm{r}}, \lambda\right)=[\lambda+(\mathrm{r}-1)](\lambda-1)^{(r-1)}(\lambda-3)^{(r-1)}[\lambda-(r+3)] .
$$

Hence,

$$
\operatorname{Spec}_{\mathscr{P}}\left(K_{r, r}\right)=\left\{(r+3)^{1}, 3^{(r-1)}, 1^{(r-1)},[-(r-1)]^{1}\right\}
$$

and

$$
\mathrm{E}_{\mathscr{P}}\left(\mathrm{K}_{\mathrm{r}, \mathrm{r}}\right)=3 \mathrm{n}-2 .
$$

Now, consider a graph obtained by removing 1-factor $F_{1}$ from a complete bipartite graph $\mathrm{K}_{\mathrm{r}, \mathrm{r}}$ and denote is by $\mathrm{K}_{\mathrm{r}, \mathrm{r}}-\mathrm{F}_{1}$ [3].

Theorem 26 Let $\mathrm{K}_{\mathrm{r}, \mathrm{r}}-\mathrm{F}_{1}$ be a graph of order $\mathrm{n}=2 \mathrm{r}$, for $\mathrm{r} \geq 3$ with a vertex partition $\mathscr{P}=\left\{\mathrm{V}_{1}, \mathrm{~V}_{2}\right\}$ such that $\mathrm{V}_{1}$ and $\mathrm{V}_{2}$ are two partite sets of $\mathrm{K}_{\mathrm{r}, \mathrm{r}}-\mathrm{F}_{1}$. Then

$$
\mathrm{E}_{\mathscr{P}}\left(\mathrm{K}_{\mathrm{r}, \mathrm{r}}-\mathrm{F}_{1}\right)=\frac{1}{2}\left[\mathrm{n}^{2}+2 n-8\right] .
$$

Proof. The $\mathscr{P}$-matrix of $\mathrm{K}_{\mathrm{r}, \mathrm{r}}-\mathrm{F}_{1}$ for the given vertex partition is

$$
A_{\mathscr{P}}\left(K_{r, r}-F_{1}\right)=\left(\begin{array}{cc}
{[(r+1) I-J]_{r \times r}} & (J-I)_{r \times r} \\
(J-I)_{r \times r} & {[(r+1) I-J]_{r \times r}}
\end{array}\right)_{n \times n} .
$$

By Lemma 4 and 5,

$$
\operatorname{Spec}_{\mathscr{P}}\left(K_{r, r}-F_{1}\right)=\left\{(r+2)^{(r-1)}, r^{r},[-(r-2)]^{1}\right\} .
$$

Therefore,

$$
\mathrm{E}_{\mathscr{P}}\left(\mathrm{K}_{\mathrm{r}, \mathrm{r}}-\mathrm{F}_{1}\right)=\frac{1}{2}\left[\mathrm{n}^{2}+2 \mathrm{n}-8\right] .
$$

In the next theorem, we consider the partition $\mathscr{P}=\left\{\left\{\mathfrak{u}_{i}, v_{i}\right\}\right.$, for $\left.1 \leq \mathfrak{i} \leq \boldsymbol{r}\right\}$ and determine the corresponding $\mathscr{P}$-energy for $\mathrm{K}_{\mathrm{r}, \mathrm{r}}-\mathrm{F}_{1}$.

Theorem 27 Let $\mathrm{K}_{\mathrm{r}, \mathrm{r}}-\mathrm{F}_{1}$ be a graph of order $\mathrm{n}=2 \mathrm{r}$, for $\mathrm{r} \geq 3$ with a vertex partition $\mathscr{P}=\left\{\left\{\mathbf{u}_{\mathrm{i}}, v_{\mathrm{i}}\right\}\right.$, for $\left.\mathbf{1} \leq \mathfrak{i} \leq \mathrm{r}\right\}$. Then

$$
\mathrm{E}_{\mathscr{P}}\left(\mathrm{K}_{\mathrm{r}, \mathrm{r}}-\mathrm{F}_{1}\right)= \begin{cases}2 \mathrm{n} & \text { for } \mathrm{n}=6 \text { and } 8 \\ 3 \mathrm{n}-8 & \text { for } \mathrm{n}>8\end{cases}
$$

Proof. The $\mathscr{P}$-matrix of $\mathrm{K}_{\mathrm{r}, \mathrm{r}}-\mathrm{F}_{1}$ is

$$
A_{\mathscr{P}}\left(\mathrm{K}_{\mathrm{r}, \mathrm{r}}-\mathrm{F}_{1}\right)=\left(\begin{array}{cc}
2 \mathrm{I}_{\mathrm{r} \times r} & (\mathrm{~J}-2 \mathrm{I})_{r \times r} \\
(\mathrm{~J}-2 \mathrm{I})_{r \times r} & 2 \mathrm{I}_{r \times r}
\end{array}\right)_{\mathrm{n} \times n} .
$$

Thus, the characteristic polynomial of $A_{\mathscr{P}}\left(\mathrm{K}_{\mathrm{r}, \mathrm{r}}-\mathrm{F}_{1}\right)$ is

$$
\phi_{\mathscr{P}}\left(\mathrm{K}_{\mathrm{r}, \mathrm{r}}-\mathrm{F}_{1}, \lambda\right)=\lambda^{(\mathrm{r}-1)}(\lambda-4)^{(r-1)}(\lambda-r)[\lambda+(r-4)] .
$$

Therefore,

$$
\operatorname{Spec}_{\mathscr{P}}\left(K_{r, r}-F_{1}\right)=\left\{\frac{n^{1}}{2}, 4^{\left(\frac{n}{2}-1\right)}, 0^{\left(\frac{n}{2}-1\right)},\left[-\left(\frac{n}{2}-4\right)\right]^{1}\right\} .
$$

Hence, $E_{\mathscr{P}}\left(K_{r, r}-F_{1}\right)=2 n$, for $n=6,8$ and $E_{\mathscr{P}}\left(K_{r, r}-F_{1}\right)=3 n-8$, for $n>8$.

## 5 Conclusion

The significance of $\mathscr{P}$-energy stems from the importance of vertex partition problems in graph theory. As observed from the discussions, the value of $\mathrm{E}_{\mathscr{P}}(\mathrm{G})$ depends on factors such as the number of elements in the partition, the nature of the vertex subsets in the partition and the specific properties that determines the partition. In this direction, there is also much scope for extension of the study of the concept of $\mathscr{P}$-energy as we can consider specific vertex partitions such as domatic partitions and equitable degree partitions and study the relation between the corresponding $\mathscr{P}$-energy and other graph parameters.

It is to be noted that there are various algorithms available for partitioning a graph (or a network) $[8,9]$. Their applications are well known such as partitioning a network into clusters [15], community detection problem in social sciences etc. [8]. We have observed that, in [9], the authors have presented certain parameters for measuring some key aspects of the network like modularity, z-score etc using quantities such as number of partitions $k$, and the numbers $\mathfrak{m}_{1}, \mathfrak{m}_{2}$ which are mentioned in Observation 1(iv) in a similar context. So by using these algorithms and with the help of $\mathscr{P}$-energy, there is a possibility for developing a tool for a given network to find its specific properties such as spectral clustering or community structures.
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# Errata: Heuristic method to determine lucky k-polynomials for k-colorable graphs 

Johan KOK<br>CHRIST (Deemed to be a University), Bangalore, India<br>email: jacotype@gmail.com

## 1 Errata note

In [1] titled, Heuristic method to determine lucky k-polynomials for k -colorable graphs, regrettable errors occurred in Table 1 on page 210. The errors relate to the coefficients of the lucky 3 -polynomials of the null graphs for $n=7$ and 8 , respectively. The corrected table is depicted below.

| n | $\mathfrak{N}_{\mathfrak{n}},[7]$ | $\mathrm{P}_{\mathfrak{n}}$ | $\mathrm{C}_{\mathfrak{n}}$ |
| :---: | :---: | :---: | :---: |
| 3 | $\lambda(\lambda-1)(\lambda-2)$ | $\lambda(\lambda-1)(\lambda-2)$ | $\lambda(\lambda-1)(\lambda-2)$ |
| 4 | $6 \lambda(\lambda-1)(\lambda-2)$ | $3 \lambda(\lambda-1)(\lambda-2)$ | $2 \lambda(\lambda-1)(\lambda-2)$ |
| 5 | $15 \lambda(\lambda-1)(\lambda-2)$ | $6 \lambda(\lambda-1)(\lambda-2)$ | $5 \lambda(\lambda-1)(\lambda-2)$ |
| 6 | $15 \lambda(\lambda-1)(\lambda-2)$ | $5 \lambda(\lambda-1)(\lambda-2)$ | $4 \lambda(\lambda-1)(\lambda-2)$ |
| 7 | $105 \lambda(\lambda-1)(\lambda-2)$ | $16 \lambda(\lambda-1)(\lambda-2)$ | $13 \lambda(\lambda-1)(\lambda-2)$ |
| 8 | $280 \lambda(\lambda-1)(\lambda-2)$ | $41 \lambda(\lambda-1)(\lambda-2)$ | $34 \lambda(\lambda-1)(\lambda-2)$ |
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