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#### Abstract

In this paper by using hereditary classes [6], we define the notion of $\gamma$-Lindelöf modulo hereditary classes called $\gamma \mathcal{H}$-Lindelöf and obtain several properties of $\gamma \mathcal{H}$-Lindelöf spaces.


## 1 Introduction

Let $(X, \tau)$ be a topological space and $\mathcal{P}(X)$ the power set of $X$. In 1991, Ogata [13] introduced the notions of $\gamma$-operations and $\gamma$-open sets and investigated the associated topology $\tau_{\gamma}$ and weak separation axioms $\gamma-T_{i}(i=0,1 / 2,1,2)$. In 2011, Noiri [10] defined an operation on an m-structure with property $\mathcal{B}$ (the generalized topology in the sense of Lugojan [8]). The operation is defined as a function $\gamma: \mathrm{m} \rightarrow \mathcal{P}(X)$ such that $\mathrm{U} \subseteq \gamma(\mathrm{U})$ for each $\mathrm{U} \in \mathrm{m}$ and is called a $\gamma$-operation on $m$. Then, it terns out that the operation is an unified form of several operations (for example, semi- $\gamma$-operation [7], pre- $\gamma$-operation [4]) defined on the family of generalized open sets. Moreover, he obtained some characterizations of $\gamma$-compactness and suggested some generalizations of compact spaces by using recent modifications of open sets in a topological space.
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In this paper by using hereditary classes [6], we define the notion of $\gamma$ Lindelöf modulo hereditary classes called $\gamma \mathcal{H}$-Lindelöf and obtain several properties of $\gamma \mathcal{H}$-Lindelöf spaces. Recently papers $[1,2,3]$ have introduced some new classes of sets via hereditary classes.

## 2 Preliminaries

First we state the following: in [11], a minimal structure $m$ is defined as follows: $m$ is called a minima structure if $\emptyset, X \in \mathrm{~m}$. However, in this paper, we define as follows:

Definition 1 Let X be a nonempty set and $\mathcal{P}(\mathrm{X})$ the power set of X . A subfamily m of $\mathcal{P}(\mathrm{X})$ is called a minimal structure (briefly m -structure) on X if m satisfies the following conditions:

1. $\emptyset, X \in m$.
2. The union of any family of subsets belonging to $m$ belongs to $m$.

A set $X$ with an $m$-structure is called an $m$-space and denoted by ( $X, m$ ). Each member of $\mathfrak{m}$ is said to be $m$-open and the complement of an $\mathfrak{m}$-open set is said to be m-closed.

Definition 2 [9] Let $X$ be a nonempty set and $\mathfrak{m}$ an $\mathfrak{m}$-structure on $X$. For a subset A of X , the m -closure of A is defined as follows: $\operatorname{mcl}(\mathrm{A})=\cap\{\mathrm{F}: \mathrm{A} \subseteq$ $F, X \backslash F \in \mathfrak{m}\}$.

Lemma 1 [9] Let X be a nonempty set and $\mathfrak{m}$ an $\mathfrak{m}$-structure on X . For the m -closure, the following properties hold, where A and B are subsets of X :

1. $A \subseteq \operatorname{mcl}(A)$,
2. $\operatorname{mcl}(\emptyset)=\emptyset, \operatorname{mcl}(X)=X$,
3. If $\mathrm{A} \subseteq \mathrm{B}$, then $\operatorname{mcl}(\mathrm{A}) \subseteq \operatorname{mcl}(\mathrm{B})$,
4. $\operatorname{mcl}(\operatorname{mcl}(A))=\operatorname{mcl}(A)$.

Lemma 2 [14] Let ( $\mathrm{X}, \mathrm{m}$ ) be an m -space and A a subset of X . Then $\mathrm{x} \in$ $\operatorname{mcl}(\mathrm{A})$ if and only if $\mathrm{U} \cap \mathrm{A} \neq \emptyset$ for every $\mathrm{U} \in \mathrm{m}$ containing x .

Lemma 3 [15] Let (X,m) be an m-space and A a subset of X. Then, the following properties hold:

1. $A$ is $m$-closed if and only if $\operatorname{mcl}(A)=A$,
2. $\operatorname{mcl}(A)$ is m -closed.

Definition 3 [10] Let (X,m) be an m-space and $\gamma$ an operation on $\mathfrak{m}$. $A$ subset $A$ of $X$ is said to be $\gamma$-open if for each $x \in \mathcal{A}$ there exists $\mathrm{U} \in \mathrm{m}$ such that $x \in \mathrm{U} \subseteq \gamma(\mathrm{U}) \subseteq A$. The complement of a $\gamma$-open set is said to be $\gamma$-closed. The family of all $\gamma$-open sets of $(\mathrm{X}, \mathrm{m})$ is denoted by $\gamma(\mathrm{X})$.

## $3 \quad \gamma \mathcal{H}$-Lindelöf spaces

First, we recall the definition of a hereditary class used in the sequel. A subfamily $\mathcal{H}$ of the power set $\mathcal{P}(X)$ is called a hereditary class on $X \quad[6]$ if it satisfies the following property: $\mathcal{A} \in \mathcal{H}$ and $B \subseteq \mathcal{A}$ implies $B \in \mathcal{H}$.

Definition 4 Let $(X, m, \mathcal{H})$ be a hereditary $m$-space and $\gamma$ an operation on m , where $\mathcal{H}$ is a hereditary class on X . Then m -space ( $\mathrm{X}, \mathrm{m}$ ) is said to be $\gamma \mathcal{H}$ Lindelöf (resp. H-Lindelöf) if every cover $\left\{\mathrm{U}_{\alpha}: \alpha \in \Delta\right\}$ of X by m-open sets, there exists a countable subset $\Delta_{0}$ of $\Delta$ such that $\left.X \backslash \cup \gamma\left(\mathrm{U}_{\alpha}\right): \alpha \in \Delta_{0}\right\} \in \mathcal{H}$ (resp. $\mathrm{X} \backslash \cup\left\{\mathrm{U}_{\alpha}: \alpha \in \Delta_{0}\right\} \in \mathcal{H}$ ).

Theorem 1 Let $(\mathrm{X}, \mathrm{m}, \mathcal{H})$ be a hereditary m -space and $\gamma$ an operation on m , where $\mathcal{H}$ is a hereditary class. Then the following properties are equivalent:

1. $(\mathrm{X}, \gamma(\mathrm{X}))$ is $\mathcal{H}$-Lindelöf;
2. For every family $\left\{\mathrm{F}_{\alpha}: \alpha \in \Delta\right\}$ of $\gamma$-closed sets such that $\cap\left\{\mathrm{F}_{\alpha}: \alpha \in \Delta_{0}\right\} \notin$ $\mathcal{H}$ for every countable subfamily $\Delta_{0}$ of $\Delta, \cap\left\{\mathrm{F}_{\alpha}: \alpha \in \Delta\right\} \neq \emptyset$.

Proof. $(1) \Rightarrow(2)$ : Let $(X, \gamma(X))$ be $\mathcal{H}$-Lindelöf. Suppose that $\cap\left\{F_{\alpha}: \alpha \in\right.$ $\Delta\}=\emptyset$, where $F_{\alpha}$ is $\gamma$-closed set. Then $X \backslash F_{\alpha}$ is $\gamma$-open for each $\alpha \in \Delta$ and $\cup_{\alpha \in \Delta}\left(X \backslash F_{\alpha}\right)=X \backslash \cap_{\alpha \in \Delta}\left(F_{\alpha}\right)=X$. By (1), there exists a countable subfamily $\Delta_{0}$ of $\Delta$ such that $X \backslash \cup_{\alpha \in \Delta_{0}}\left(X \backslash F_{\alpha}\right)=\cap\left\{F_{\alpha}: \alpha \in \Delta_{0}\right\} \in \mathcal{H}$. This is a contradiction.
$(2) \Rightarrow(1)$ : Suppose that $(X, \gamma(X))$ is not $\mathcal{H}$-Lindelöf. There exists a cover $\left\{\mathrm{U}_{\alpha}: \alpha \in \Delta\right\}$ of X by $\gamma$-open sets such that $\mathrm{X} \backslash \cup\left\{\mathrm{U}_{\alpha}: \alpha \in \Delta_{0}\right\} \notin \mathcal{H}$ for
every countable subset $\Delta_{0}$ of $\Delta$. Since $X \backslash \mathrm{U}_{\alpha}$ is $\gamma$-closed for each $\alpha \in \Delta$ and $\cap\left\{\left(\mathrm{X} \backslash \mathrm{U}_{\alpha}\right): \alpha \in \Delta_{0}\right\} \notin \mathcal{H}$ for every countable subset $\Delta_{0}$ of $\Delta$. By (2), we have $\cap\left\{\left(\mathrm{X} \backslash \mathrm{U}_{\alpha}\right): \alpha \in \Delta\right\} \neq \emptyset$. Therefore, $\mathrm{X} \backslash \cup\left\{\mathrm{U}_{\alpha}: \alpha \in \Delta\right\} \neq \emptyset$. This is contrary that $\left\{\mathrm{U}_{\alpha}: \alpha \in \Delta\right\}$ is a $\gamma$-open cover of X .

Lemma 4 [10] Let (X,m) be an m-space. For $\gamma(\mathrm{X})$, the following properties hold:

1. $\emptyset, X \in \gamma(X)$,
2. If $A_{\alpha} \in \gamma(X)$ for each $\alpha \in \Lambda$, then $\cup_{\alpha \in \Lambda} A_{\alpha} \in \gamma(X)$,
3. $\gamma(X) \subseteq m$.

Definition 5 [10] An $\mathfrak{m}$-space ( $\mathrm{X}, \mathrm{m}$ ) is said to be $\gamma$-regular if for each $x \in \mathrm{X}$ and each $\mathrm{U} \in \mathfrak{m}$ containing x , there exists $\mathrm{V} \in \mathfrak{m}$ such that $\mathrm{x} \in \mathrm{V} \subseteq \gamma(\mathrm{V}) \subseteq \mathrm{U}$.

Lemma 5 [10] For an $m$-space ( $\mathrm{X}, \mathrm{m}$ ), the following properties are equivalent:

1. $\mathrm{m}=\gamma(\mathrm{X})$;
2. $(\mathrm{X}, \mathrm{m})$ is $\gamma$-regular;
3. For each $x \in X$ and each $U \in \mathrm{~m}$ containing $x$, there exists $W \in \gamma(X)$ such that $x \in W \subseteq \gamma(W) \subseteq U$.

Theorem 2 Let $(\mathrm{X}, \mathrm{m}, \mathcal{H})$ be a hereditary m -space and $\gamma$ an operation on m , where $\mathcal{H}$ is a hereditary class. The implications $(1) \Rightarrow(2) \Rightarrow(3) \Rightarrow(4)$ hold. If $(\mathrm{X}, \mathrm{m})$ is $\gamma$-regular, then the following properties are equivalent:

1. $(\mathrm{X}, \mathrm{m})$ is $\mathcal{H}$-Lindelöf;
2. ( $\mathrm{X}, \mathrm{m}$ ) is $\gamma \mathcal{H}$-Lindelöf;
3. $(\mathrm{X}, \gamma(\mathrm{X}))$ is $\mathcal{H}$-Lindelöf;
4. $(\mathrm{X}, \gamma(\mathrm{X}))$ is $\gamma \mathcal{H}$-Lindelöf.

Proof. (1) $\Rightarrow(2)$ : Let $(X, m)$ be $\mathcal{H}$-Lindelöf. For any cover $\left\{\mathrm{U}_{\alpha}: \alpha \in \Delta\right\}$ of $X$ by m-open sets, there exists a countable subset $\Delta_{0}$ of $\Delta$ such that $X \backslash \cup\{\gamma(\mathrm{U} \alpha)$ : $\left.\alpha \in \Delta_{0}\right\} \subseteq X \backslash \cup\left\{\mathrm{U} \alpha: \alpha \in \Delta_{0}\right\} \in \mathcal{H}$. Therefore, $(X, m)$ is $\gamma \mathcal{H}$-Lindelöf.
(2) $\Rightarrow$ (3): Let $(\mathrm{X}, \mathrm{m})$ be $\gamma \mathcal{H}$-Lindelöf and $\left\{\mathrm{U}_{\alpha}: \alpha \in \Delta\right\}$ a cover of X by $\gamma$-open sets. For each $x \in X$ there exists $\alpha(x) \in \Delta$ such that $x \in \mathrm{U}_{\alpha(x)}$. Since $\mathrm{U}_{\alpha(x)}$ is $\gamma$-open, there exists $\mathrm{V}_{\alpha(x)} \in \mathfrak{m}$ such that $x \in \mathrm{~V}_{\alpha(x)} \subseteq \gamma\left(\mathrm{V}_{\alpha(x)}\right) \subseteq \mathrm{U}_{\alpha(x)}$. Since the family $\left\{V_{\alpha(x)}: x \in X\right\}$ is a cover of $X$ by m-open sets and $(X, m)$ is $\gamma \mathcal{H}$-Lindelöf, there exists a countable number of points, say, $x_{1}, x_{2}, x_{3}, \cdots \in X$ such that $X \backslash \cup_{i=1}^{\infty} \gamma\left(\mathrm{V}_{\alpha\left(x_{i}\right)}\right) \in \mathcal{H}$ and hence $X \backslash \cup_{i=1}^{\infty} \mathrm{U}_{\alpha\left(x_{i}\right)} \in \mathcal{H}$. This shows that $(\mathrm{X}, \gamma(\mathrm{X})$ ) is $\mathcal{H}$-Lindelöf.
$(3) \Rightarrow(4)$ : By Lemma $4, \gamma(X)$ is an m-structure and it follows that the same argument as $(1) \Rightarrow(2)$ that $(\mathrm{X}, \gamma(\mathrm{X})$ ) is $\gamma \mathcal{H}$-Lindelöf.
$(4) \Rightarrow(1)$ : Suppose that $(X, m)$ is $\gamma$-regular. Let $(X, \gamma(X))$ be $\gamma \mathcal{H}$-Lindelöf. Let $\left\{\mathrm{U}_{\alpha}: \alpha \in \Delta\right\}$ be any cover of X by m -open sets. For each $\mathrm{x} \in \mathrm{X}$, there exists $\alpha(x) \in \Delta$ such that $x \in \mathrm{U}_{\alpha(x)}$. Since $(X, \mathfrak{m})$ is $\gamma$-regular, by Lemma 5 there exists $\mathrm{V}_{\alpha(x)} \in \gamma(\mathrm{X})$ such that $\mathrm{x} \in \mathrm{V}_{\alpha(x)} \subseteq \gamma\left(\mathrm{V}_{\alpha(x)}\right) \subseteq \mathrm{U}_{\alpha(x)}$. Since $\left\{\mathrm{V}_{\alpha(x)}: x \in \mathrm{X}\right\}$ is a cover of X by $\gamma$-open sets and $(\mathrm{X}, \gamma(\mathrm{X})$ ) is $\gamma \mathcal{H}$-Lindelöf, there exist a countable number of points, say, $x_{1}, x_{2}, x_{3}, \cdots \in X$ such that $X \backslash \cup_{i=1}^{\infty} \gamma\left(\mathrm{V}_{\alpha\left(\mathrm{x}_{\mathrm{i}}\right)}\right) \in \mathcal{H}$; and hence $\mathrm{X} \backslash \cup_{i=1}^{\infty} \mathrm{U}_{\alpha\left(\mathrm{x}_{\mathrm{i}}\right)} \in \mathcal{H}$. This shows that $(\mathrm{X}, \mathrm{m})$ is $\mathcal{H}$-Lindelöf.

Definition 6 Let $(X, \mathfrak{m}, \mathcal{H})$ be a hereditary $\mathfrak{m}$-space. A subset $\mathcal{A}$ of X is said to be $\gamma \mathcal{H}$-Lindelöf relative to X if for every cover $\left\{\mathrm{U}_{\alpha}: \alpha \in \Delta\right\}$ of A by m -open sets of X , there exists a countable subset $\Delta_{0}$ of $\Delta$ such that $\mathrm{A} \backslash \cup\left\{\gamma\left(\mathrm{U}_{\alpha}\right): \alpha \in\right.$ $\left.\Delta_{0}\right\} \in \mathcal{H}$.

Theorem 3 Let $(\mathrm{X}, \mathrm{m}, \mathcal{H})$ be a hereditary m -space. If A is $\gamma$-closed and B is $\gamma \mathcal{H}$-Lindelöf relative to X , then $\mathrm{A} \cap \mathrm{B}$ is $\gamma \mathcal{H}$-Lindelöf relative to X .

Proof. Let $\left\{\mathrm{V}_{\alpha}: \alpha \in \Delta\right\}$ be a cover of $\mathrm{A} \cap \mathrm{B}$ by m-open subsets of X . Then $\left\{\mathrm{V}_{\alpha}: \alpha \in \Delta\right\} \cup\{X \backslash A\}$ is a cover of $B$ by m-open sets. Since $X \backslash A$ is $\gamma$ open, for each $x \in X \backslash A$, there exists an $m$-open set $V_{x}$ such that $x \in V_{x} \subseteq$ $\gamma\left(\mathrm{V}_{\mathrm{x}}\right) \subseteq \mathrm{X} \backslash \mathrm{A}$. Thus $\left\{\mathrm{V}_{\alpha}: \alpha \in \Delta\right\} \cup\left\{\mathrm{V}_{\mathrm{x}}: \mathrm{x} \in \mathrm{X} \backslash \mathrm{A}\right\}$ is a cover of B by m open sets of $X$. Since B is $\gamma \mathcal{H}$-Lindelöf relative to $X$, there exist a countable subset $\Delta_{0}$ of $\Delta$ and a countable points, says $x_{1}, x_{2}, \cdots \in X \backslash A$ such that $B \subseteq\left[\left(\cup_{\alpha \in \Delta_{0}} \gamma\left(\mathrm{~V}_{\alpha}\right)\right) \cup\left(\cup_{i=1}^{\infty} \gamma\left(\mathrm{V}_{\chi_{\mathrm{i}}}\right)\right)\right] \cup \mathrm{H}_{0} \in \mathcal{H}$, where $\mathrm{H}_{0} \in \mathcal{H}$. Hence $A \cap$ $B \subseteq\left[\left(\cup_{\alpha \in \Delta_{0}} \gamma\left(V_{\alpha}\right) \cap A\right) \cup\left(\cup_{i=1}^{\infty} \gamma\left(V_{x_{i}}\right) \cap A\right)\right] \cup\left(A \cap H_{0}\right) \subseteq \cup_{\alpha \in \Delta_{0}} \gamma\left(V_{\alpha}\right) \cup H_{0}$. Therefore, $A \cap B \backslash\left(\cup_{\alpha \in \Delta_{0}} \gamma\left(V_{\alpha}\right)\right) \subseteq \mathrm{H}_{0} \in \mathcal{H}$. Hence $A \cap B$ is $\gamma \mathcal{H}$-Lindelöf relative to $X$.

Corollary 1 If a hereditary m -space $(\mathrm{X}, \mathrm{m}, \mathcal{H})$ is $\gamma \mathcal{H}$-Lindelöf space, then every $\gamma$-closed subset of X is $\gamma \mathcal{H}$-Lindelöf relative to X .

Proof. The proof is obvious by Theorem 3 .

Lemma 6 [12] For a hereditary m-space (X, m, $\mathcal{H}$ ), the following properties hold:

1. $\mathfrak{m}_{\mathrm{H}}^{*}$ is an m -structure on X such that $\mathrm{m}_{\mathrm{H}}^{*}$ has property $\mathcal{B}$ and $\mathrm{m} \subseteq \mathrm{m}_{\mathrm{H}}^{*}$.
2. $\beta(\mathfrak{m}, \mathcal{H})=\{\mathrm{U} \backslash \mathrm{H}: \mathrm{U} \in \mathrm{m}, \mathrm{H} \in \mathcal{H}\}$ is a basis for $\mathrm{m}_{\mathrm{H}}^{*}$. such that $\mathrm{m} \subseteq$ $\beta(m, \mathcal{H})$.

Theorem 4 Let $(\mathrm{X}, \mathrm{m}, \mathcal{H})$ be a hereditary m -space. Then the following properties hold:

1. If $\left(\mathrm{X}, \mathrm{m}_{\mathrm{H}}^{*}, \mathcal{H}\right)$ is $\mathcal{H}$-Lindelöf, then $(\mathrm{X}, \mathrm{m}, \mathcal{H})$ is $\mathcal{H}$-Lindelöf.
2. If $(\mathrm{X}, \mathrm{m}, \mathcal{H})$ is $\mathcal{H}$-Lindelöf and $\mathcal{H}$ is closed under countable union, then $\left(\mathrm{X}, \mathrm{m}_{\mathrm{H}}^{*}, \mathcal{H}\right)$ is $\mathcal{H}$-Lindelöf.

Proof. (1): The proof follows directly from the fact that every m-closed set is $\mathrm{m}_{\mathrm{H}}^{*}$-closed.
(2): Suppose that $\mathcal{H}$ is closed under countable union and X is $\mathcal{H}$-Lindelöf. Let $\left\{\mathrm{U}_{\alpha}: \alpha \in \Delta\right\}$ be an $\mathrm{m}_{\mathrm{H}^{*}}^{*}$ open cover of X , then for each $x \in \mathrm{X}, \mathrm{x} \in \mathrm{U}_{\alpha(x)}$ for some $\alpha(x) \in \Delta$. By Lemma 6 there exist $\mathrm{V}_{\alpha(x)} \in \mathrm{m}$ and $\mathrm{H}_{\alpha(x)} \in \mathcal{H}$ such that $x \in V_{\alpha(x)} \backslash H_{\alpha(x)} \subseteq \mathrm{U}_{\alpha(x)}$. Since $\left\{\mathrm{V}_{\alpha(x)}: \alpha(x) \in \Delta\right\}$ is an $m$-open cover of $X$, there exists a countable subset $\Delta_{0}$ of $\Delta$ such that $X \backslash \cup\left\{\mathrm{~V}_{\alpha(x)}: \alpha(\mathrm{x}) \in \Delta_{0}\right\}=\mathrm{H} \in \mathcal{H}$. Since $\mathcal{H}$ is closed under countable union, then $\cup\left\{\mathrm{H}_{\alpha(x)}: \alpha(x) \in \Delta_{0}\right\} \in \mathcal{H}$. Hence, $\mathrm{H} \cup\left[\cup\left\{\mathrm{H}_{\alpha(x)}: \alpha(x) \in \Delta_{0}\right\}\right] \in \mathcal{H}$. Observe that $X \backslash \cup\left\{\mathrm{U}_{\alpha}: \alpha \in \Delta_{0}\right\} \subseteq H \cup$ $\left[\cup\left\{\mathrm{H}_{\alpha(x)}: \alpha(x) \in \Delta_{0}\right\}\right] \in \mathcal{H}$. By the heredity property of $\mathcal{H}$ we have $\mathrm{X} \backslash \cup\left\{\mathrm{U}_{\alpha}\right.$ : $\left.\alpha \in \Delta_{0}\right\} \in \mathcal{H}$ and therefore, $\left(\mathrm{X}, \mathrm{m}_{\mathrm{H}}^{*}, \mathcal{H}\right)$ is $\mathcal{H}$-Lindelöf.

## 4 Strongly $\mathcal{H}$-Lindelöf spaces

Definition 7 A subset $\mathcal{A}$ of a hereditary m -space $(\mathrm{X}, \mathrm{m}, \mathcal{H})$ is said to be:

1. Strongly $\mathcal{H}$-Lindelöf relative to X if for every family $\left\{\mathrm{V}_{\alpha}: \alpha \in \Delta\right\}$ of m -open sets such that $\mathrm{A} \backslash \cup_{\alpha \in \Delta} \mathrm{V}_{\alpha} \in \mathcal{H}$, there exists a countable subset $\Delta_{0}$ of $\Delta$ such that $\mathrm{A} \backslash \cup_{\alpha \in \Delta_{0}} \mathrm{~V}_{\alpha} \in \mathcal{H}$. If $\mathrm{A}=\mathrm{X}$, then $(\mathrm{X}, \mathrm{m}, \mathcal{H})$ is said to be Strongly $\mathcal{H}$-Lindelöf.
2. Strongly $\gamma \mathcal{H}$-Lindelöf relative to X if for every family $\left\{\mathrm{V}_{\alpha}: \alpha \in \Delta\right\}$ of m -open sets such that $\mathrm{A} \backslash \cup_{\alpha \in \Delta} \mathrm{V}_{\alpha} \in \mathcal{H}$, there exists a countable subset $\Delta_{0}$ of $\Delta$ such that $\mathrm{A} \backslash \cup_{\alpha \in \Delta_{0}} \gamma\left(\mathrm{~V}_{\alpha}\right) \in \mathcal{H}$. If $\mathrm{A}=\mathrm{X}$, then $(\mathrm{X}, \mathrm{m}, \mathcal{H})$ is said to be Strongly $\gamma \mathcal{H}$-Lindelöf.

Theorem 5 Let $(\mathrm{X}, \mathrm{m}, \mathcal{H})$ be a hereditary m -space. Then the following properties hold:

1. If $\left(\mathrm{X}, \mathfrak{m}_{\mathrm{H}}^{*}, \mathcal{H}\right)$ is Strongly $\mathcal{H}$-Lindelöf, then $(\mathrm{X}, \mathfrak{m}, \mathcal{H})$ is Strongly $\mathcal{H}$-Lindelöf.
2. If $(\mathrm{X}, \mathrm{m}, \mathcal{H})$ is Strongly $\mathcal{H}$-Lindelöf and $\mathcal{H}$ is closed under countable union, then $\left(\mathrm{X}, \mathrm{m}_{\mathrm{H}}^{*}, \mathcal{H}\right)$ is Strongly $\mathcal{H}$-Lindelöf.

Theorem 6 Let $(\mathrm{X}, \mathrm{m}, \mathcal{H})$ be a hereditary m -space. Then the following properties are equivalent:

1. $(\mathrm{X}, \mathrm{m}, \mathcal{H})$ is Strongly $\mathcal{H}$-Lindelöf;
2. If $\left\{\mathrm{F}_{\alpha}: \alpha \in \Delta\right\}$ is a family of m -closed sets such that $\cap\left\{\mathrm{F}_{\alpha}: \alpha \in \Delta\right\} \in \mathcal{H}$, then there exists a countable subfamily $\Delta_{0}$ of $\Delta$ such that $\cap\left\{\mathrm{F}_{\alpha}: \alpha \in\right.$ $\left.\Delta_{0}\right\} \in \mathcal{H}$.

Proof. Suppose that $(X, \mathfrak{m}, \mathcal{H})$ is Strongly $\mathcal{H}$-Lindelöf. Let $\left\{\mathrm{F}_{\alpha}: \alpha \in \Delta\right\}$ be a family of $m$-closed sets such that $\cap\left\{F_{\alpha}: \alpha \in \Delta\right\} \in \mathcal{H}$. Then $\left\{X \backslash F_{\alpha}: \alpha \in \Delta\right\}$ is a family of $m$-open sets of X . Let $\mathrm{H}=\cap\left\{\mathrm{F}_{\alpha}: \alpha \in \Delta\right\} \in \mathcal{H}$. Let $\mathrm{X} \backslash \mathrm{H}=$ $X \backslash \cap\left\{F_{\alpha}: \alpha \in \Delta\right\}=\cup\left\{X \backslash F_{\alpha}: \alpha \in \Delta\right\}$. Since $(X, m, \mathcal{H})$ is Strongly $\mathcal{H}$-Lindelöf, there exists a countable $\Delta_{0}$ of $\Delta$ such that $X \backslash \cup\left\{X \backslash F_{\alpha}: \alpha \in \Delta_{0}\right\} \in \mathcal{H}$. This implies that $\cap\left\{\mathrm{F}_{\alpha}: \alpha \in \Delta\right\} \in \mathcal{H}$.

Conversely, let $\left\{\mathrm{V}_{\alpha}: \alpha \in \Delta\right\}$ be any family of $m$-open sets of X such that $X \backslash \cup_{\alpha \in \Delta} \mathrm{V}_{\alpha} \in \mathcal{H}$. Then $\left\{\mathrm{X} \backslash \mathrm{V}_{\alpha}: \alpha \in \Delta\right\}$ is a family of $m$-closed sets of X . By assumption we have $\cap\left\{X \backslash V_{\alpha}: \alpha \in \Delta\right\} \in \mathcal{H}$ and there exists a countable subset $\Delta_{0}$ of $\Delta$ such that $\cap\left\{X \backslash V_{\alpha}: \alpha \in \Delta_{0}\right\} \in \mathcal{H}$. This implies that $X \backslash \cup\left\{V_{\alpha}: \alpha \in\right.$ $\left.\Delta_{0}\right\} \in \mathcal{H}$. This shows that ( $X, m, \mathcal{H}$ ) is Strongly $\mathcal{H}$-Lindelöf.

Definition 8 A subset A of a hereditary m -space $(\mathrm{X}, \mathrm{m}, \mathcal{H})$ is said to be $\mathfrak{m} \mathcal{H}_{g^{-}}$ closed if for every $\mathrm{U} \in \mathrm{m}$ with $\mathrm{A} \backslash \mathrm{U} \in \mathcal{H}, \operatorname{mcl}(\mathcal{A}) \subseteq \mathrm{U}$.

Proposition 1 Let $(\mathrm{X}, \mathrm{m}, \mathcal{H})$ be a hereditary m -space. If $(\mathrm{X}, \mathrm{m}, \mathcal{H})$ is Strongly $\mathcal{H}$-Lindelöf and $\mathrm{A} \subseteq \mathrm{X}$ is $\mathrm{mH}_{\mathrm{g}}$-closed, then $\mathcal{A}$ is Strongly $\mathcal{H}$-Lindelöf relative to X .

Proof. Let $\left\{\mathrm{V}_{\alpha}: \alpha \in \Delta\right\}$ be a family of $m$-open subsets of $X$ such that $A \backslash$ $\cup_{\alpha \in \Delta} V_{\alpha} \in \mathcal{H}$. Since $A$ is $m \mathcal{H}_{g}$-closed, $\operatorname{mcl}(A) \subseteq \cup_{\alpha \in \Delta} V_{\alpha}$. Then $(X \backslash \operatorname{mcl}(A)) \cup$ $\left[\cup_{\alpha \in \Delta} V_{\alpha}\right]$ is an m-open cover of $X$ and so $X \backslash\left[(X \backslash \operatorname{mcl}(A)) \cup\left[\cup_{\alpha \in \Delta} V_{\alpha}\right]\right] \in \mathcal{H}$. Since $X$ is Strongly $\mathcal{H}$-Lindelöf, there exists a countable subset $\Delta_{0}$ of $\Delta$ such that $X \backslash\left[(X \backslash \operatorname{mcl}(A)) \cup\left[\cup_{\alpha \in \Delta_{0}} V_{\alpha}\right]\right] \in \mathcal{H} . X \backslash\left[(X \backslash \operatorname{mcl}(A)) \cup\left[\cup_{\alpha \in \Delta_{0}} V_{\alpha}\right]\right]=$ $\operatorname{mcl}(A) \cap\left(X \backslash \cup_{\alpha \in \Delta_{0}} V_{\alpha}\right) \supseteq A \backslash \cup_{\alpha \in \Delta_{0}} V_{\alpha}$. Therefore, $A \backslash \cup_{\alpha \in \Delta_{0}} V_{\alpha} \in \mathcal{H}$. Thus, $A$ is Strongly $\mathcal{H}$-Lindelöf relative to $X$.

Theorem 7 Let $(\mathrm{X}, \mathrm{m}, \mathcal{H})$ be a hereditary m -space. Let A be an $\mathfrak{m} \mathcal{H}_{g}$-closed set such that $\mathrm{A} \subseteq \mathrm{B} \subseteq \operatorname{mcl}(\mathrm{A})$. Then A is Strongly $\mathcal{H}$-Lindelöf elative to X if and only if B is Strongly $\mathcal{H}$-Lindelöf relative to X .

## Proof.

Suppose that $\mathcal{A}$ is Strongly $\mathcal{H}$-Lindelöf elative to X and $\left\{\mathrm{V}_{\alpha}: \alpha \in \Delta\right\}$ is a family of $m$-open sets of $X$ such that $B \backslash \cup_{\alpha \in \Delta} V_{\alpha} \in \mathcal{H}$. By the heredity property, $A \backslash \cup_{\alpha \in \Delta} \mathrm{V}_{\alpha} \in \mathcal{H}$ and $\mathcal{A}$ is Strongly $\mathcal{H}$-Lindelöf elative to $X$ and hence there exists a countable subset $\Delta_{0}$ of $\Delta$ such that $A \backslash \cup_{\alpha \in \Delta_{0}} V_{\alpha} \in \mathcal{H}$. Since $A$ is $m \mathcal{H}_{g}$-closed, $\operatorname{mcl}(A) \subseteq \cup_{\alpha \in \Delta_{0}} V_{\alpha}$ and so $\operatorname{mcl}(A) \backslash \cup_{\alpha \in \Delta_{0}} V_{\alpha} \in \mathcal{H}$. This implies that $\mathrm{B} \backslash \cup_{\alpha \in \Delta_{0}} \mathrm{~V}_{\alpha} \in \mathcal{H}$.

Conversely, suppose that $B$ is Strongly $\mathcal{H}$-Lindelöf elative to $X$ and $\left\{V_{\alpha}: \alpha \in\right.$ $\Delta\}$ is a family of $m$-open subsets of $X$ such that $\mathcal{A} \backslash \cup_{\alpha \in \Delta} V_{\alpha} \in \mathcal{H}$. Given that $A$ is $\mathfrak{m H} \mathcal{H}_{g}$-closed, $\operatorname{mcl}(A) \backslash \cup_{\alpha \in \Delta} \mathrm{V}_{\alpha}=\emptyset \in \mathcal{H}$ and this implies $\mathrm{B} \subseteq \cup_{\alpha \in \Delta} \mathrm{V}_{\alpha} \in \mathcal{H}$. Since B is Strongly $\mathcal{H}$-Lindelöf elative to X , there exists a countable subset $\Delta_{0}$ of $\Delta$ such that $\mathrm{B} \backslash \cup_{\alpha \in \Delta_{0}} \mathrm{~V}_{\alpha} \in \mathcal{H}$. Hence $\mathrm{A} \backslash \cup_{\alpha \in \Delta_{0}} \mathrm{~V}_{\alpha} \in \mathcal{H}$.

## $5 \quad(\gamma, \delta)$-continuous functions

Definition 9 Let $(\mathrm{X}, \mathrm{m})$ and $(\mathrm{Y}, \mathfrak{n})$ be minimal spaces and $\gamma$ (resp. $\delta$ ) be an operation on m (resp. $\mathfrak{n}$ ). Then a function $\mathrm{f}:(\mathrm{X}, \mathrm{m}) \rightarrow(\mathrm{Y}, \mathrm{n})$ is said to be $(\gamma, \delta)$-continuous if for each $\mathrm{x} \in \mathrm{X}$ and each $\mathrm{V} \in \mathrm{n}$ containing $\mathrm{f}(\mathrm{x})$, there exists $\mathrm{U} \in \mathrm{m}$ containing x such that $\mathrm{f}(\gamma(\mathrm{U})) \subseteq \delta(\mathrm{V})$.

Lemma 7 Let $\mathrm{f}: \mathrm{X} \rightarrow \mathrm{Y}$ be a function.

1. If $\mathcal{H}$ is a hereditary class on X , then $\mathrm{f}(\mathcal{H})$ is a hereditary class on Y .
2. If $\mathcal{H}$ is a hereditary class on Y , then $\mathrm{f}^{-1}(\mathcal{H})$ is a hereditary class on X .

Proof. (1): This is due to Lemma 3.8 of [5].
(2): Let $A \subseteq f^{-1}(H)$, where $H \in \mathcal{H}$. Then $f(A) \subseteq f\left(f^{-1}(H)\right) \subseteq H$. Hence $f(\mathcal{A}) \in \mathcal{H}$ and $A \subseteq f^{-1}(f(A)) \in f^{-1}(\mathcal{H})$ and hence $A \in \mathfrak{f}^{-1}(\mathcal{H})$.

Theorem 8 Let ( $\mathrm{X}, \mathrm{m}$ ) and ( $\mathrm{Y}, \mathrm{n}$ ) be minimal spaces and $\gamma($ resp. $\delta$ ) be an operation on $\mathfrak{m}$ (resp. $\mathfrak{n}$ ) and $\mathcal{H}$ be a hereditary class on X . If $(\mathrm{X}, \mathrm{m}, \mathcal{H})$ is $\gamma \mathcal{H}$-Lindelöf and $\mathrm{f}:(\mathrm{X}, \mathrm{m}, \mathcal{H}) \rightarrow(\mathrm{Y}, \mathrm{n})$ is a $(\gamma, \delta)$-continuous surjection, then $(\mathrm{Y}, \mathrm{n}, \mathrm{f}(\mathcal{H}))$ is $\delta \mathrm{f}(\mathcal{H})$-Lindelöf.

Proof. Let $\left\{V_{\alpha}: \alpha \in \Delta\right\}$ be any cover of $Y$ by $n$-open sets. For each $x \in X$, there exists $\alpha(x) \in \Delta$ such that $f(x) \in V_{\alpha(x)}$. Since $f$ is $(\gamma, \delta)$-continuous, there exists $\mathrm{U}_{\alpha(x)} \in \mathfrak{m}$ containing $x$ such that $f\left(\gamma\left(\mathrm{U}_{\alpha(x)}\right)\right) \subseteq \delta\left(\mathrm{V}_{\alpha(x)}\right)$. Since $\left\{\mathrm{U}_{\alpha(x)}: x \in X\right\}$ is a cover of $X$ by $m$-open sets and $(X, m, \mathcal{H})$ is $\gamma \mathcal{H}$-Lindelöf, there exist a countable points $x_{1}, x_{2}, x_{3}, \cdots \in X$ such that $X \backslash \cup_{i=1}^{\infty} \gamma\left(U_{\alpha\left(x_{i}\right)}\right)=H_{0}$, where $H_{0} \in \mathcal{H}$. Therefore, we have $Y \subseteq f\left(\cup_{i=1}^{\infty} \gamma\left(U_{\alpha\left(x_{i}\right)}\right)\right) \cup f\left(H_{0}\right) \subseteq \cup_{i=1}^{\infty} \delta\left(V_{\alpha\left(x_{i}\right)}\right) \cup$ $f\left(H_{0}\right)$. Hence ( $\mathrm{Y}, \mathrm{n}, \mathrm{f}(\mathcal{H})$ ) is $\delta \mathrm{f}(\mathcal{H})$-Lindelöf.

Definition 10 [11] A function $\mathrm{f}:(\mathrm{X}, \mathrm{m}) \rightarrow(\mathrm{Y}, \mathrm{n})$ is said to be M -closed if for each m -closed set F of $\mathrm{X}, \mathrm{f}(\mathrm{F})$ is n -closed in Y .

Theorem 9 Let $\mathrm{f}:(\mathrm{X}, \mathrm{m}) \rightarrow(\mathrm{Y}, \mathrm{n}, \mathcal{H})$ be an M -closed surjective function. If for every $\mathrm{y} \in \mathrm{Y}, \mathrm{f}^{-1}(\mathrm{y})$ is Strongly $\mathrm{f}^{-1}(\mathcal{H})$-Lindelöf in X , then $\mathrm{f}^{-1}(\mathcal{A})$ is Strongly $\mathrm{f}^{-1}(\mathcal{H})$-Lindelöf relative to X whenever $\mathcal{A}$ is Strongly $\mathcal{H}$-Lindelöf relative to Y and $\mathrm{A} \backslash \mathrm{U} \in \mathcal{H}$ for every $\mathrm{U} \in \mathrm{n}$.

Proof. Let $\left\{\mathrm{V}_{\alpha}: \alpha \in \Delta\right\}$ be a family of $m$-open subsets of $X$ such that $\mathrm{f}^{-1}(\mathrm{~A}) \backslash$ $\cup\left\{V_{\alpha}: \alpha \in \Delta\right\} \in f^{-1}(\mathcal{H})$. For each $y \in A$ there exists a countable subset $\Delta_{0}(y)$ of $\Delta$ such that $\mathrm{f}^{-1}(\mathrm{y}) \backslash \cup\left\{\mathrm{V}_{\alpha}: \alpha \in \Delta_{0}(\mathrm{y})\right\} \in \mathrm{f}^{-1}(\mathcal{H})$. Let $\mathrm{V}_{\mathrm{y}}=\cup\left\{\mathrm{V}_{\alpha}: \alpha \in\right.$ $\left.\Delta_{0}(y)\right\}$. Each $V_{y}$ is an $m$-open set in $(X, m)$ and $f^{-1}(y) \backslash V_{y} \in f^{-1}(\mathcal{H})$.

Now each set $f\left(X-V_{y}\right)$ is $n$-closed in $Y$ and hence, $U(y)=Y-f\left(X-V_{y}\right)$ is $n$-open in $Y$. Note that $f^{-1}(U(y)) \subseteq V_{y}$. Thus, $\{U(y): y \in A\}$ is a family of $n$-open subsets of $Y$ such that $A \backslash \cup\{U(y): y \in A\} \in \mathcal{H}$. Since $A$ is Strongly $\mathcal{H}$-Lindelöf relative to $Y$, there exists a countable subset $\left\{U\left(y_{i}\right): i \in \mathbb{N}\right\}$ such that $A \backslash \cup\left\{U\left(y_{i}\right): i \in \mathbb{N}\right\} \in \mathcal{H}$ and hence $f^{-1}\left[A \backslash \cup\left\{U\left(y_{i}\right): i \in \mathbb{N}\right\}\right]=f^{-1}(A) \backslash$ $\cup\left\{f^{-1}\left(U\left(y_{i}\right)\right): i \in \mathbb{N}\right\} \in f^{-1}(\mathcal{H})$. Since $f^{-1}(A) \backslash \cup\left\{V_{y_{i}}: i \in \mathbb{N}\right\} \subseteq f^{-1}(A) \backslash$ $\cup\left\{f^{-1}\left(U\left(y_{i}\right)\right): i \in \mathbb{N}\right\}$, then $f^{-1}(A) \backslash \cup\left\{V_{y_{i}}: i \in \mathbb{N}\right\}=f^{-1}(A) \backslash \cup\left\{V_{\alpha}: \alpha \in\right.$ $\left.\Delta_{0}\left(y_{i}\right), i \in \mathbb{N}\right\} \in f^{-1}(\mathcal{H})$. Hence, $f^{-1}(A)$ is Strongly $f^{-1}(\mathcal{H})$-Lindelöf relative to X.

A subset $K$ of an $m$-space is said to be m-compact [14] if every cover of $K$ by $m$-open sets of $X$ has a finite subcover.

Theorem 10 Let $\mathrm{f}:(\mathrm{X}, \mathrm{m}) \rightarrow(\mathrm{Y}, \mathrm{n}, \mathcal{H})$ be an M -closed surjective function. If for every $\mathrm{y} \in \mathrm{Y}, \mathrm{f}^{-1}(\mathrm{y})$ is m -compact in X , then $\mathrm{f}^{-1}(\mathcal{A})$ is $\mathrm{f}^{-1}(\mathcal{H})$-Lindelöf relative to X whenever A is $\mathcal{H}$-Lindelöf relative to Y .

Proof. Let $\left\{\mathrm{V}_{\alpha}: \alpha \in \Delta\right\}$ be a cover of $\mathrm{f}^{-1}(\mathcal{A})$ by m-open sets of $X$. For each $y \in A$ there exists a finite subset $\Delta_{0}(y)$ of $\Delta$ such that $f^{-1}(y) \subseteq \cup\left\{V_{\alpha}\right.$ : $\left.\alpha \in \Delta_{0}(y)\right\}$. Let $V_{y}=U\left\{V_{\alpha}: \alpha \in \Delta_{0}(y)\right\}$. Each $V_{y}$ is an m-open set in $(X, m)$ and $f^{-1}(y) \subseteq V_{y}$. Since $f$ is $M$-closed, by Theorem 3.1 of [11] there exists an $n$-open set $U_{y}$ containing $y$ such that $f^{-1}\left(U_{y}\right) \subseteq V_{y}$. The collection $\left\{U_{y}: y \in A\right\}$ is a cover of $A$ by $n$-open sets of $Y$. Hence, there exists a countable subcollection $\left\{\mathrm{U}_{\mathrm{y}(\mathrm{i})}: \mathfrak{i} \in \mathbb{N}\right\}$ such that $\mathcal{A} \backslash \cup\left\{\mathrm{U}_{\mathrm{y}(\mathrm{i})}: \mathfrak{i} \in \mathbb{N}\right\} \in \mathcal{H}$. Then $\mathfrak{f}^{-1}\left(\mathcal{A} \backslash \cup\left\{\mathrm{U}_{y(i)}: \mathfrak{i} \in \mathbb{N}\right\}\right)=\mathfrak{f}^{-1}(\mathcal{A}) \backslash \cup\left\{f^{-1}\left(\mathrm{U}_{y(i)}\right): \mathfrak{i} \in \mathbb{N}\right\} \in \mathfrak{f}^{-1}(\mathcal{H})$. Since $\left.f^{-1}(A) \backslash \cup\left\{V_{y(i)}: i \in \mathbb{N}\right\} \subseteq f^{-1}(A) \backslash \cup\left\{f^{-1}\left(U_{y(i)}\right): i \in \mathbb{N}\right\}\right)$, then $f^{-1}(A) \backslash \cup\left\{V_{y(i)}:\right.$ $\mathfrak{i} \in \mathbb{N}\} \in \mathfrak{f}^{-1}(\mathcal{H})$. Thus, $f^{-1}(\mathcal{A})$ is $f^{-1}(\mathcal{H})$-Lindelöf relative to $X$.
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#### Abstract

We study the notion of expansive homeomorphisms on uniform spaces. It is shown that if there exists a topologically expansive homeomorphism on a uniform space, then the space is always a Hausdorff space and hence a regular space. Further, we characterize orbit expansive homeomorphisms in terms of topologically expansive homeomorphisms and conclude that if there exist a topologically expansive homeomorphism on a compact uniform space then the space is always metrizable.


## 1 Introduction

A homeomorphism $h: X \longrightarrow X$ defined on metric space $X$ is said to be an expansive homeomorphism provided there exists a real number $c>0$ such that whenever $x, y \in X$ with $x \neq y$ then there exists an integer $n$ (depending on $x, y)$ satisfying $d\left(h^{n}(x), h^{n}(y)\right)>c$. Constant $c$ is called an expansive constant for $h$. In 1950, Utz, [18], introduced the concept of expansive homeomorphisms
with the name unstable homeomorphisms. The examples discussed in this paper on compact spaces were sub dynamics of shift maps, thus one can say that the theory of expansive homeomorphisms started based on symbolic dynamics but it quickly developed by itself.

Much attention has been paid to the existence / non-existence of expansive homeomorphisms on given spaces. Each compact metric space that admits an expansive homeomorphism is finite-dimensional [13]. The spaces admitting expansive homeomorphisms include the Cantor set, the real line/half-line, all open $n-$ cells, $n \geq 2$ [12]. On the other hand, spaces not admitting expansive homeomorphisms includes any Peano continuum in the plane [9], the 2-sphere the projective plane and the Klein bottle [8].
Another important aspects of expansive homeomorphism is the study of its various generalizations and variations in different setting. The very first of such variation was given by Schwartzman, [16], in 1952 in terms of positively expansive maps, wherein the points gets separated by non-negative iterates of the continuous map. In 1970, Reddy, [14], studied point-wise expansive maps whereas $h$-expansivity was studied by R. Bowen, [4]. Kato defined and studied the notion of continuum-wise expansive homeomorphism [10]. Shah studied notion of positive expansivity of maps on metric G -spaces [17] whereas Barzanouni studied finite expansive homeomorphisms [2]. Tarun Das et al. [7] used the notion of expansive homeomorphism on topological space to prove the Spectral Decomposition Theorem on non-compact spaces. Achigar et al. studied the notion of orbit expansivity on non-Hausdorff space [1]. Authors in [3] studied expansivity for group actions. In this paper we study expansive homeomorphisms on uniform spaces.

In Section 2 we discuss preliminaries regarding uniform spaces and expansive homeomorphisms on metric /topological space required for the content of the paper. The notion of expansive homeomorphisms on topological spaces was first studied in [7] whereas on uniform spaces was first studied in [6] in the form of positively topological expansive maps. In Section 3 of this paper we define and study expansive homeomorphism on uniform spaces. Through examples it is justified that topologically expansive homeomorphism is weaker than metric expansive homeomorphism whereas stronger than expansive homeomorphism defined on topological space. Further, we show that if a uniform space admits a topologically expansive homeomorphism then the space is always a Hausdorff space and hence a regular space. The notion of orbit expansivity was first introduced in [1]. A characterization of orbit expansive homeomorphism on compact uniform spaces is obtained in terms of topologically expansive homeomorphism. As a consequence of this we conclude that if there is a
topologically expansive homeomorphism on a compact uniform space then the space is always metrizable.

## 2 Preliminaries

In this Section we discuss basics required for the content of the paper.

### 2.1 Uniform spaces

Uniform spaces were introduced by A. Weil [19] as a generalization of metric spaces and topological groups. Recall, in a uniform space $X$, the closeness of a pair of points is not measured by a real number, like in a metric space, but by the fact that this pair of points belong or does not belong to certain subsets of the cartesian product, $\mathrm{X} \times \mathrm{X}$. These subsets are called the entourages of the uniform structure.

Let $X$ be a non-empty set. A relation on $X$ is a subset of $X \times X$. If $U$ is a relation, then the inverse of U is denoted by $\mathrm{U}^{-1}$ and is a relation given by

$$
\mathrm{u}^{-1}=\{(\mathrm{y}, \mathrm{x}):(\mathrm{x}, \mathrm{y}) \in \mathrm{U}\}
$$

A relation U is said to be symmetric if $\mathrm{U}=\mathrm{U}^{-1}$. Note that $\mathrm{U} \cap \mathrm{U}^{-1}$ is always a symmetric set. If U and V are relations, then the composite of U and V is denoted by $\mathrm{U} \circ \mathrm{V}$ and is given by

$$
U \circ V=\{(x, z) \in X \times X: \exists y \in X \text { such that }(x, y) \in V \&(y, z) \in U\}
$$

The set, denoted by $\triangle_{x}$, given by $\triangle_{x}=\{(x, x): x \in X\}$ is called the identity relation or the diagonal of $X$. For every subset $A$ of $X$ the set $U[A]$ is a subset of $X$ and is given by $U[A]=\{y \in X:(x, y) \in U$, for some $x \in A\}$. In case if $A=\{x\}$ then we denote it by $\mathcal{U}[x]$ instead of $\mathcal{U}[\{x\}]$. We now recall the definition of uniform space.

Definition $1 A$ uniform structure (or uniformity) on a set X is a non-empty collection $\mathcal{U}$ of subsets of $\mathrm{X} \times \mathrm{X}$ satisfying the following properties:

1. If $\mathrm{U} \in \mathcal{U}$, then $\Delta_{\mathrm{x}} \subset \mathrm{U}$.
2. If $\mathrm{U} \in \mathcal{U}$, then $\mathrm{U}^{-1} \in \mathcal{U}$.
3. If $\mathrm{U} \in \mathcal{U}$, then $\mathrm{VoV} \subseteq \mathbb{U}$, for some $\mathrm{V} \in \mathcal{U}$.
4. If U and V are elements of $\mathcal{U}$, then $\mathrm{U} \cap \mathrm{V} \in \mathcal{U}$.
5. If $\mathrm{U} \in \mathcal{U}$ and $\mathrm{U} \subseteq \mathrm{V} \subseteq \mathrm{X} \times \mathrm{X}$, then $\mathrm{V} \in \mathcal{U}$.

The pair $(\mathrm{X}, \mathcal{U})$ (or simply X$)$ is called as a uniform space.
Obviously every metric on a set $X$ induces a uniform structure on $X$ and every uniform structure on a set $X$ defines a topology on $X$. Further, if the uniform structure comes from a metric, the associated topology coincides with the topology obtained by the metric. Also, there may be several different uniformities on a set $X$. For instance, the largest uniformity on $X$ is the collection of all subsets of $X \times X$ which contains $\triangle_{X}$ whereas the smallest uniformity on $X$ contains only $X \times X$. For more details on uniform spaces one can refer to [11].

Example 1 Consider $\mathbb{R}$ with usual metric d. For every $\epsilon>0$, let

$$
u_{\epsilon}^{\mathrm{d}}:=\left\{(x, y) \in \mathbb{R}^{2}: \mathrm{d}(\mathrm{x}, \mathrm{y})<\epsilon\right\}
$$

Then the collection

$$
\mathcal{U}_{\mathrm{d}}=\left\{\mathrm{E} \subseteq \mathbb{R}^{2}: \mathrm{U}_{\epsilon}^{\mathrm{d}} \subseteq \mathrm{E}, \quad \text { for some } \epsilon>0\right\}
$$

is a uniformity on $\mathbb{R}$. Further, let $\rho$ be an another metric on $\mathbb{R}$ given by $\rho(x, y)=\left|e^{x}-e^{y}\right|, \quad x, y \in \mathbb{R}$. If for $\epsilon>0$,

$$
u_{\epsilon}^{\rho}:=\left\{(x, y) \in \mathbb{R}^{2}: \rho(x, y)<\epsilon\right\}
$$

then the collection

$$
\mathcal{U}_{\rho}=\left\{E \subseteq \mathbb{R}^{2}: \mathcal{U}_{\epsilon}^{\rho} \subseteq E \text { for some } \epsilon>0\right\}
$$

is also a uniformity on $\mathbb{R}$. Note that these two uniformities are distinct as the set $\{(\mathrm{x}, \mathrm{y}):|\mathrm{x}-\mathrm{y}|<1\}$ is in $\mathcal{U}_{\mathrm{d}}$ but it is not in $\mathcal{U}_{\rho}$.

Let X be a uniform space with uniformity $\mathcal{U}$. Then, the natural topology, $\tau_{\mathcal{U}}$, on $X$ is the family of all subsets $T$ of $X$ such that for every $x$ in $T$, there is $\mathrm{U} \in \mathcal{U}$ for which $\mathrm{U}[\mathrm{x}] \subseteq \mathrm{T}$. Therefore, for each $\mathrm{U} \in \mathcal{U}, \mathrm{U}[\mathrm{x}]$ is a neighborhood of $x$. Further, the interior of a subset $A$ of $X$ consists of all those points $y$ of $X$ such that $U[y] \subseteq A$, for some $U \in \mathcal{U}$. For the proof of this, one can refer to [11, Theorem 4, P.178]. With the product topology on $\mathrm{X} \times \mathrm{X}$, it follows that every member of $\mathcal{U}$ is a neighborhood of $\Delta_{X}$ in $X \times X$. However, converse need not be true in general. For instance, in Example 1 every element of $\mathcal{U}_{\mathrm{d}}$ is a neighborhood of $\Delta_{\mathbb{R}}$ in $\mathbb{R}^{2}$ but $\left\{(x, y):|x-y|<\frac{1}{1+|y|}\right\}$ is a neighborhood of $\Delta_{\mathbb{R}}$ but not a member of $\mathcal{U}_{\mathrm{d}}$. Also, it is known that if X is a compact
uniform space, then $\mathcal{U}$ consists of all the neighborhoods of the diagonal $\Delta_{X}[11]$. Therefore for compact Hausdorff spaces the topology generated by different uniformities is unique and hence the only uniformity on $X$ in this case is the natural uniformity. Proof of the following Lemma can be found in [11].

Lemma 1 Let $X$ be a uniform space with uniformity $\mathcal{U}$. Then the following are equivalent:

1. X is a $\mathrm{T}_{1}$-space.
2. X is a Hausdorff space.
3. $\bigcap\{U: U \in \mathcal{U}\}=\Delta_{X}$.
4. $X$ is a regular space.

### 2.2 Various kind of expansivity on metric/topological spaces

Let $X$ be a metric space with metric $d$ and let $f: X \longrightarrow X$ be a homeomorphism. For $x \in X$ and a positive real number $c$, set

$$
\Gamma_{\mathrm{c}}(\mathrm{x}, \mathrm{f})=\left\{\mathrm{y}: \mathrm{d}\left(\mathrm{f}^{\mathrm{n}}(\mathrm{x}), \mathrm{f}^{\mathrm{n}}(\mathrm{y})\right) \leq \mathrm{c}, \forall \mathrm{n} \in \mathbb{Z}\right\}
$$

$\Gamma_{c}(x, f)$ is known as the dynamical ball of $x$ of size $c$. Note that for each $c$, $\Gamma_{\mathcal{C}}(x, f)$ is always non-empty. We recall the definition expansive homeomorphism defined by Utz [18].

Definition 2 Let X be a metric space with metric d and let $\mathrm{f}: \mathrm{X} \longrightarrow \mathrm{X}$ be a homeomorphism. Then f is said to be a metric expansive homeomorphism, if there exists $\mathrm{c}>0$ such that $\Gamma_{\mathrm{c}}(\mathrm{x}, \mathrm{f})=\{\mathrm{x}\}$, for all $\mathrm{x} \in \mathrm{X}$. Constant c is known as an expansive constant for f .

In the following we give some known example of metric expansive homeomorphisms.

Example 2 1. Consider the set of real numbers $\mathbb{R}$ with usual metric $d$. For $\alpha \in \mathbb{R} \backslash\{0,1,-1\}$, define $\mathrm{f}_{\alpha}: \mathbb{R} \longrightarrow \mathbb{R}$ by $\mathrm{f}_{\alpha}(\mathrm{x})=\alpha x$. Then $\mathrm{f}_{\alpha}$ is a metric expansive homeomorphism with any positive real number c as an expansive constant.
2. Consider $X=\left\{ \pm \frac{1}{n}, \pm\left(1-\frac{1}{n}\right)\right\}$ with the metric d given by $\mathrm{d}(\mathrm{x}, \mathrm{y})=$ $|\mathrm{x}-\mathrm{y}|$. Let $\mathrm{f}: \mathrm{X} \longrightarrow \mathrm{X}$ be a map which fixes $0,1,-1$ and takes any
element $x \in X \backslash\{0,1,-1\}$ to its immediate right element. Then $\mathbf{f}$ is a metric expansive homeomorphism with expansive constant c , where $0<c<\frac{1}{6}$.

The notion of metric expansive homeomorphism is independent of the choice of metric if the space is compact but not the expansive constant. If the space is non-compact, then the notion of metric expansivity depends on the choice of metric even if the topology induced by different metrics are equivalent. For instance, see Example 4. Different variants and generalizations of expansivity are studied. We study few of them in this section.

Let $(X, \tau)$ be a topological space. For a subset $A \subseteq X$ and a cover $\mathcal{U}$ of $X$ we write $A \prec \mathcal{U}$ if there exists $C \in \mathcal{U}$ such that $A \subseteq C$. If $\mathcal{V}$ is a family of subsets of $X$, then $\mathcal{V} \prec \mathcal{U}$ means that for each $A \in \mathcal{V}, A \prec \mathcal{U}$. If, in addition $\mathcal{V}$ is a cover of $X$, then $\mathcal{V}$ is said to be refinement of $\mathcal{U}$. Join of two covers $\mathcal{U}$ and $\mathcal{V}$ is a cover given by $\mathcal{U} \wedge \mathcal{V}=\{U \cap \mathrm{~V} \mid \mathrm{U} \in \mathcal{U}, \mathrm{V} \in \mathcal{V}\}$. Every open cover $\mathcal{U}$ of cardinality $k$ can be refined by an open cover $\mathcal{V}=\bigwedge_{i=1}^{k} \mathcal{U}$ such that $\mathcal{V} \prec \mathcal{U}$ and $\mathcal{V} \wedge \mathcal{V}=\mathcal{V}$. The notion for orbit expansivity for homeomorphisms was first defined in [1]. We recall the definition.

Definition 3 Let $\mathrm{f}: \mathrm{X} \longrightarrow \mathrm{X}$ be a homeomorphism defined on a topological space X . Then f is said to be an orbit expansive homeomorphism if there is a finite open cover $\mathcal{U}$ of $X$ such that if for each $\mathfrak{n} \in \mathbb{Z}$, the set $\left\{\mathrm{f}^{n}(\mathrm{x}), \mathrm{f}^{\mathrm{n}}(\mathrm{y})\right\} \prec \mathcal{U}$, then $\mathrm{x}=\mathrm{y}$. The cover $\mathcal{U}$ of X is called an orbit expansive covering of f .

It can be observed that if f is an orbit expansive homeomorphism on a compact metric space and $\mathcal{U}$ is an orbit expansive covering of $f$, then $\mathcal{U}$ is a generator for $f$ and therefore $f$ is an expansive homeomorphism. Conversely, every expansive homeomorphism on a compact metric space has a generator $\mathcal{U}$, which is also an orbit expansive covering of f . Hence on compact metric space expansivity is equivalent to orbit expansivity. Another generalization of expansivity was defined and studied in [7]. We recall the definition.

Definition 4 Let X be a topological space. Then a homeomorphism $\mathrm{f}: \mathrm{X} \longrightarrow \mathrm{X}$ is said to be an expansive homeomorphism if there exists a closed neighborhood N of $\Delta_{\mathrm{X}}$ such that for any two distinct $\mathrm{x}, \mathrm{y} \in \mathrm{X}$, there is $\mathrm{n} \in \mathbb{Z}$ satisfying $\left(\mathrm{f}^{\mathrm{n}}(\mathrm{x}), \mathrm{f}^{\mathrm{n}}(\mathrm{y})\right) \notin \mathrm{N}$. Neighborhood N is called an expansive neighborhood for f .

Note that the term used in [7] is topologically expansive but we used the term expansive in above definition to differentiate it from our definition of
expansivity on uniform spaces. Obviously, metric expansivity implies expansivity. Through examples it was justified in [7], that in general expansivity need not imply metric expansivity. Also, similar to proof of [15, Theorem 4], one can show that on a locally compact metric space $X$, if $f$ is expansive with expansive neighborhood $N$, then for every $\epsilon>0$ we can construct a metric d compatible with the topology of $X$ such that $f$ is a metric expansive with expansive constant $\epsilon>0$.

## 3 Topologically expansive homeomorphism

In this section we study expansive homeomorphisms on uniform spaces. The notion was first defined in [6]. Let $X$ be an uniform space with uniformity $\mathcal{U}$ and $f: X \longrightarrow X$ be a homeomorphism. For an entourage $D \in \mathcal{U}$ let

$$
\Gamma_{\mathrm{D}}(\mathrm{x}, \mathrm{f})=\left\{\mathrm{y}:\left(\mathrm{f}^{\mathrm{n}}(\mathrm{x}), \mathrm{f}^{\mathrm{n}}(\mathrm{y})\right) \in \mathrm{D}, \forall \mathrm{n} \in \mathbb{Z}\right\}
$$

Definition 5 Let X be an uniform space with uniformity $\mathcal{U}$. A homeomorphism $\mathrm{f}: \mathrm{X} \longrightarrow \mathrm{X}$ is said to be a topologically expansive homeomorphism, if there exists an entourage $A \in \mathcal{U}$, such that for every $x \in X$,

$$
\Gamma_{A}(x, f)=\{x\}
$$

Entourage $A$ is called an expansive entourage.

Since every entourage $\mathcal{A} \in \mathcal{U}$ contains some closed neighborhood $F$ of $\Delta_{X}$, it follows that every topologically expansive homeomorphism is an expansive homeomorphism. But in general converse need not be true as we can observe from the following Example:

Example 3 Consider $\mathbb{R}$ with the uniformity $\mathcal{U}_{\mathrm{d}}$ as given in Example 1. Then the translation T defined on $\mathbb{R}$ by $\mathrm{T}(\mathrm{x})=\mathrm{x}+1$ is an expansive homeomorphism with an expansive neighbourhood $N=\left\{(x, y) \in \mathbb{R}^{2}:|x-y| \leq e^{-x}\right\}$. Note that $\mathrm{N} \notin \mathcal{U}$. In fact, it is easy to observe that T is not topologically expansive.

Example 4 Consider $\mathbb{R}$ with uniformities $\mathcal{U}_{\rho}$ and $\mathcal{U}_{\mathrm{d}}$ as given in Example 1. Define a homeomorphism $\mathrm{f}: \mathbb{R} \longrightarrow \mathbb{R}$ by $\mathrm{f}(\mathrm{x})=\mathrm{x}+\ln 2$. Then it can be easily verified that f is topologically expansive for a closed entourage $\mathcal{A} \in \mathcal{U}_{\rho}$ but not for any closed entourage $\mathrm{D} \in \mathcal{U}_{\mathrm{d}}$. Further, observe that f is metric expansivity with respect to metric $\rho$ but is not metric expansive with respect to metric d .

From Example 3, it can be observed that topologically expansivity is stronger than expansivity whereas from Example 4, it can be concluded that it is weaker than metric expansivity. Also, from Example 4, it can be concluded that the notion of topological expansivity depends on the choice of uniformity on the space and the notion of metric expansivity depends on the metric of the space. In spite of expansivity, in the following Proposition we show that if a uniform space admits a topologically expansive homeomorphism, the space is always Hausdorff space.

Proposition 1 Let X be a uniform space with uniformity $\mathcal{U}$ and let $\mathrm{f}: \mathrm{X} \longrightarrow \mathrm{X}$ be a topologically expansive homeomorphism. Then X is always a Hausdorff space.

Proof. Let D be an expansive entourage of f . Since $\mathcal{U}$ is a uniformity on X there exists a symmetric set $\mathrm{E} \in \mathcal{U}$, such that

$$
\mathrm{EoE} \subseteq \mathrm{D} .
$$

Given two distinct points $x$ and $y$ of $X$, by topological expansivity of $f$, there exists $\mathfrak{n}$ in $\mathbb{Z}$, such that $\left(f^{n}(x), f^{n}(y)\right) \notin D$. But this implies

$$
\left(f^{n}(x), f^{n}(y)\right) \notin \mathrm{E} \circ \mathrm{E} .
$$

Let $U=f^{-n}\left(E\left[f^{n}(x)\right]\right)$ and $V=f^{-n}\left(E\left[f^{n}(y)\right]\right)$. Then $\operatorname{int}(U)$ and $\operatorname{int}(V)$ are open subsets of $X$ with $x \in \operatorname{int}(U)$ and $y \in \operatorname{int}(V)$. Further, $U \cap V=\emptyset$. For, if $t \in U \cap V$, then $f^{n}(t) \in E\left[f^{n}(x)\right] \cap E\left[f^{n}(y)\right]$. But this implies that $\left(f^{n}(x), f^{n}(y)\right) \in E \circ E$, which is a contradiction. Hence $X$ is a Hausdorff space.

Following Corollary is a consequence of just Proposition 1 and Lemma 1.
Corollary 1 If uniform space X admits a topological expansive homeomorphism then X is a regular space.

Recall, for a compact Hausdorff space X, all uniformities generates a same topology on the space and therefore it is sufficient to work with the natural uniformity on X. Hence as consequence of Proposition 1, we can conclude the following:

Corollary 2 Topological expansivity on a compact Hausdorff uniform space does not depend on choice of uniformity on the space.

Since every compact metric space admits a unique uniform structure, it follows that on compact metric space: metric expansivity, topological expansivity and expansivity are equivalent.

Let X be a uniform space with uniformity $\mathcal{U}$. A cover $\mathcal{A}$ of a space X is a uniform cover if there is $\mathrm{U} \in \mathcal{U}$ such that $\mathrm{U}[\mathrm{x}]$ is a subset of some member of the cover for every $x \in X$, equivalently, $\{\mathrm{U}[x]: x \in X\} \prec \mathcal{A}$. It is known that every open cover of a compact uniform space is uniform cover. For instance, see Theorem 33 in [11].

Let X be a topological space and $\mathrm{f}: \mathrm{X} \longrightarrow \mathrm{X}$ be an orbit expansive homeomorphism with an orbit expansive covering $\mathcal{A}$. Equivalently, f is orbit expansive if for every subset $B$ of $X, f^{n}(B) \prec \mathcal{A}$ for all $n \in \mathbb{Z}$, then $B$ is singleton. In the following we show that on compact uniform space, topological expansivity is equivalent to orbit expansivity:

Theorem 1 Let X be a compact uniform space with uniformity $\mathcal{U}$. Then f : $\mathrm{X} \longrightarrow \mathrm{X}$ is a topologically expansive homeomorphism if and only if it is an orbit expansive homeomorphism.

Proof. Let f be a topologically expansive homeomorphism with an expansive entourage $\mathrm{D}, \mathrm{D} \in \mathcal{U}$. Choose $\mathrm{E} \in \mathcal{U}$ such that $\mathrm{EoE} \subseteq \mathrm{D}$. Now, $\mathrm{E} \in \mathcal{U}$ and $\mathcal{U}$ is a uniformity. Therefore E contains diagonal and hence the collection $\{\mathrm{E}[\mathrm{x}]: x \in \mathrm{X}\}$ is a cover of X by neighbourhoods. But X is compact. Let $\mathcal{A}$ be a finite subcover of $\{\mathrm{E}[\mathrm{x}]: x \in \mathrm{X}\}$. We show that $\mathcal{A}$ is an orbit expansive covering for $f$. For $x, y \in X$ suppose that for each $n \in \mathbb{Z},\left\{f^{n}(x), f^{n}(y)\right\} \prec \mathcal{A}$. But this implies that for each $n \in \mathbb{Z}$,

$$
\left(f^{n}(x), f^{n}(y)\right) \in E o E \subseteq D .
$$

Since $D$ is expansive entourage, it follows that $x=y$. Hence $\mathcal{A}$ is an orbit expansive covering.

Conversely, let $\mathcal{A}$ be an orbit expansive covering of f . Since X is a compact uniform space, $\mathcal{A}$ is a uniform cover. Therefore there exists $\mathrm{U} \in \mathcal{U}$ such that $\{\mathrm{U}[\mathrm{x}]: \mathrm{x} \in \mathrm{X}\} \prec \mathcal{A}$. Since the family of closed members of a uniformity $\mathcal{U}$ is a basis of $\mathcal{U}$, there is a closed member $\mathrm{D} \in \mathcal{U}$ such that $\mathrm{D} \subseteq \mathcal{U}$. We claim that $D$ is an expansive entourage of $f$. For $x, y \in X$ and for all $n \in \mathbb{Z}$, suppose

$$
\left(\mathrm{f}^{\mathrm{n}}(\mathrm{x}), \mathrm{f}^{\mathrm{n}}(\mathrm{y})\right) \in \mathrm{D} .
$$

Therefore, for each $n \in \mathbb{Z}$,

$$
\left\{f^{\mathrm{n}}(x), \mathrm{f}^{\mathrm{n}}(\mathrm{y})\right\} \subseteq \mathrm{U}\left[\mathrm{f}^{\mathrm{n}}(x)\right] .
$$

This further implies that

$$
\left\{\mathrm{f}^{\mathrm{n}}(\mathrm{x}), \mathrm{f}^{\mathrm{n}}(\mathrm{y})\right\} \prec\{\mathrm{U}[\mathrm{t}]: \mathrm{t} \in \mathrm{X}\} \prec \mathcal{A} .
$$

But $\mathcal{A}$ is an orbit expansive covering of f and therefore $\mathrm{x}=\mathrm{y}$. Hence f is topologically expansive with expansive entourage D.

In [1, Theorem 2.7] authors showed that if a compact Hausdorff topological space admits an orbit expansive homeomorphism then it is metrizable. Therefore by Proposition 1 and Proposition 1, we have:

Corollary 3 If a compact uniform space admits a topologically expansive homeomorphism, then it is always metrizable.

Again as a consequence of Corollary 3, it follows that topological expansivity is equivalent with metric expansivity and it does not depend uniformity. However the following example shows that Corollary 3, is false for non-compact Hausdorff uniform spaces.

Example 5 Consider $\mathbb{R}$ with the topology $\tau_{\mathbb{R}}$ whose base consists of all intervals $[\mathrm{x}, \mathrm{r})$, where x is a real number, r is a rational number and $\mathrm{x}<\mathrm{r}$. Then $\mathbb{R}$ with topology $\tau_{\mathbb{R}}$ is a non-compact, paracompact, Hausdorff and not metrizable space. Also, it is known that every paracompact Hausdorff space, admits the uniform structure $\mathcal{U}$, consisting of all neighborhood of the diagonal. For instance, see [11, Page 208]. Hence if

$$
D=\{(x, y) \in \mathbb{R} \times \mathbb{R}:|x-y|<1\},
$$

then $\mathrm{D} \in \mathcal{U}$. Define $\mathrm{f}: \mathbb{R} \longrightarrow \mathbb{R}$ by $\mathrm{f}(\mathrm{x})=3 \mathrm{x}$. Then it is easy to see that f is topologically expansive with expansive entourage D . Note that $\mathbb{R}$ with uniformity $\mathcal{U}$ is a non-compact Hausdorff space.

In the following Remark, we observe certain results related to topological expansivity as a consequence of expansivity.

Remark 1 Let X be a uniform space with uniformity $\mathcal{U}$ and let $\mathrm{f}: \mathrm{X} \longrightarrow \mathrm{X}$ be a homeomorphism.

1. Suppose X is a locally compact, paracompact uniform space. Since every topologically expansive homeomorphism is an expansive homeomorphism, it follows from Lemma 9 of [7], that there is a proper expansive neighborhood for f. Note that this neighborhood need not be an entourage. Recall, a set $\mathrm{M} \subseteq \mathrm{X} \times \mathrm{X}$ is proper if for every compact subset A of X , the set $\mathrm{M}[\mathrm{A}]$ is compact.
2. Let f be topologically expansive homeomorphism. Then by Proposition 13 of [7], it follows that for each $\mathfrak{n} \in \mathbb{N}, \mathfrak{f}^{n}$ is expansive. Note that this $\mathrm{f}^{\mathrm{n}}$ need not be in general topologically expansive. For instance, let $\mathcal{U}$ be the usual uniformity on $[0, \infty)$ and $\mathrm{f}:[0, \infty) \longrightarrow[0, \infty)$ be as homeomorphism constructed by Bryant and Coleman in [5]. Then it is easy to verify that f is topologically expansive but $\mathrm{f}^{\mathrm{n}}$ is not topologically expansive, for any $\mathfrak{n}>1$.
3. Let X be a uniform space with uniformity $\mathcal{U}$ and Y be a uniform space with uniformity $\mathcal{V}$. Suppose $\mathrm{f}: \mathrm{X} \longrightarrow \mathrm{X}$ is topologically expansive and $\mathrm{h}: \mathrm{X} \longrightarrow \mathrm{Y}$ is a homeomorphism. Then by Proposition 13 of [7], it follows that $\mathrm{h} \circ \mathrm{f} \circ \mathrm{h}^{-1}$ is expansive on Y . However, the homeomorphism $\mathrm{h} \circ \mathrm{f} \circ \mathrm{h}^{-1}$ need not be topologically expansive. For instance, let $\mathcal{U}_{\rho}$ and $\mathcal{U}_{\mathrm{d}}$ be uniformities on $\mathbb{R}$ as defined in Example 1. Consider the identity homeomorphism $\mathrm{h}: \mathbb{R} \longrightarrow \mathbb{R}$, where the domain $\mathbb{R}$ is considered with uniformity $\mathcal{U}_{\rho}$ whereas co-domain $\mathbb{R}$ is considered with the uniformity $\mathcal{U}_{\mathrm{d}}$. Then as observed in Example 4, $\mathrm{f}(\mathrm{x})=\mathrm{x}+\ln (2)$ is topologically expansive with respect to $\mathcal{U}_{\rho}$ but $\mathrm{h} \circ \mathrm{f} \circ \mathrm{h}^{-1}$ is not topologically expansive with respect to $\mathcal{U}_{\mathrm{d}}$.

Observe here that in each of the above Example, $f$ is not uniformly continuous. In the following we show that Remarks above are true if the maps are uniformly continuous. Recall, a map $f: X \longrightarrow X$ is uniformly continuous relative to the uniformity $\mathcal{U}$ if for every entourage $\mathrm{V} \in \mathcal{U},(f \times f)^{-1}(\mathrm{~V}) \in \mathcal{U}$.

Proposition 2 1. Let $X$ be a uniform space with uniformity $\mathcal{U}$. Suppose both f and $\mathrm{f}^{-1}$ are uniformly continuous relative to $\mathcal{U}$. Then f is topologically expansive if and only if $\mathrm{f}^{\mathrm{n}}$ is topologically expansive, for all $n \in \mathbb{Z} \backslash\{0\}$.
2. Let X be a uniform space with uniformity $\mathcal{U}$ and Y be a uniform space with uniformity $\mathcal{V}$. Suppose $\mathrm{h}: \mathrm{X} \longrightarrow \mathrm{Y}$ is a homeomorphism such that both h and $\mathrm{h}^{-1}$ are uniformly continuous. Then f is topologically expansive on X if and only if $\mathrm{h} \circ \mathrm{f} \circ \mathrm{h}^{-1}$ is topologically expansive on Y .

Since the proof of the Proposition 2 is similar to the proof of Proposition 13 in [7], we omit the proof.
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#### Abstract

In this note the convolved ( $u, v$ )-Lucas first kind and the convolved ( $u, v$ )-Lucas second kind $p$-polynomials are introduced and study some of their properties. Several identities related to the common generalization of convolved ( $u, v$ )-Lucas first and second kinds $p$-polynomials are also presented.


## 1 Introduction

Buschman [2] introduced the homogeneous linear second order difference equation with constant coefficients as

$$
\begin{equation*}
\mathrm{U}_{0} ; \mathrm{U}_{1} ; \mathrm{U}_{\mathrm{n}+1}=a \mathrm{U}_{\mathrm{n}}+\mathrm{b} \mathrm{U}_{\mathrm{n}-1}, \text { for } \mathrm{n} \geq 1 \tag{1}
\end{equation*}
$$

that generalizes almost all numbers and polynomials sequences. The Lucas sequence of first and second kinds $\mathrm{U}=\mathrm{U}(\mathrm{a}, \mathrm{b})$ and $\mathrm{V}=\mathrm{V}(\mathrm{a}, \mathrm{b})$ can be recovered from (1) by taking $\mathrm{U}_{0}=0, \mathrm{U}_{1}=1$ and $\mathrm{V}_{0}=2, \mathrm{~V}_{1}=a$ respectively. These two kinds sequences comprise Fibonacci numbers, generalized Fibonacci
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numbers, Lucas numbers, Pell numbers, Pell-Lucas numbers, balancing polynomials, chebyshev polynomials etc. The interested reader may look $[1,3,4,5]$ for a detail review.

Şahin and Ramírez [6] introduced the convolved (p,q)-Fibonacci polynomials (convolved generalized Lucas polynomials) by $g_{\mathfrak{p}, \boldsymbol{q}}^{(r)}(t)=(1-p(x) t-$ $\left.q(x) t^{2}\right)^{-r}=\sum_{n=0}^{\infty} F_{p, q, n+1}^{(r)}(x) t^{n}, r \in \mathbb{Z}^{+}$. In [7], Ye and Zhang gave a common generalization of convolved generalized Fibonacci and Lucas polynomials and are given by $\sum_{n=0}^{\infty} T_{h, n}^{(r, m)}(x) t^{n}=\frac{(h(x)+2 t)^{m}}{\left(1-h(x) t-t^{2}\right)^{2}}, r \geq m$ and $r, m \in \mathbb{Z}^{+}$. They obtained some recurrence relations and identities of these polynomials.

In this study we introduce convolved ( $u, v$ )-Lucas first kind and second kind p-polynomials and derive some of their identities. Further the common generalization of these two polynomials is presented and some related results are discussed.

## 2 Convolved (u,v)-Lucas first and second kinds p-polynomials

In this section, we introduce convolved ( $u, v$ )-Lucas first kind $p$-polynomials and convolved $(u, v)$-Lucas second kind $p$-polynomials and present some of their properties.

Definition 1 Let p be any non-negative integer. The ( $\mathfrak{u}, \boldsymbol{v}$ )-Lucas first kind $p$-polynomials $\left\{\mathcal{L}_{u, v, j}^{p}(x)\right\}_{j \geqslant p+1}$ are defined recursively by

$$
L_{u, v, j}^{p}(x)=u(x) L_{u, v, j-1}^{p}(x)+v(x) L_{u, v, j-p-1}^{p}(x)
$$

with initials $\mathrm{L}_{\mathfrak{u}, v, 0}^{\mathrm{p}}(\mathrm{x})=0$ and $\mathrm{L}_{\mathfrak{u}, v, \mathfrak{j}}^{\mathrm{p}}(\mathrm{x})=(\mathfrak{u}(\mathrm{x}))^{\mathfrak{j}-1}$ for $\mathfrak{j}=1 \ldots \mathrm{p}$ and $\mathfrak{u}(\mathrm{x})$ and $v(\mathrm{x})$ are polynomials with real coefficients.

Let $g_{u, v}^{p}(t)$ be the generating function of $L_{u, v, j+1}^{p}(x)$. Then it is easy to see $g_{\mathfrak{u}, v}^{p}(t)=\sum_{j=0}^{\infty} L_{u, v, j+1}^{p}(x) t^{j}=\frac{1}{1-u(x) t-v(x)^{p+1}}$. The finding result is the criterion to define the convolved ( $u, v$ )-Lucas first kind p-polynomials.

Definition 2 Let $\mathfrak{u}(\mathrm{x})$ and $v(\mathrm{x})$ be polynomials with real coefficients. Then the convolved $(u, v)$-Lucas first kind $\mathfrak{p}$-polynomials $\left\{\mathcal{L}_{u, v, j}^{(p, r)}(x)\right\}_{j \in \mathbb{N}}$ for $p \geqslant 1$ are defined by

$$
\begin{equation*}
g_{u, v}^{(p, r)}(t)=\sum_{j=0}^{\infty} L_{u, v, j+1}^{(p, r)}(x) t^{\mathfrak{j}}=\left(1-u(x) t-v(x) t^{p+1}\right)^{-r}, r \in \mathbb{Z}^{+} . \tag{2}
\end{equation*}
$$

Further simplification of relation (2) gives the following explicit formula

$$
\begin{equation*}
L_{u, v, j+1}^{(p, r)}(x)=\sum_{k=0}^{\left\lfloor\frac{j}{p+1}\right\rfloor} \frac{(r)_{j-p k}}{(j-(p+1) k)!k!} \mathfrak{u}^{j-(p+1) k}(x) v^{k}(x) . \tag{3}
\end{equation*}
$$

Consideration of formula (3) for different measures of $(p, r)$ with $r=4$ yield some values of convolved $(u, v)$-Lucas first kind $p$-polynomials which are listed in Table 1.

Table 1: Convolved $(u, v)$-Lucas first kind $p$-polynomials

| j | $(p, r)=(1,4)$ | $(\mathrm{p}, \mathrm{r})=(2,4)$ | $(\mathrm{p}, \mathrm{r})=(3,4)$ | $(\mathrm{p}, \mathrm{r})=(4,4)$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 01 | 1 | 1 | 1 |
| 1 | $1{ }^{4} \mathbf{u}(x)$ | $4 \mathrm{u}(\mathrm{x})$ | $4 \mathrm{u}(\mathrm{x})$ | $4 \mathrm{u}(\mathrm{x})$ |
| 2 | $210 u^{2}(x)+4 v(x)$ | $10 u^{2}(x)$ | $10 u^{2}(x)$ | $10 u^{2}(x)$ |
| 3 | $\begin{aligned} & 20 u^{3}(x) \\ & 20 u(x) v(x) \end{aligned}+$ | $20 u^{3}(x)+4 v(x)$ | $20 u^{3}(x)$ | $20 u^{3}(x)$ |
| 4 | $\begin{array}{ll} 35 u^{4}(x) & + \\ 60 u^{2}(x) v(x) & + \\ 10 v^{2}(x) & \end{array}$ | $\begin{aligned} & 35 u^{4}(x) \\ & 20 u(x) v(x) \end{aligned}+$ | $35 u^{4}(x)+4 v(x)$ | $35 u^{4}(x)$ |
| 5 | $56 \mathrm{u}^{5}(\mathrm{x})$ $140 u^{3}(x) v(x)+$ $60 u(x) v^{2}(x)$ | $\begin{aligned} & 56 u^{5}(x) \\ & 60 u^{2}(x) v(x) \end{aligned}+$ | $\begin{aligned} & 56 u^{5}(x) \\ & 20 u(x) v(x) \end{aligned}+$ | $56 u^{5}(x)+4 v(x)$ |
| 6 | $\begin{aligned} & 84 u^{6}(x) \\ & 280 u^{4}(x) v(x)+ \\ & \left.210 u^{2}(x)\right) v^{2}(x)+ \\ & 20 v^{3}(x) \end{aligned}$ | $\begin{array}{ll} 84 u^{6}(x) & + \\ 140 u^{3}(x) v(x) & + \\ 10 v^{2}(x) & \end{array}$ | $\begin{aligned} & 84 u^{6}(x) \\ & 60 u^{2}(x) v(x) \end{aligned}+$ | $\begin{aligned} & \left.84 u^{6}(x)\right) \\ & 20 u(x) v(x) \end{aligned}+$ |

Theorem 1 The convolved $(u, v)$-Lucas first kind $p$-polynomials $\mathcal{L}_{u, v, j+1}^{(p, r)}(x)$ satisfies the following relation

$$
\begin{equation*}
u(x) L_{u, v, j-1}^{(p, r)}(x)+v(x) L_{u, v, j-p-1}^{(p, r)}(x)+L_{u, v, j}^{(p, r-1)}(x)=L_{u, v, j}^{(p, r)}(x), \tag{4}
\end{equation*}
$$

with parameters $\mathrm{r}>1$ and $\mathrm{j}>1$.
Proof. Using the explicit formula (3) on the left-hand side of (4), we get

$$
\frac{(r)_{j-2-p k}}{(j-2-(p+1) k)!k!} u^{j-1-(p+1) k}(x) v^{k}(x)+\frac{(r)_{j-p-2-p k}}{(j-p-2-(p+1) k)!k!}
$$

$$
\begin{aligned}
& \times u^{j-p-2-(p+1) k}(x) v^{k+1}(x)+\frac{(r-1)_{j-1-p k}}{(j-1-(p+1) k)!k!} u^{j-1-(p+1) k}(x) v^{k}(x) \\
= & \frac{(r)_{j-2-p k}}{(j-2-(p+1) k)!k!} u^{j-1-(p+1) k}(x) v^{k}(x)+\frac{(r)_{j-2-p k}}{(j-1-(p+1) k)!(k-1)!} \\
& \times u^{j-1-(p+1) k}(x) v^{k}(x)+\frac{(r-1)_{j-1-p k}}{(j-1-(p+1) k)!k!} u^{j-1-(p+1) k}(x) v^{k}(x) \\
= & \frac{u^{j-1-(p+1) k}(x) v^{k}(x)}{(j-1-(p+1) k)!k!}\left[\frac{(j-1-(p+1) k)(r)_{j-1-p k}}{(r+j-2-p k)}+\frac{k(r)_{j-1-p k}}{(r+j-2-p k)}\right. \\
& \left.+\frac{(r-1)(r)_{j-1-p k}}{(r+j-2-p k)}\right] \\
= & \frac{(r)_{j-1-p k}}{(j-1-(p+1) k)!k!} u^{j-1-(p+1) k}(x) v^{k}(x) \\
= & L_{u, v, j}^{(p, r)}(x) .
\end{aligned}
$$

This completes the proof.

## Theorem 2 The following relation

$$
\begin{equation*}
\sum_{k=1}^{r} L_{\mathfrak{u}, v, \mathfrak{j}}^{(p, k)}(x)=\frac{1}{u(x)}\left[L_{\mathfrak{u}, v, j+1}^{(p, r)}(x)-v(x) \sum_{k=1}^{r} L_{u, v, j-p}^{(p, k)}(x)\right] \tag{5}
\end{equation*}
$$

holds for $\mathfrak{j} \geqslant 1$ with $\mathrm{L}_{u, v, j+1}^{(\mathfrak{p}, 0)}=0$.
Proof. Taking summation over 1 to $r$ in relation (4), we have

$$
\begin{aligned}
\sum_{k=1}^{r} L_{u, v, j}^{(p, k)}(x) & =u(x) \sum_{k=1}^{r} L_{\mathfrak{u}, v, j-1}^{(p, k)}(x)+v(x) \sum_{k=1}^{r} L_{\mathfrak{u}, v, j-p-1}^{(p, k)}(x)+\sum_{k=1}^{r} L_{u, v, j}^{(p, k-1)}(x) \\
& =u(x) \sum_{k=1}^{r} L_{\mathfrak{u}, v, j-1}^{(p, k)}(x)+v(x) \sum_{k=1}^{r} L_{\mathfrak{u}, v, j-p-1}^{(p, k)}(x)+\sum_{k=1}^{r-1} L_{u, v, j}^{(p, k)}(x)
\end{aligned}
$$

It follows that

$$
L_{u, v, j}^{(p, r)}(x)=u(x) \sum_{k=1}^{r} L_{u, v, j-1}^{(p, k)}(x)+v(x) \sum_{k=1}^{r} L_{u, v, j-p-1}^{(p, k)}(x)
$$

we get the desired result by replacing $\mathfrak{j}+1$ instead of $\mathfrak{j}$.

Theorem 3 For $\mathfrak{j} \geqslant \mathrm{p}+1$ and $\mathrm{L}_{\mathbf{u}, v,-\mathfrak{j}}^{(\mathrm{p}, \mathrm{r})}(\mathrm{x})=0$, the polynomial $\mathrm{L}_{\mathbf{u}, v, \mathfrak{j}+1}^{(\mathrm{p}, \mathrm{r})}(\mathrm{x})$ holds the following relation

$$
\begin{align*}
& u(x) \sum_{i=0}^{j-1} L_{u, v, i+1}^{(p, r)}(x)+\sum_{i=0}^{j} L_{u, v, i+1}^{(p, r-1)}(x) \\
& =(1-v(x)) \sum_{i=0}^{j-p-1} L_{u, v, i+1}^{(p, r)}(x)+\sum_{i=j-p}^{j} L_{u, v, i+1}^{(p, r)}(x) \tag{6}
\end{align*}
$$

Proof. Consider $\mathfrak{j}=1,2, \ldots$ in relation (4), follows

$$
\begin{aligned}
& u(x) L_{u, v, 0}^{(p, r)}(x)+v(x) L_{u, v,-p}^{(p, r)}(x)+L_{u, v, 1}^{(p, r-1)}(x)=L_{u, v, 1}^{(p, r)}(x) \\
& u(x) L_{u, v, 1}^{(p, r)}(x)+v(x) L_{u, v,-p+1}^{(p, r)}(x)+L_{u, v, 2}^{(p, r-1)}(x)=L_{u, v, 2}^{(p, r)}(x) \\
& u(x) L_{\mathfrak{u}, v, p}^{(p, r)}(x)+v(x) L_{\mathfrak{u}, v, 0}^{(p, r)}(x)+L_{\mathfrak{u}, v, p+1}^{(p, r-1)}(x)=L_{\mathfrak{u}, v, p+1}^{(p, r)}(x) \\
& u(x) L_{u, v, p+1}^{(p, r)}(x)+v(x) L_{u, v, 1}^{(p, r)}(x)+L_{u, v, p+2}^{(p, r-1)}(x)=L_{u, v, p+2}^{(p, r)}(x) \\
& u(x) L_{u, v, j-1}^{(p, r)}(x)+v(x) L_{u, v, j-p-1}^{(p, r)}(x)+L_{u, v, j}^{(p, r-1)}(x)=L_{u, v, j}^{(p, r)}(x) \\
& u(x) L_{u, v, j}^{(p, r)}(x)+v(x) L_{u, v, j-p}^{(p, r)}(x)+L_{u, v, j+1}^{(p, r-1)}(x)=L_{u, v, j+1}^{(p, r)}(x) .
\end{aligned}
$$

Summation of these equalities yields the desired result.

Definition 3 Let $p$ be any non-negative integer and $u(x)$ and $v(x)$ are polynomials of real coefficients. Then the $(u, v)$-Lucas second kind p-polynomials $\left\{M_{u, v, \mathfrak{j}}^{\mathfrak{p}}(\chi)\right\}_{j \geqslant p+1}$ are defined recursively by

$$
M_{\mathfrak{u}, v, \mathfrak{j}}^{p}(x)=u(x) M_{\mathfrak{u}, v, j-1}^{p}(x)+v(x) M_{\mathfrak{u}, v, j-p-1}^{p}(x)
$$

with initials $M_{\mathfrak{u}, v, 0}^{p}(x)=(p+1) \frac{M_{1}(x)}{\mathfrak{u}(x)}$ and $M_{\mathfrak{u}, v, \mathfrak{j}}^{p}(x)=M_{1}(x) u^{j-1}(x)$ for $\mathfrak{j}=$ $1 \ldots \mathrm{p}$ and $\mathrm{M}_{1}(\mathrm{x})$ is the first term of Lucas second kind like polynomial sequences.

Many well-known polynomial sequences are special cases of (u,v)-Lucas second kind p-polynomials. For example, for $p=1$, when $(u(x), v(x))=(x, 1)$ and $M_{1}=x,(u(x), v(x))=(2 x, 1)$ and $M_{1}=2 x,(u(x), v(x))=(6 x,-1)$ and $M_{1}=3 x,(u(x), v(x))=(1,2 x)$ and $M_{1}=1,(u(x), v(x))=(3 x,-2)$
and $M_{1}=3 x$ etc. the $(u, v)$-Lucas second kind $p$-polynomials turn into classical Lucas polynomials, Pell-Lucas polynomials, Lucas-balancing polynomials, Jacobsthal-Lucas polynomials, Fermat-Lucas polynomials respectively.

Let $h_{u, v}^{p}(t)$ denotes the generating function of $M_{u, v, j+1}^{p}(x)$. Then

$$
h_{u, v}^{p}(t)=\sum_{j=0}^{\infty} M_{u, v, j+1}^{p}(x) t^{j}=\frac{M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}}{1-u(x) t-v(x) t^{p+1}}
$$

The generating function $h_{u, v}^{p}(t)$ is more precious to define convolved $(u, v)$ Lucas second kind p-polynomials.

Definition 4 Let $p$ be any positive integer. Then the convolved ( $u, v)$-Lucas second kind $p$-polynomials $\left\{\mathcal{M}_{\mathfrak{u}, v, \mathfrak{j}}^{(\mathfrak{p}, \boldsymbol{r})}(x)\right\}_{\mathfrak{j} \in \mathbb{N}}$ are defined by

$$
\begin{equation*}
h_{u, v}^{(p, r)}(t)=\sum_{j=0}^{\infty} M_{u, v, j+1}^{(p, r)}(x) t^{j}=\frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{r}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r}}, r \in \mathbb{Z}^{+} \tag{7}
\end{equation*}
$$

Expression (7) reduces to the explicit formula

$$
\begin{align*}
M_{u, v, j+1}^{(p, r)}(x)= & \sum_{k=0}^{\min \{r, j\}} \sum_{i=0}^{\left\lfloor\frac{j-p k}{p+1}\right\rfloor}\binom{r}{k} \frac{(r)_{j-p k-p i}^{i!(j-p k-(p+1) i)!}}{i} M_{1}^{r}(x)(p+1)^{k} v^{k+i}(x) \\
& \times u^{j-(p+1) k-(p+1) i}(x) . \tag{8}
\end{align*}
$$

Consideration of formula (8) for different measures of ( $p, r$ ) gives some values of convolved $(u, v)$-Lucas second kind p-polynomials which are listed in Table 2.

Theorem 4 The convolved $(u, v)$-Lucas second kind p -polynomials $\mathcal{M}_{\mathrm{u}, \mathrm{v}, \mathrm{j}+1}^{(\mathrm{p}, \mathrm{r}}(\mathrm{x})$ satisfies following relation

$$
\begin{align*}
M_{\mathfrak{u}, v, j}^{(p, r)}(x)= & u(x) M_{u, v, j-1}^{(p, r)}(x)+v(x) M_{u, v, j-1-p}^{(p, r)}(x) \\
& +M_{1}(x) M_{u, v, j}^{(p, r-1)}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) M_{u, v, j-p}^{(p, r-1)}(x) \tag{9}
\end{align*}
$$

with parameters $\mathrm{r}>1$ and $\mathrm{j}>1$.

Table 2: Convolved $(u, v)$-Lucas second kind $p$-polynomials


Proof. Using (7) on the right-hand side of relation (9), we get

$$
\begin{aligned}
& u(x) \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{r}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r}} t^{2}+v(x) \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{\mathfrak{u}(x)} M_{1}(x) t^{p}\right)^{r}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r}} \\
& \times \mathfrak{t}^{p+2}+M_{1}(x) \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{r-1}}{\left(1-\mathfrak{u}(x) t-v(x) t^{p+1}\right)^{r-1}} t+(p+1) \frac{v(x)}{\mathfrak{u}(x)} M_{1}(x) \\
& \times \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{r-1}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r-1}} t^{p+1} \\
& =\frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{r}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r}} t\left[u(x) t+v(x) t^{p+1}\right] \\
& +\frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{r-1}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r-1}} t\left[M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right] \\
& =\frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{r}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r-1}} t\left[\frac{u(x) t+v(x) t^{p+1}}{1-\mathfrak{u}(x) t-v(x) t^{p+1}}+1\right]
\end{aligned}
$$

$$
=\frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{r}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r}} t
$$

which proves the result.
Theorem 5 The polynomial $M_{\mathfrak{u}, v, j+1}^{(p, r)}(x)$ obey the following relation

$$
\begin{align*}
& M_{u, v, j}^{(p, r)}(x)=u(x) \sum_{k=1}^{r} M_{\mathfrak{u}, v, j-1}^{(p, k)}(x)+v(x) \sum_{k=1}^{r} M_{u, v, j-1-p}^{(p, k)}(x) \\
& \quad+\left(M_{1}(x)-1\right) \sum_{k=1}^{r-1} M_{u, v, j}^{(p, k)}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) \sum_{k=1}^{r-1} M_{u, v, j-p}^{(p, k)}(x) \tag{10}
\end{align*}
$$

with parameters $r>1, j \geqslant 2, p \geqslant 1$ and $M_{u, v, j+1}^{(p, 0)}(x)=0$.
Proof. Consider $r=1,2, \ldots$ in relation (9) which follows

$$
\begin{aligned}
M_{\mathfrak{u}, v, \mathfrak{j}}^{(p, 1)}(x)= & u(x) M_{\mathfrak{u}, v, j-1}^{(p, 1)}(x)+v(x) M_{\mathfrak{u}, v, j-1-p}^{(p, 1)}(x)+M_{1}(x) M_{u, v, j}^{(p, 0)}(x) \\
& +(p+1) \frac{v(x)}{u(x)} M_{1}(x) M_{u, v, j-p}^{(p, 0)}(x) \\
M_{u, v, j}^{(p, 2)}(x)= & u(x) M_{u, v, j-1}^{(p, 2)}(x)+v(x) M_{\mathfrak{u}, v, j-1-p}^{(p, 2)}(x)+M_{1}(x) M_{u, v, j}^{(p, 1)}(x) \\
& +(p+1) \frac{v(x)}{u(x)} M_{1}(x) M_{u, v, j-p}^{(p, 1)}(x) \\
M_{\mathfrak{u}, v, \mathfrak{j}}^{(p, 3)}(x)= & u(x) M_{\mathfrak{u}, v, j-1}^{(p, 3)}(x)+v(x) M_{\mathfrak{u}, v, j-1-p}^{(p, 3)}(x)+M_{1}(x) M_{u, v, j}^{(p, 2)}(x) \\
& +(p+1) \frac{v(x)}{u(x)} M_{1}(x) M_{u, v, j-p}^{(p, 2)}(x)
\end{aligned}
$$

$$
\begin{aligned}
M_{\mathfrak{u}, v, \mathfrak{j}}^{(p, r)}(x)= & u(x) M_{u, v, j-1}^{(p, r)}(x)+v(x) M_{\mathfrak{u}, v, j-1-p}^{(p, r)}(x)+M_{1}(x) M_{\mathfrak{u}, v, j}^{(p, r-1)}(x) \\
& +(p+1) \frac{v(x)}{u(x)} M_{1}(x) M_{u, v, j-p}^{(p, r-1)}(x)
\end{aligned}
$$

Summation of these bunch equalities yields the desired result.
In order to verify the result (10), assume $\mathfrak{j}=5$ with $(p, r)=(2,3)$, gives

$$
M_{u, v, 5}^{(2,3)}=u(x) \sum_{k=1}^{3} M_{u, v, 4}^{(2, k)}(x)+v(x) \sum_{k=1}^{3} M_{u, v, 2}^{(2, k)}(x)
$$

$$
+\left(M_{1}(x)-1\right) \sum_{k=1}^{2} M_{\mathfrak{u}, v, 5}^{(2, k)}(x)+3 \frac{v(x)}{u(x)} M_{1}(x) \sum_{k=1}^{2} M_{u, v, 3}^{(2, k)}(x)
$$

Simplification of right-hand side gives

$$
\begin{aligned}
& u(x)\left[M_{u, v, 4}^{(2,1)}(x)+M_{u, v, 4}^{(2,2)}(x)+M_{u, v, 4}^{(2,3)}(x)\right]+v(x)\left[M_{u, v, 2}^{(2,1)}(x)+M_{u, v, 2}^{(2,2)}(x)\right. \\
& \left.\quad+M_{u, v, 2}^{(2, x)}(x)\right]+\left(M_{1}(x)-1\right)\left[M_{u, v, 5}^{(2,1)}(x)+M_{u, v, 5}^{(2,2)}(x)\right] \\
& \quad+3 \frac{v(x)}{u(x)} M_{1}(x)\left[M_{u, v, 3}^{(2,1)}(x)+M_{u, v, 3}^{(2,2)}(x)\right]=15 M_{1}^{3}(x) u^{4}(x) \\
& \quad+66 M_{1}^{3}(x) u(x) v(x)+27 M_{1}^{3}(x) \frac{v^{2}(x)}{u^{2}(x)}=M_{u, v, 5}^{(2,3)}(x)
\end{aligned}
$$

and the result is verified.

## 3 Common generalization of convolved (u,v)-Lucas first and second kinds p-polynomials

In this section we give the common generalization of convolved (u,v)-Lucas first and second kinds p-polynomials and obtain some recurrence relations of these polynomials.

Definition 5 Let $p, r$ and $m$ be all positive integers. Then the common generalization of convolved $(u, v)$-Lucas first and second kinds p-polynomials $\left\{\mathrm{E}_{\mathfrak{u}, v, \mathfrak{j}}^{(\mathrm{p}, \mathrm{m}, \mathfrak{m})}(\mathrm{x})\right\}_{\mathrm{j} \in \mathbb{N}}$ are defined by

$$
\begin{equation*}
\sum_{j=0}^{\infty} E_{u, v, j}^{(p, r, m)}(x) t^{j}=\frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{m}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r}}, r \geqslant m \tag{11}
\end{equation*}
$$

Assumption of $m=0$ and $m=r$ reduces the expression (11) to convolved $(u, v)$-Lucas first kind p-polynomials and convolved $(u, v)$-Lucas second kind $p$-polynomials respectively.

Theorem 6 The common generalization of convolved ( $u, v$ )-Lucas first and second kinds p-polynomials has the following explicit formula

$$
\begin{aligned}
E_{u, v, j}^{(p, r, m)}(x)= & \sum_{k=0}^{\min \{m, j\}} \sum_{i=0}^{\left\lfloor\frac{i-p k}{p+1}\right\rfloor}\binom{m}{k} \frac{(r)_{j-p k-p i}}{(j-p k-(p+1) i)!i!} M_{1}^{m}(x)(p+1)^{k} v^{k+i}(x) \\
& \times u^{j-(p+1) k-(p+1) i}(x) .
\end{aligned}
$$

Proof. We run the proof by taking right-hand side of the expression (11)

$$
\begin{aligned}
& \underline{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{m}} \\
& \left(1-u(x) t-v(x) t^{p+1}\right)^{r} \\
& =\sum_{k=0}^{m}\binom{m}{k} M_{1}^{m-k}(x)\left((p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{k} \sum_{j=0}^{\infty}\binom{-r}{j}(-t)^{j}\left(u(x)+v(x) t^{p}\right)^{j} \\
& =\sum_{k=0}^{m}\binom{m}{k} M_{1}^{m-k}(x)(p+1)^{k} \frac{v^{k}(x)}{u^{k}(x)} M_{1}^{k}(x) t^{p k} \sum_{j=0}^{\infty} \frac{(r)_{j}}{j!} t^{j} \sum_{i=0}^{j}\binom{j}{i} u^{j-i}(x) v^{i}(x) t^{p i} \\
& =\sum_{j=0}^{\infty} \sum_{k=0}^{\min \{m, j\}} \sum_{i=0}^{\left\lfloor\frac{j-p k}{p+1}\right\rfloor}\binom{m}{k} M_{1}^{m}(x)(p+1)^{k} \frac{v^{k}(x)}{u^{k}(x)} t^{p k} \frac{(r)_{j-p k-p i}}{(j-p k-p i)!} t^{j-p k-p i} \\
& \times \frac{(j-p k-p i)!}{(j-p k-(p+1) i)!i!} u^{j-p k-(p+1) i}(x) v^{i}(x) t^{p i} \\
& =\sum_{j=0}^{\infty} \sum_{k=0}^{\min \{m, j\}} \sum_{i=0}^{\left\lfloor\frac{\mathfrak{j}-p k}{p+1}\right\rfloor}\binom{m}{k} M_{1}^{m}(x)(p+1)^{k} v^{k+i}(x) u^{j-(p+1) k-(p+1) i}(x) \\
& \times \frac{(r)_{j-p k-p i}}{(j-p k-(p+1) i)!i!} t^{j} .
\end{aligned}
$$

Comparing the left-hand side of expression (11), we get the required result.

Theorem 7 The common generalization of convolved ( $u, v$ )-Lucas first and second kinds p-polynomials obeys the following relations
(i) $E_{u, v, j}^{(p, r, m)}(x)=u(x) E_{u, v, j-1}^{(p, r, m)}(x)+v(x) E_{u, v, j-(p+1)}^{(p, r, m)}(x)+E_{u, v, j}^{(p, r-1, m)}(x)$;
(ii) $E_{u, v, j}^{(p, r, m+1)}(x)=M_{1}(x) E_{u, v, j}^{(p, r, m)}(x)+(p+1) \frac{v(x)}{\mathfrak{u}(x)} M_{1}(x) E_{u, v, j-p}^{(p, r, m)}(x)$;
(iii) $E_{u, v, j}^{(p, r, m)}(x)=\frac{1}{\mathfrak{u}(x)}\left\{\frac{\mathfrak{j}+1}{r-1} E_{u, v, j+1}^{(p, r-1, m)}(x)-\frac{p(p+1) M_{1}(x) m}{r-1} \frac{v(x)}{\mathfrak{u}(x)} E_{u, v, j+1-p}^{(p, r-1, m-1)}(x)\right.$ $\left.-(p+1) v(x) E_{u, v, j-p}^{(p, r, m)}(x)\right\}$.

Proof. Using the expression (11), we have

$$
\sum_{j=0}^{\infty} E_{u, v, j}^{(p, r, m)}(x) t^{j}=\frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{m}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r}}
$$

$$
\begin{aligned}
= & \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{m}\left(u(x) t+v(x) t^{p+1}\right)}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r}} \\
& +\frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{m}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r-1}} \\
= & u(x) \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{m}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r}} t \\
& +v(x) \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{m}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r}} t^{p+1} \\
& +\frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{m}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r-1}},
\end{aligned}
$$

and the expression (i) follows. The proof of (ii) is analogous to (i). In order to proof (iii), we proceed as follows:

The common generalization of convolved ( $u, v$ )-Lucas first and second kinds p-polynomials can be written undoubtedly as

$$
\begin{aligned}
(r- & 1)\left(u(x)-(p+1) v(x) t^{p}\right) \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{m}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r}} \\
& =\frac{d}{d t} \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{m}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r-1}} \\
& -p(p+1) \frac{v(x)}{u(x)} M_{1}(x) m \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{m-1}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r-1}} t^{p-1},
\end{aligned}
$$

and if and only if

$$
\begin{array}{r}
(r-1)\left[u(x) E_{u, v, j}^{(p, r, m)}(x)+(p+1) v(x) E_{u, v, j-p}^{(p, r, m)}(x)\right]=(j+1) E_{u, v, j+1}^{(p, r-1, m)}(x) \\
\\
-p(p+1) \frac{v(x)}{u(x)} M_{1}(x) m E_{u, v, j+1-p}^{(p, r-1, m-1)}(x)
\end{array}
$$

This follows the result.
The following corollary is an immediate consequence of Theorem 7.
Corollary 1 Let r and m be any positive integers with $\mathrm{r} \geq \mathrm{m}$. Then, the
following relations

$$
\begin{equation*}
\sum_{k=1}^{r-m}\left[u(x) E_{u, v, j-1}^{p, \mathfrak{m}+k, \mathfrak{m}}(x)+v(x) E_{u, v, j-(p+1)}^{(p, \mathfrak{m}+k, \mathfrak{m})}(x)\right]=E_{u, v, j}^{(\mathfrak{p}, \mathfrak{j}, \mathfrak{m})}(x)-E_{u, v, j}^{(p, \mathfrak{m}, \mathfrak{m})}(x) \tag{12}
\end{equation*}
$$

and

$$
\begin{align*}
& \sum_{k=0}^{m} M_{1}^{k}(x) E_{u, v, j-p}^{(p, r, m-k)}(x)  \tag{13}\\
& \quad=\frac{u(x)}{v(x)(p+1) M_{1}(x)}\left[E_{u, v, j}^{(p, r, m+1)}(x)-M_{1}^{\mathfrak{m}+1}(x) E_{u, v, j}^{(p, r, 0)}(x)\right]
\end{align*}
$$

## hold.

The following are some examples to understand the above corollary.
Example 1 Consider $\mathrm{r}=4$ and $\mathrm{m}=3$ on the left of relation (12), gives

$$
\begin{aligned}
\sum_{k=1}^{1} & {\left[u(x) E_{u, v, j-1}^{(p, 3+k, 3)}(x)+v(x) E_{u, v, j-(p+1)}^{(p, 3+k, 3)}(x)\right] } \\
= & u(x) E_{u, v, j-1}^{(p, 4,3)}(x)+v(x) E_{u, v, j-(p+1)}^{(p, 4,3)}(x) \\
= & u(x) \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{3}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{4}} t \\
& +v(x) \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{3}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{4}} t^{p+1} \\
= & \left(u(x) t+v(x) t^{p+1}-1\right) \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{3}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{4}} \\
& +\frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{3}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{4}} \\
= & \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{3}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{4}}-\frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{3}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{3}} \\
= & E_{u, v, j}^{(p, 4,3)}(x)-E_{u, v, j}^{(p, 3,3)}(x) .
\end{aligned}
$$

Example 2 Consider $\mathrm{r}=5$ and $\mathrm{m}=2$ in relation (13), we have

$$
\begin{equation*}
\sum_{k=0}^{2} M_{1}^{k}(x) E_{u, v, j-p}^{(p, 5,2-k)}(x)=\frac{u(x)}{v(x)(p+1) M_{1}(x)}\left[E_{u, v, j}^{(p, 5,3)}(x)-M_{1}^{3}(x) E_{u, v, j}^{(p, 5,0)}(x)\right] \tag{14}
\end{equation*}
$$

Expansion of left side of (14) gives

$$
\begin{aligned}
& E_{u, v, j-p}^{(p, 5,2)}(x)+M_{1}(x) E_{u, v, j-p}^{(p, 5,1)}(x)+M_{1}^{2}(x) E_{u, v, j-p}^{(p, 5,0)}(x) \\
& = \\
& \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{2}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{5}} t^{p}+M_{1}(x) \\
& \quad \times \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)}{\left(1-u(x) t-v(x) t^{p+1}\right)^{5}} t^{p}+M_{1}^{2}(x) \frac{1}{\left(1-u(x) t-v(x) t^{p+1}\right)^{5}} t^{p} \\
& = \\
& \frac{3 M_{1}^{2}(x)+(p+1)^{2} \frac{v^{2}(x)}{u^{2}(x)} M_{1}^{2}(x) t^{2 p}+3(p+1) \frac{v(x)}{u(x)} M_{1}^{2}(x) t^{p}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{5}} t^{p} .
\end{aligned}
$$

On the other hand, expansion of right side of (14) gives

$$
\begin{aligned}
& \frac{u(x)}{v(x)(p+1) M_{1}(x)}\left[E_{u, v, j}^{(p, 5,3)}(x)-M_{1}^{3}(x) E_{u, v, j}^{(p, 5,0)}(x)\right] \\
& =\frac{u(x)}{v(x)(p+1) M_{1}(x)}\left[\frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{3}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{5}}\right. \\
& \left.-M_{1}^{3}(x) \frac{1}{\left(1-u(x) t-v(x) t^{p+1}\right)^{5}}\right] \\
& =\frac{3 M_{1}^{2}(x)+(p+1)^{2} \frac{v^{2}(x)}{u^{2}(x)} M_{1}^{2}(x) t^{2 p}+3(p+1) \frac{v(x)}{u(x)} M_{1}^{2}(x) t^{p}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{5}} t^{p} .
\end{aligned}
$$

Theorem 8 The following identity

$$
\begin{aligned}
E_{u, v, j+1-p}^{(p, r, m)}(x)= & \frac{u(x)}{v(x)(p+1) M_{1}(x)(m p-j)}\left[M_{1}(x)(j+1) E_{u, v, j+1}^{(p, r, m)}(x)\right. \\
& \left.-r u(x) E_{u, v, j}^{(p, r+1, m+1)}(x)-r(p+1) v(x) E_{u, v, j-p}^{(p, r+1, m+1)}(x)\right]
\end{aligned}
$$

holds for every non-negative integers r and m .

Proof. It is observed that

$$
\begin{aligned}
\frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{r}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r}}= & \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{m}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r}} \\
& \times\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{r-m}
\end{aligned}
$$

Differentiating both sides gives

$$
\begin{aligned}
\frac{d}{d t} \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{r}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r}} & =\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{r-m} \\
& \times \frac{d}{d t} \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{m}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r}} \\
& +(r-m) p(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p-1} \\
& \times \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{r-1}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r}}
\end{aligned}
$$

and we have

$$
\begin{aligned}
& \frac{d}{d t} \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{r}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r}}=r p(p+1) \frac{v(x)}{u(x)} M_{1}(x) \\
& \times \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{r-1}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r}} t^{p-1} \\
& \quad+r u(x) \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{r}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r+1}}+r(p+1) v(x) \\
& \quad \times \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{r}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r+1}} t^{p} .
\end{aligned}
$$

Now, we get

$$
\begin{aligned}
& \left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{r-m} \frac{d}{d t} \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{m}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r}} \\
& \quad+(r-m) p(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p-1} \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{r-1}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r}}
\end{aligned}
$$

$$
\begin{aligned}
= & r p(p+1) \frac{v(x)}{u(x)} M_{1}(x) \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{r-1}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r}} t^{p-1}+r u(x) \\
& \times \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{r}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r+1}}+r(p+1) v(x) \\
& \times \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{r}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r+1}} t^{p} .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
& \left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right) \frac{d}{d t} \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{\mathfrak{u}(x)} M_{1}(x) t^{p}\right)^{m}}{\left(1-\mathfrak{u}(x) t-v(x) t^{p+1}\right)^{r}} \\
& \quad-m p(p+1) \frac{v(x)}{u(x)} M_{1}(x) \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{m}}{\left(1-\mathfrak{u}(x) t-v(x) t^{p+1}\right)^{r}} t^{p-1} \\
& =r u(x) \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{m+1}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r+1}}+r(p+1) v(x) \\
& \quad \times \frac{\left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right)^{m+1}}{\left(1-u(x) t-v(x) t^{p+1}\right)^{r+1}} t^{p} .
\end{aligned}
$$

This implies

$$
\begin{aligned}
& \left(M_{1}(x)+(p+1) \frac{v(x)}{u(x)} M_{1}(x) t^{p}\right) \frac{d}{d t} E_{u, v, j}^{(p, r, m)}(x)-m p(p+1) \frac{v(x)}{u(x)} \\
& \quad \times M_{1}(x) E_{u, v, j+1-p}^{(p, r, m)}(x)=r u(x) E_{u, v, j}^{(p, r+1, m+1)}(x)+r(p+1) v(x) E_{u, v, j-p}^{(p, r+1, m+1)}(x)
\end{aligned}
$$

Further simplification gives

$$
\begin{aligned}
(p+1) \frac{v(x)}{u(x)} & M_{1}(x)(j-m p) E_{u, v, j+1-p}^{(p, r, m)}(x)=r u(x) E_{u, v, j}^{(p, r+1, m+1)}(x)+r(p+1) \\
& \times v(x) E_{u, v, j-p}^{(p, r+1, m+1)}(x)-M_{1}(x)(j+1) E_{u, v, j+1}^{(p, r, m)}(x),
\end{aligned}
$$

and the result follows.
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#### Abstract

This paper is concerned with the existence and multiplicity of solutions for $p(x)$-Laplacian equations with Robin boundary condition. Our technical approach is based on variational methods.


## 1 Introduction

The purpose of this paper is to study the existence and multiplicity of solutions for the following Robin problem involving the $p(x)$-Laplacian

$$
\begin{cases}-\operatorname{div}\left(|\nabla u|^{p(x)-2} \nabla u\right)=f(x, u) & \text { in } \quad \Omega  \tag{1}\\ |\nabla u|^{p(x)-2} \frac{\partial u}{\partial v}=\beta(x)|u|^{p(x)-2} u & \text { on } \quad \partial \Omega\end{cases}
$$

[^0]where $\Omega$ is an open bounded subset of $\mathbb{R}^{N}(N \geq 2)$, with smooth boundary, $\frac{\partial u}{\partial v}$ is the outer unit normal derivative on $\partial \Omega, \beta \in L^{\infty}(\Omega)$, with $\operatorname{ess} \inf _{\Omega} \beta>0$ and $p \in C_{+}(\bar{\Omega})$ with
$$
1<p^{-}:=\inf _{\bar{\Omega}} p(x) \leq p^{+}:=\sup _{\bar{\Omega}} p(x)<+\infty
$$

Recently, there has been an increasing interest in studying of problems (1). This great interest may be justified by their various physical applications, we can for example refer to $[3,2,6,9,16,19,23,24,25,27,30,32]$. In fact, there are applications concerning elastic mechanics [33], electrorheological fluids [28, 29], image restoration [12], dielectric breakdown, electrical resistivity and polycrystal plasticity and continuum mechanics [4]. We refer to [18] for an overview of this subject and to $[11,14]$ for the $p(x)$-Laplacian equations.

From the variational point of view, by using a theorem obtained by B. Ricceri in [5], the work [2] shows the existence of at least three solutions for a Navier problem involving the fourth order operator.

The authors in [6] obtained the existence of three distinct weak solutions of $p(x)$-Laplacian Dirichlet problems as applications of critical point theorem obtained by G. Bonanno and S.A. Marano in [7]. In the same breath, the authors in [30] consider the $p(x)$-Laplacian-like problem (originated from a capillary phenomenon) which the main tool is a general critical point theorem in [8].

In the statement of problem (1), $\mathrm{f}: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is a Carathéodory function verifying $\left(F_{0}\right)$ such that
$\left(F_{0}\right)$ There exists a constant $c_{1} \geq 0$ such that

$$
|f(x, t)| \leq c_{1}\left(1+|t|^{q(x)-1}\right)
$$

for all $(x, t) \in \Omega \times \mathbb{R}$ where $\mathrm{q} \in \mathrm{C}_{+}(\bar{\Omega}), \mathrm{q}(x)<\mathrm{p}^{*}(x)$ for all $x \in \bar{\Omega}$.
Where

$$
p^{*}(x)= \begin{cases}\frac{N p(x)}{N-p(x)} & \text { if } p(x)<N \\ +\infty & \text { if } p(x) \geq N\end{cases}
$$

Motivated by the references mentioned above, we establish the existence and multiplicity of solutions for problem (1). It is known that the extension $p(x)$ Laplace operator possesses more complicated structure than the p-Laplacian. For example, it is inhomogeneous and usually it does not have the so-called
first eigenvalue, since the infimum of its spectrum is zero. This provokes some mathematical difficulties which makes the study of such a problems particulary interesting.

Now, we formulate our main results as follows.

Theorem 1 Assume that $\left(\mathrm{F}_{0}\right)$ and the following assumptions hold.
$\left(F_{1}\right) 0<\lim _{t \rightarrow 0} \frac{F(x, t)}{|t| p^{-}}<\frac{1}{p^{-}}$, for $|t|>\delta$, with $\delta>0$,
$\left(F_{2}\right) \lim _{|t| \rightarrow+\infty} \frac{p(x) F(x, t)}{|t|^{p^{-}}} \leq 0$ a.e $x \in \Omega$,
$\left(F_{3}\right) \lim _{|t| \rightarrow+\infty} \int_{\Omega} F(x, t) d x=-\infty$,
Then the problem (1) has two weak solutions.
Theorem 2 Assume that $\left(\mathrm{F}_{0}\right)$ and the following conditions hold.
$\left(F_{4}\right) \lim _{|t| \rightarrow+\infty} \frac{F(x, t)}{|t| p^{-}}=0$,
$\left(F_{5}\right) f(x, t) t>0$ for all $(x, t) \in \Omega \times \mathbb{R}$,
$\left(F_{6}\right) \lim _{|t| \rightarrow+\infty}\left[f(x, t) t-p^{+} F(x, t)\right]=-\infty$.
Then the problem (1) has at least one weak solution.
Through taking the same methods of this paper, results similar to Theorems $1-2$ can also be proven for Neumann and Steklov problems.

Our paper is organized as follows. We first present some necessary preliminary results on variable exponent Sobolev spaces. Next, we give the proof of the main results about the existence of weak solutions.

## 2 Preliminaries

In the sequel, let $p(x) \in C_{+}(\bar{\Omega})$, where

$$
C_{+}(\bar{\Omega})=\{h: h \in C(\bar{\Omega}), h(x)>1 \text { for any } x \in \bar{\Omega}\}
$$

The variable exponent Lebesgue space is defined by

$$
L^{p(x)}(\Omega)=\left\{u: \Omega \rightarrow \mathbb{R} \text { measurable and } \int_{\Omega}|u(x)|^{p(x)} d x<+\infty\right\}
$$

furnished with the Luxemburg norm

$$
|u|_{L^{p}(x)(\Omega)}=|u|_{p(x)}=\inf \left\{\sigma>0: \int_{\Omega}\left|\frac{u(x)}{\sigma}\right|^{p(x)} d x \leq 1\right\}
$$

and the variable exponent Sobolev space is defined by

$$
W^{1, p(x)}(\Omega)=\left\{u \in L^{p(x)}(\Omega):|\nabla u| \in L^{p(x)}(\Omega)\right\}
$$

equipped with the norm

$$
\|u\|_{\mathbf{W}^{1}, \mathfrak{p}(x)(\Omega)}=|\mathfrak{u}|_{L^{p}(x)(\Omega)}+|\nabla u|_{L^{p}(x)(\Omega)} .
$$

Proposition 1 [21] The spaces $\mathrm{L}^{\mathrm{p}(\mathrm{x})}(\Omega)$ and $\mathrm{W}^{1, p(x)}(\Omega)$ are separable, uniformly convex, reflexive Banach spaces. The conjugate space of $\mathrm{L}^{\mathrm{p}(\mathrm{x})}(\Omega)$ is $\mathrm{L}^{\mathrm{q}(\mathrm{x})}(\Omega)$, where $\mathrm{q}(\mathrm{x})$ is the conjugate function of $\mathrm{p}(\mathrm{x})$; i.e.,

$$
\frac{1}{p(x)}+\frac{1}{q(x)}=1
$$

for all $x \in \Omega$. For $u \in L^{p(x)}(\Omega)$ and $v \in L^{q(x)}(\Omega)$ we have

$$
\left|\int_{\Omega} u(x) v(x) d x\right| \leq\left(\frac{1}{p^{-}}+\frac{1}{q^{-}}\right)|u|_{p(x)}|v|_{q(x)}
$$

Proposition 2 [21] For $p, r \in C_{+}(\bar{\Omega})$ such that $r(x) \leq p^{*}(x)\left(r(x)<p^{*}(x)\right)$ for all $x \in \bar{\Omega}$, there is a continuous (compact) embedding

$$
W^{1, p(x)}(\Omega) \hookrightarrow L^{r(x)}(\Omega)
$$

where

$$
p^{*}(x)= \begin{cases}\frac{N p(x)}{N-p(x)} & \text { if } p(x)<N \\ +\infty & \text { if } p(x) \geq N\end{cases}
$$

Proposition 3 [15] For $p \in C_{+}(\bar{\Omega})$ and such $r \in C_{+}(\partial \Omega)$ that $r(x) \leq p^{\partial}(x)$ $\left(\mathrm{r}(\mathrm{x})<\mathrm{p}^{\partial}(\mathrm{x})\right)$ for all $\mathrm{x} \in \bar{\Omega}$, there is a continuous (compact) embedding

$$
W^{1, p(x)}(\Omega) \hookrightarrow L^{r(x)}(\partial \Omega)
$$

where

$$
p^{\partial}(x)=(p(x))^{\partial}:= \begin{cases}\frac{(N-1) p(x)}{N-p(x)} & \text { if } p(x)<N \\ +\infty & \text { if } p(x) \geq N\end{cases}
$$

Proposition 4 [17], [Theorem 2.1] For any $u \in \mathcal{W}^{1, p(x)}(\Omega)$, let

$$
\|u\|_{\partial}:=|u|_{L^{p}(x)(\partial \Omega)}+|\nabla u|_{L^{p}(x)(\Omega)} .
$$

Then $\|\mathfrak{u}\|_{\text {д }}$ is a norm on $\mathrm{W}^{1, p(x)}(\Omega)$ which is equivalent to

$$
\|u\|_{W^{1, p}(x)(\Omega)}=|u|_{L^{p}(x)(\Omega)}+|\nabla u|_{L^{p}(x)(\Omega)} .
$$

Now, for any $u \in X:=W^{1, p(x)}(\Omega)$ define

$$
\|u\|:=\inf \left\{\sigma>0: \int_{\Omega}\left(\left|\frac{\nabla u(x)}{\sigma}\right|^{p(x)} d x+\int_{\partial \Omega} \beta(x)\left|\frac{u(x)}{\sigma}\right|^{p(x)}\right) d \sigma_{x} \leq 1\right\} .
$$

Where $\beta \in L^{\infty}(\Omega)$ and $d \sigma_{x}$ is the measure on the boundary $\partial \Omega$.Then by (4), $\|\cdot\|$ is also a norm on $W^{1, p(x)}(\Omega)$ which is equivalent to $\|\cdot\|_{W^{1, p(x)}(\Omega)}$ and $\|\cdot\|_{\partial}$. Now, we introduce the modular $\rho: X \rightarrow \mathbb{R}$ defined by

$$
\rho(u)=\int_{\Omega}|\nabla u|^{p(x)} d x+\int_{\partial \Omega} \beta(x)|u(x)|^{p(x)} d \sigma_{x}
$$

for all $u \in X$. Here, we give some relations between the norm $\|$.$\| and the$ modular $\rho$.

Proposition 5 [21] For $u \in X$ we have
(i) $\|u\|<1(=1 ;>1) \Leftrightarrow \rho(u)<1(=1 ;>1)$;
(ii) If $\|u\|<1 \Rightarrow\|u\|^{p^{+}} \leq \rho(u) \leq\|u\|^{p^{-}}$;
(iii) If $\|\mathfrak{u}\|>1 \Rightarrow\|u\|^{\mathrm{p}^{-}} \leq \rho(\mathrm{u}) \leq\|u\|^{\mathrm{p}^{+}}$.

Lemma 1 [26] Let $X=X_{1} \oplus X_{2}$, where $X$ is a real Banach space and $X_{2} \neq 0$, and is finite dimensional. Suppose that $\phi \in \mathrm{C}^{1}(\mathrm{X}, \mathrm{R})$ satisfies Cerami condition (C) with the following assertions:
(i) There is a constant $\alpha$ and a bounded neighborhood D of 0 in $\mathrm{X}_{2}$ such that $\phi \mid \partial \mathrm{D} \leq \alpha$.
(ii) There is a constant $\beta>\alpha$ such that $\phi \mid \mathrm{X}_{1} \geq \beta$.

Then $\phi$ possesses a critical value c, moreover, c can be characterized as

$$
c=\inf _{h \in \Gamma} \max _{u \in \bar{D}} \phi(h(u))
$$

where

$$
\Gamma=\{h \in C(D, X) \mid h=i d \text { on } \partial D\} .
$$

Lemma 2 [10] Let $\mathrm{X}=\mathrm{X}_{1} \oplus \mathrm{X}_{2}$, where X is a real Banach space and $\mathrm{X}_{2} \neq 0$, and is finite dimensional. Suppose that $\phi \in C^{1}(X, R)$ satisfies Palais-smalle condition (PS) with the following assertions for some $\mathrm{r}>0$ :
(i) $\phi(u) \leq 0$, for $u \in X_{1},\|u\| \leq r$.
(ii) $\phi(\mathfrak{u}) \geq 0$, for $u \in X_{2},\|u\| \leq r$.

Assume also that $\phi$ is bounded below and $\inf _{\mathrm{X}} \phi<0$. Then $\phi$ has at least two nonzero critical points.

Definition 1 We say that $\mathfrak{u} \in \mathrm{X}$ is a weak solution of (1) if

$$
\int_{\Omega}|\nabla u|^{p(x)-2} \nabla u \nabla v d x+\int_{\partial \Omega} \beta(x)|u|^{p(x)-2} u v d \sigma_{x}=\int_{\Omega} f(x, u) v d x
$$

for all $v \in \mathrm{X}$.
The functional associated to (1) is given by

$$
\begin{equation*}
\phi(u)=\int_{\Omega} \frac{1}{\mathfrak{p}(x)}|\nabla \mathfrak{u}|^{p(x)} d x+\int_{\partial \Omega} \frac{1}{\mathfrak{p}(x)} \beta(x)|\mathfrak{u}|^{p(x)} d x-\int_{\Omega} F(x, u) d x \tag{2}
\end{equation*}
$$

It should be noticed that under the condition ( $F_{0}$ ) the functional $\phi$ is of class $C^{1}(X, \mathbb{R})$ and

$$
\begin{aligned}
& \phi^{\prime}(\mathfrak{u}) \cdot v=\int_{\Omega}|\nabla \mathfrak{u}|^{\mathfrak{p}(x)-2} \nabla \mathfrak{u} \nabla v \mathrm{~d} x+\int_{\partial \Omega} \beta(x)|\mathfrak{u}|^{\mathfrak{p}(x)-2} \mathfrak{u v d} \sigma_{x}-\int_{\Omega} f(x, \mathfrak{u}) v \mathrm{~d} x, \\
& \forall u, v \in X .
\end{aligned}
$$

Then, we can see that the weak solution of (1) corresponds to critical point of the functional $\phi$.

## 3 Proof of main result

We recall that $\phi$ satisfies Palais-smale condition (PS) in X , if any sequence $\left(u_{n}\right)$ such that $\phi\left(u_{n}\right)$ is bounded and $\phi^{\prime}\left(u_{n}\right) \rightarrow 0$ as $n \rightarrow+\infty$, has convergent subsequence.

## Proof of Theorem 1

Let start by the following lemma.

Lemma 3 Any bounded sequence (PS) of $\phi$ has a strongly convergent subsequence.

Proof. Let $\left(u_{n}\right) \subset X$ be a sequence bounded (PS) sequence of $\phi$. Up to a subsequence, we may find $u \in X$ such that $u_{n} \rightharpoonup u$.

From the growth condition $\left(F_{0}\right)$ and Sobolev embedding, we have that $\int_{\Omega} f(x, u)\left(u_{n}-u\right) d x \rightarrow 0$, since $\phi^{\prime}\left(u_{n}\right)\left(u_{n}-u\right) \rightarrow 0$ then

$$
\int_{\Omega}\left|\nabla u_{n}\right|^{p(x)-2} \nabla u \nabla\left(\left(u_{n}-u\right)\right) d x+\int_{\partial \Omega} \beta(x)\left|u_{n}\right|^{p(x)-2} u_{n}\left(u_{n}-u\right) d \sigma_{x} \rightarrow 0
$$

As the mapping $A: W^{1, p(x)}(\Omega) \rightarrow \mathbb{R}$ defined by

$$
\langle A u, v\rangle=\int_{\Omega}|\nabla u|^{p(x)-2} \nabla u \nabla v d x+\int_{\partial \Omega} \beta(x)|u|^{p(x)-2} u v d \sigma_{x}
$$

for all $u, v \in X$ is of type $\left(S_{+}\right)$, so $u_{n} \rightarrow u$ in $W^{1, p(x)}(\Omega)$.

Lemma 4 The functional $\phi$ is coercive, that is, $\phi(u) \rightarrow+\infty$ when $\|u\| \rightarrow$ $+\infty$.

Proof. Suppose that there exist $\left(u_{n}\right) \subset X$ and a positive constant $C$ such that

$$
\left\|u_{n}\right\| \rightarrow+\infty, \quad \phi\left(u_{n}\right) \leq C
$$

Putting $v_{n}=\frac{u_{n}}{\left\|u_{n}\right\|}$, so we may find $v \in X$ and a subsequence of $\left(v_{n}\right)$ still denoted by $\left(\nu_{n}\right)$ such that $\nu_{n} \rightharpoonup v$ in $X$ and $\nu_{n} \rightarrow v$ in $L^{p(x)}(\Omega)$.

By $\left(F_{1}\right)$, for any $\epsilon>0, \exists L>0$ such that

$$
F(x, t) \leq \frac{\varepsilon}{p(x)}|t|^{p^{-}} \forall|t|>L \text { a.e } x \in \Omega
$$

thus, we may find a positive constant $C$ such that

$$
F(x, t) \leq \frac{\varepsilon}{p(x)}|t|^{p^{-}}+C \forall t \in \mathbb{R} \text { a.e } x \in \Omega
$$

Therefore,

$$
\frac{C}{\left\|u_{n}\right\|^{p^{-}}} \geq \frac{\phi\left(u_{n}\right)}{\left\|u_{n}\right\|^{p^{-}}} \geq \frac{1}{p^{+}} \frac{1}{\left\|u_{n}\right\|^{p^{-}}}\left[\int_{\Omega}\left|\nabla u_{n}\right|^{p(x)} d x+\int_{\partial \Omega} \beta(x)\left|u_{n}\right|^{p(x)} d \sigma_{x}\right]
$$

$$
\begin{aligned}
& -\frac{\epsilon}{p^{+}} \int_{\Omega}\left|v_{n}\right|^{p^{-}} d x-\frac{C|\Omega|}{\left\|u_{n}\right\|^{p^{-}}} \\
\geq & \frac{1}{p^{+}}-\frac{\epsilon}{p^{+}} \int_{\Omega}\left|v_{n}\right|^{p^{-}} \mathrm{d} x-\frac{C|\Omega|}{\left\|u_{n}\right\|^{p^{-}}}
\end{aligned}
$$

Consequently, choosing $\epsilon$, such that $\int_{\Omega}\left|v_{n}\right|^{p^{-}} d x>C_{0}$, where $C_{0}$ is the best constant in the embedding $W^{1, p(x)}(\Omega) \hookrightarrow \mathrm{L}^{\mathfrak{p}^{-}}(\Omega)$.

On the other hand, because $\|v\|_{W^{1, p(x)}(\Omega)} \leq \liminf \left\|v_{n}\right\|=1$ by

$$
\int_{\Omega}|\nabla v|^{p^{-}} \mathrm{d} x+\int_{\Omega}|v|^{\mathrm{p}^{-}} \mathrm{d} x \leq \mathrm{C}_{0}
$$

so we get $\int_{\Omega} \nabla|v|^{p^{-}} \mathrm{d} x=0$, which means that $v=$ constant $\neq 0$.
We obtain

$$
\lim _{\left|u_{n}\right| \rightarrow \infty} \int_{\Omega} F\left(x, u_{n}\right) d x \rightarrow-\infty
$$

When $\left\|\mathfrak{u}_{n}\right\| \rightarrow+\infty,\left|\mathfrak{u}_{n}\right| \rightarrow+\infty$, thereby,

$$
\begin{aligned}
C & \geq \frac{1}{p^{+}}\left[\int_{\Omega}\left|\nabla u_{n}\right|^{p(x)} d x+\int_{\partial \Omega} \beta(x)\left|u_{n}\right|^{p(x)} d \sigma_{x}\right]-\int_{\Omega} F\left(x, u_{n}\right) d x \\
& \geq \frac{\left\|u_{n}\right\|^{p^{-}}}{p^{+}}-\frac{\epsilon}{p^{+}} \int_{\Omega}\left|v_{n}\right|^{p^{-}} d x-\frac{C|\Omega|}{\left\|u_{n}\right\|^{p^{-}}},
\end{aligned}
$$

which implies that $\phi$ is coercive and bounded from below.
Now verifying the conditions (i) and (ii) in Lemma 2.
The same idea from [1] and Chung [13], we have $W^{1, p}(x)(\Omega)=W_{0} \oplus \mathbb{R}$. If $\mathfrak{u} \in \mathbb{R}$, for $\|\mathfrak{u}\|<\rho, \rho>0$ and by (2)

$$
\begin{aligned}
\phi(u) & =\int_{\Omega} \frac{1}{\mathfrak{p}(x)}|\nabla u|^{p(x)} d x+\int_{\partial \Omega} \frac{1}{\mathfrak{p}(x)} \beta(x)|u|^{p(x)} d \sigma_{x}-\int_{\Omega} F(x, u) d x \\
& =-\int_{\Omega} F(x, u) d x \\
& \leq 0
\end{aligned}
$$

If $u \in W_{0}=\left\{z \in W^{1, p(x)}(\Omega) / \int_{\Omega} z d x=0\right\}$, from $\left(F_{0}\right)$ and $\left(F_{1}\right)$

$$
F(x, t) \leq\left(\frac{1}{p^{-}}-\epsilon\right)|\mathfrak{u}|^{p^{-}}+\left.C \int_{\Omega}|\mathfrak{u}|\right|^{q(x)} d x .
$$

In virtue of the the continuous embedding $X$ into $L^{p^{-}}(\Omega)$ and $L^{p^{+}}(\Omega)$,

$$
\begin{aligned}
\phi(u) & \geq \frac{1}{p^{+}}\|u\|^{p^{+}}-\int_{\Omega} F(x, u) d x \\
& \geq \frac{1}{p^{+}}\|u\|^{p^{+}}-\frac{1}{p^{-}} \int_{\Omega}|u|^{p^{-}} d x+\epsilon \int_{\Omega}|u|^{p^{-}} d x-C \int_{\Omega}|u|^{q(x)} d x \\
& \geq C(\epsilon)\|u\|^{p^{+}}-C\|u\|^{q^{+}}-C\|u\|^{q^{-}}
\end{aligned}
$$

for $\|u\|=\rho$ small enough then $\phi(u) \geq 0$ for $\|u\| \leq \rho \forall u \in W_{0}$. On the other side, when $\inf _{X} \phi(u)=0$ then $\forall u \in \mathbb{R}$ is a minimum of $\phi$, that means $\phi$ admits infinite critical points.
When $u \in X$ with $\inf _{X} \phi(u)<0$, by applying Lemma 2 , $\phi$ has at least two nontrivial critical points, then the problem (1) has two nontrivial solutions in X.

Proof of Theorem 2 We recall the following important inequality (cf.[22])
Lemma 5 (Poincaré-Writingers inequality) There exists a positive constant C such that for any $u \in W_{0}$ we have

$$
|\mathfrak{u}|_{\mathfrak{p}(x)} \leq \underline{\mathrm{C}}|\nabla \mathfrak{u}|_{\mathfrak{p}(\mathrm{x})} .
$$

Lemma 6 Suppose that the conditions $\left(\mathrm{F}_{0}\right),\left(\mathrm{F}_{4}\right)$ and $\left(\mathrm{F}_{6}\right)$ are hold. Then $\phi$ verifies the Cerami condition $(\mathrm{C})_{c}$.

Proof. Let $K \in \mathbb{R}$ such that

$$
\left|\phi\left(u_{n}\right)\right| \leq K
$$

and

$$
\begin{equation*}
\left(1+\left\|u_{n}\right\|\right) \phi^{\prime}\left(u_{n}\right) \rightarrow 0 \text { in } X^{*} \tag{3}
\end{equation*}
$$

Suppose that $\left\|u_{n}\right\| \rightarrow+\infty$ as $n \rightarrow+\infty$. Taking $v_{n}=\frac{u_{n}}{\left\|u_{n}\right\|}$, so

$$
v_{n} \rightharpoonup v \text { in } X
$$

Thus,

$$
v_{n}(x) \rightarrow v(x) \text { a.e } x \in \Omega
$$

and

$$
v_{n} \rightarrow v \text { in } \mathrm{L}^{p(x)}(\Omega)
$$

Let $h \in X$, according to (3) we have that,

$$
\begin{align*}
\left.\left|\int_{\Omega}\right| \nabla u_{n}\right|^{p(x)-2} \nabla u_{n} \nabla h d x & +\left.\int_{\partial \Omega} \beta(x)\left|u_{n}\right|\right|^{p(x)-2} u_{n} h d \sigma_{x}  \tag{4}\\
& -\int_{\Omega} f\left(x, u_{n}\right) h d x \left\lvert\, \leq \frac{\epsilon_{n}\|h\|}{1+\left\|u_{n}\right\|}\right.
\end{align*}
$$

Dividing (4) by $\left\|\mathfrak{u}_{n}\right\|^{p^{--1}}$ we have

$$
\begin{array}{r}
\left.\frac{1}{\left\|u_{n}\right\|^{p^{--1}}}\left|\int_{\Omega}\right| \nabla u_{n}\right|^{p(x)-2} \nabla u_{n} \nabla h d x+\left.\int_{\partial \Omega} \beta(x)\left|u_{n}\right|\right|^{p(x)-2} u_{n} h d \sigma_{x} \\
-\int_{\Omega} f\left(x, u_{n}\right) h d x \left\lvert\, \leq \frac{\epsilon_{n}\|h\|}{\left(\left\|u_{n}\right\|^{p^{--1}}\right)\left(1+\left\|u_{n}\right\|\right)}\right.
\end{array}
$$

Then

$$
\begin{align*}
\left.\frac{1}{\left\|u_{n}\right\|^{p^{-}-1}}\left|\int_{\Omega}\right| \nabla \mathfrak{u}_{n}\right|^{p(x)-2} \nabla u_{n} \nabla h d x & +\int_{\partial \Omega} \beta(x)\left|u_{n}\right|^{p(x)-2} u_{n} h d \sigma_{x} \\
& -\int_{\Omega} f\left(x, u_{n}\right) h d x \left\lvert\, \leq \frac{\epsilon_{n}\|h\|}{1+\left\|\mathfrak{u}_{n}\right\|}\right. \tag{5}
\end{align*}
$$

Since $\left\|u_{n}\right\|^{p(x)-1} \geq\left\|u_{n}\right\|^{p^{p-1}}>1$,

$$
\begin{aligned}
& \left.\frac{1}{\left\|u_{n}\right\|^{p^{-}-1}}\left|\int_{\Omega}\right| \nabla u_{n}\right|^{p(x)-2} \nabla u_{n} \nabla h d x \\
& \quad+\int_{\partial \Omega} \beta(x)\left|u_{n}\right|^{p(x)-2} u_{n} h d \sigma_{x}-\int_{\Omega} f\left(x, u_{n}\right) h d x \mid \\
& \left.\geq\left.\frac{1}{\left\|u_{n}\right\|^{p^{-}-1}}\left|\int_{\Omega}\right| \nabla u_{n}\right|^{p(x)-2} \nabla u_{n} \nabla h d x+\left.\int_{\partial \Omega} \beta(x)\left|u_{n}\right|\right|^{p(x)-2} u_{n} h d \sigma_{x} \right\rvert\, \\
& \quad-\frac{1}{\left\|u_{n}\right\|^{p^{--1}}}\left|\int_{\Omega} f\left(x, u_{n}\right) h d x\right| \\
& \geq\left|\int_{\Omega}\right| \nabla v_{n}| |^{p(x)-2} \nabla v_{n} \nabla h d x+\left.\int_{\partial \Omega} \beta(x)\left|v_{n}\right|\right|^{p(x)-2} v_{n} h d \sigma_{x} \mid
\end{aligned}
$$

$$
-\frac{1}{\left\|u_{n}\right\|^{p^{-}-1}}\left|\int_{\Omega} f\left(x, u_{n}\right) h d x\right|
$$

Consequently

$$
\begin{align*}
& \left.\left|\int_{\Omega}\right| \nabla v_{n}\right|^{p(x)-2} \nabla v_{n} \nabla h d x+\int_{\partial \Omega} \beta(x)\left|v_{n}\right|^{p(x)-2} v_{n} h d \sigma_{x} \mid \\
& \quad-\frac{1}{\left\|u_{n}\right\|^{p^{-}-1}}\left|\int_{\Omega} f\left(x, u_{n}\right) h d x\right| \leq \frac{\epsilon_{n}\|h\|}{1+\left\|u_{n}\right\|} \tag{6}
\end{align*}
$$

with $\epsilon_{n} \rightarrow 0$ and $h \in X$.
By $\left(F_{0}\right),\left(F_{4}\right)$ and $\left(F_{6}\right)$ we conclude that $\frac{f\left(x, u_{n}\right)}{\left\|u_{n}\right\|^{p^{--1}}}$ is bounded in $\left(L^{p^{-}}(\Omega)\right)^{*}$ which is separable and reflexive space, then up to a subsequence denoted also $\left(\frac{f\left(x, u_{n}\right)}{\left\|u_{n}\right\|^{p^{-}-1}}\right)$, we have $\frac{f\left(x, u_{n}\right)}{\left\|u_{n}\right\|^{p^{-}-1}} \rightharpoonup \widetilde{f}$, in $\left(L^{p^{-}}(\Omega)\right)^{*}$. Since $\frac{f\left(x, u_{n}\right)}{\left\|u_{n}\right\|^{p^{--1}}} \rightarrow 0$ a.e $x \in \Omega$, hence

$$
\frac{f\left(x, u_{n}\right)}{\left\|u_{n}\right\|^{p^{-}-1}} \rightharpoonup 0 \text { in }\left(\mathrm{L}^{p^{-}}(\Omega)\right)^{*}
$$

Therefore, taking $h=v_{n}-v \in X$, in (6)

$$
\int_{\Omega}\left|\nabla v_{n}\right|^{p(x)-2} \nabla v_{n} \nabla\left(v_{n}-v\right) d x+\int_{\partial \Omega} \beta(x)\left|v_{n}\right|^{\mid x(x)-2} v_{n}\left(v_{n}-v\right) d \sigma_{x} \rightarrow 0 .
$$

By $\left(S_{+}\right)$type of the operator

$$
\mathrm{L}(\mathfrak{u}) \cdot v=\int_{\Omega}|\nabla \mathfrak{u}|^{\mathfrak{p}(x)-2} \nabla u \nabla v v \mathrm{~d} x+\int_{\partial \Omega} \beta(x)|\mathfrak{u}|^{\mathfrak{p}(x)-2} \mathfrak{u v d} \sigma_{x},
$$

we have $v_{n} \rightarrow v$ in $X$, so $v \neq 0$. Since $|\phi(u)| \leq K$ we obtain

$$
\begin{equation*}
\mathrm{p}^{+} \phi(\mathrm{u}) \geq-\mathrm{p}^{+} \mathrm{K} \tag{7}
\end{equation*}
$$

Taking $h=u_{n}$, in (4)

$$
-\int_{\Omega}\left|\nabla u_{n}\right|^{p(x)} d x+\int_{\partial \Omega} \beta(x)\left|u_{n}\right|^{p(x)} d \sigma_{x}+\int_{\Omega} f\left(x, u_{n}\right) u_{n} d x \geq-\epsilon_{n}
$$

Then

$$
\begin{equation*}
-p^{-} \int_{\Omega} \frac{\left|\nabla u_{n}\right|^{p(x)}}{p(x)} d x+\int_{\partial \Omega} \beta(x) \frac{\left|u_{n}\right|^{p(x)}}{p(x)} d \sigma_{x}+\int_{\Omega} f\left(x, u_{n}\right) u_{n} d x \geq-\epsilon_{n} \tag{8}
\end{equation*}
$$

Adding (7)to (8), we obtain

$$
\begin{equation*}
\int_{\Omega} f\left(x, u_{n}\right) u_{n} d x-p^{+} \int_{\Omega} F\left(x, u_{n}\right) d x \geq C \tag{9}
\end{equation*}
$$

Obviously, this is contradiction and then the proof of Lemma 6 is reached.
Lemma 7 Suppose that the conditions $\left(\mathrm{F}_{5}\right)$ and $\left(\mathrm{F}_{6}\right)$ hold, then the function $\phi / \mathbb{R}$ is anti-coercive.

Proof. From $\left(F_{6}\right)$, for all $K>0$ there exists $R>0$ such that $p^{+} F(x, u) \geq$ $f(x, u) u \geq K$ for a.e $x \in \Omega, u \in \mathbb{R}$ and thus for all $u \in \mathbb{R}$,

$$
\int_{\Omega} \mathrm{F}(\mathrm{x}, \mathrm{u}) \mathrm{d} x \geq \frac{1}{\mathrm{p}^{+}} \mathrm{K}|\Omega|-\mathrm{c}|\Omega|
$$

hence

$$
\int_{\Omega} \mathrm{F}(\mathrm{x}, \mathrm{u}) \mathrm{dx} \rightarrow+\infty \text { when }|\mathrm{u}| \rightarrow+\infty
$$

By (2) and K is arbitrary

$$
\phi(u)=\int_{\partial \Omega} \beta(x) \frac{|u|^{p(x)}}{p(x)} d \sigma_{x}-\int_{\Omega} F(x, u) d x \geq-\int_{\Omega} F(x, u) d x
$$

Then

$$
\phi(u) \rightarrow-\infty \text { when }|u| \rightarrow+\infty .
$$

Lemma 8 Under the hypothesis $\left(\mathrm{F}_{4}\right)$, we have $\inf _{W_{0}} \phi>-\infty$.
Proof. Let $u \in W_{0}$ with $\|u\|>1$ By $\left(F_{5}\right)$, for $\epsilon>0$, we may find $K(\epsilon)>0$ such that $F(x, u) \leq \epsilon|u|^{p^{-}}+K(\epsilon)$, for a.e $x \in \Omega$ and for all $u \in \mathbb{R}$.Hence,

$$
\begin{align*}
\mathrm{F}(\mathrm{x}, \mathrm{u}) & \leq \epsilon \int_{\Omega}|u|^{\mathrm{p}^{-}}+\mathrm{K}(\epsilon)|\Omega|  \tag{10}\\
& \leq \epsilon \mathrm{C}\|\mathrm{u}\|^{\mathrm{p}^{-}}+\mathrm{K}(\epsilon)|\Omega|
\end{align*}
$$

Then, when $u \in W_{0}$ we have

$$
\begin{align*}
\phi(u) & =\int_{\Omega} \frac{1}{p(x)}|\nabla u|^{p(x)}+\int_{\partial \Omega} \frac{1}{p(x)} \beta(x)|u|^{p(x)} d \sigma_{x}-\int_{\Omega} F(x, u) d x \\
& \geq \bar{C}\|u\|^{p^{+}}-\epsilon C\|u\|^{p^{-}}-K(\epsilon)|\Omega|  \tag{11}\\
& \geq-K(\epsilon)|\Omega|
\end{align*}
$$

It follows that $\inf _{W_{0}} \phi>-\infty$.
According to previous Lemmas 6, 7 and 8, the assumptions of Lemma 1 are satisfied and then the proof of Theorem 2 is achieved.
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#### Abstract

In this article, we consider a Lamé system with a delay term in the internal fractional feedback. We show the existence and uniqueness of solutions by means of the semigroup theory under a certain condition between the weight of the delay term in the fractional feedback and the weight of the term without delay. Furthermore, we show the exponential stability by the classical theorem of Gearhart, Huang and Pruss.


## 1 Introduction

In this article, we consider the initial boundary value problem for the Lamé system given by:

$$
\begin{cases}u_{t t}-\mu \Delta u-(\mu+\lambda) \nabla(\operatorname{div} u) &  \tag{P}\\ +a_{1} \partial_{t}^{\sigma, k} u(x, t-\tau)+a_{2} u_{t}(x, t)=0 & \text { in } \Omega \times(0,+\infty) \\ u=0 & \text { in } \Gamma \times(0,+\infty) \\ u(x, 0)=u_{0}(x), \quad u_{t}(x, 0)=u_{1}(x) & \text { in } \Omega \\ u_{t}(x, t-\tau)=f_{0}(x, t-\tau) & \text { in } \Omega \times(0, \tau)\end{cases}
$$
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where $\mu, \lambda$ are Lamé constants, $\mathfrak{u}=\left(u_{1}, \mathfrak{u}_{2}, \ldots, \mathfrak{u}_{n}\right)^{\top}$. Here $\Omega$ is a bounded domain in $\mathbb{R}^{n}$ with smooth boundary $\Gamma=\partial \Omega$. Moreover, $a_{1}>0, a_{2}>0$ and the constant $\tau>0$ is the time delay. The notation $\partial_{\mathrm{t}}^{\sigma, k}$ stands for the exponential fractional derivative operator of order $\sigma$. It is defined by

$$
\partial_{\mathrm{t}}^{\sigma, \mathrm{k}} w(\mathrm{t})=\frac{1}{\Gamma(1-\sigma)} \int_{0}^{\mathrm{t}}(\mathrm{t}-\mathrm{s})^{-\sigma} e^{-\kappa(\mathrm{t}-\mathrm{s})} \frac{\mathrm{d} w}{\mathrm{ds}}(\mathrm{~s}) \mathrm{ds} \quad 0<\sigma<1, \quad \mathrm{k}>0 .
$$

Delay effects arise in many applications and pratical problems because, in most instances, physical, chemical, biological, thermal, and economic phenomena naturally depend not only on the present state but also on some past occurrences. In recent years, the control of PDEs with time delay effects has become an active area of research, see for example [1], [17], and references therein. In many cases it was shown that delay is a source of instability and even an arbitrarily small delay may destabilize a system which is uniformly asymptotically stable in the absence of delay unless additional conditions or control terms have been used.The stability issue of systems with delay is, therefore, of theoretical and practical importance. In particular, consider the wave equation with homogeneous Dirichlet boundary condition

$$
\begin{cases}u^{\prime \prime}(x, t)-\Delta_{x} u(x, t)+\mu_{1} u^{\prime}(x, t) &  \tag{PW}\\ +\mu_{2} u^{\prime}(x, t-\tau)=0 & \text { in } \Omega \times(0,+\infty) \\ u(x, t)=0 & \text { on } \Gamma \times(0,+\infty) \\ u(x, 0)=u_{0}(x), u^{\prime}(x, 0)=u_{1}(x) & \text { in } \Omega \\ u^{\prime}(x, t-\tau)=f_{0}(x, t-\tau) & \text { in } \Omega \times(0, \tau)\end{cases}
$$

For instance in [13] the authors studied the problem (PW). They determined suitable relations between $\mu_{1}$ and $\mu_{2}$, for which the stability or alternatively instability takes place. More precisely, they showed that the energy is exponentially stable if $\mu_{2}<\mu_{1}$ and they also found a sequence of delays for which the corresponding solution of (PW) will be instable if $\mu_{2}>\mu_{1}$. The main approach used in [13] is an observability inequality obtained with a Carleman estimate.

Noting that the case of the wave equation with internal fractional feedback (without delay) have treated in [8] where it is proven global existence and uniqueness results. As far as we are concerned, this is the first work in the literature that takes into account the uniform decay rates for Lamé system with delay term in the internal fractional feedback.

The remainder of the paper falls into five sections. In Section 2, we show that the above system can be replaced by an augmented one obtained by coupling an equation with a suitable diffusion, and we study of energy functional
associated to system. In section 3, we state a well-posedness result for problem ( P ). In section 4 , we prove the strong asymptotic stability of solutions. In section 5 we show the exponential stability using the Gearhart-Huang-Pruss theorem.

## 2 Preliminary

This section is concerned with the reformulation of the model (P) into an augmented system. For that, we need the following claims.

Theorem 1 (see [12]) Let $\omega$ be the function:

$$
\begin{equation*}
\omega(\xi)=|\xi|^{(2 \sigma-1) / 2}, \quad-\infty<\xi<+\infty, 0<\sigma<1 . \tag{1}
\end{equation*}
$$

Then the relationship between the 'input' $U$ and the 'output' $O$ of the system

$$
\begin{gather*}
\partial_{t} \psi(\xi, t)+\left(\xi^{2}+\kappa\right) \psi(\xi, t)-U(t) \omega(\xi)=0, \quad-\infty<\xi<+\infty, \kappa>0, t>0  \tag{2}\\
\psi(\xi, 0)=0  \tag{3}\\
O(t)=(\pi)^{-1} \sin (\sigma \pi) \int_{-\infty}^{+\infty} \omega(\xi) \psi(\xi, t) d \xi \tag{4}
\end{gather*}
$$

is given by

$$
\begin{equation*}
\mathrm{O}=\mathrm{I}^{1-\sigma, \mathrm{k}} \mathrm{U}=\mathrm{D}^{\sigma, \mathrm{k}} \mathrm{U} \tag{5}
\end{equation*}
$$

where

$$
\left[I^{\sigma, k} f\right](t)=\frac{1}{\Gamma(\sigma)} \int_{0}^{t}(t-s)^{\sigma-1} e^{-\kappa(t-s)} f(s) d s
$$

Proof. From (2) and (3), we have

$$
\begin{equation*}
\psi(\xi, t)=\int_{0}^{t} \omega(\xi) e^{-\left(\xi^{2}+\kappa\right)(t-s)} U(s) d s \tag{6}
\end{equation*}
$$

Hence, by using (4), we get

$$
\begin{equation*}
\mathrm{O}(\mathrm{t})=(\pi)^{-1} \sin (\sigma \pi) e^{-\kappa t} \int_{0}^{\mathrm{t}}\left[2 \int_{0}^{+\infty}|\xi|^{2 \sigma-1} e^{-\xi^{2}(\mathrm{t}-\mathrm{s})} \mathrm{d} \xi\right] e^{\kappa s} \mathrm{U}(\mathrm{~s}) \mathrm{d} s \tag{7}
\end{equation*}
$$

Thus,

$$
\begin{align*}
\mathrm{O}(\mathrm{t}) & =(\pi)^{-1} \sin (\sigma \pi) e^{-\kappa t} \int_{0}^{\mathrm{t}}\left[(\mathrm{t}-\mathrm{s})^{-\sigma} \Gamma(\sigma)\right] \mathrm{e}^{\mathrm{ks}} \mathrm{U}(\mathrm{~s}) \mathrm{ds} \\
& =(\pi)^{-1} \sin (\sigma \pi) \int_{0}^{\mathrm{t}}\left[(\mathrm{t}-\mathrm{s})^{-\sigma} \Gamma(\sigma)\right] \mathrm{e}^{-\kappa(\mathrm{t}-\mathrm{s})} \mathrm{U}(\mathrm{~s}) \mathrm{ds} \tag{8}
\end{align*}
$$

which completes the proof. Indeed, we know that $(\pi)^{-1} \sin (\sigma \pi)=\frac{1}{\Gamma(\sigma) \Gamma(1-\sigma)} . \square$
Lemma 1 (see [5]) If $\left.\lambda \in \mathrm{D}_{\mathrm{K}}=\mathbb{C} \backslash\right]-\infty,-\kappa$ ] then

$$
\int_{-\infty}^{+\infty} \frac{\omega^{2}(\xi)}{\lambda+\kappa+\xi^{2}} \mathrm{~d} \xi=\frac{\pi}{\sin \sigma \pi}(\lambda+\kappa)^{\sigma-1}
$$

We make the following hypotheses on the damping and the delay functions:

$$
\begin{equation*}
a_{1} \kappa^{\sigma-1}<a_{2} . \tag{9}
\end{equation*}
$$

We are now in a position to reformulate system ( P ). As in [13], we introduce the new variable

$$
z(x, \rho, t)=u_{t}(x, t-\rho \tau), \quad x \in \Omega, \rho \in(0,1), t>0
$$

Then the above variable $z$ satisfies

$$
\tau z_{\mathfrak{t}}(\mathrm{x}, \rho, \mathrm{t})+z_{\rho}(\mathrm{x}, \rho, \mathrm{t})=0, \quad \mathrm{x} \in \Omega, \rho \in(0,1), \mathrm{t}>0 .
$$

Consequently, by using Theorem 1, the system ( P ) is equivalent to

$$
\begin{cases}u_{t t}-\mu \Delta u-(\mu+\lambda) \nabla(\operatorname{div} u) & \\ +\zeta \int_{-\infty}^{+\infty} \omega(\xi) \psi(x, \xi, t) d \xi+a_{2} u_{t}(t)=0 & \text { in } \Omega \times(0,+\infty) \\ \psi_{t}(x, \xi, t)+\left(\xi^{2}+\kappa\right) \psi(x, \xi, t) & \\ -z(x, 1, t) \omega(\xi)=0 & \text { in } \Omega \times(-\infty, \infty) \times(0,+\infty), \\ \tau z_{\mathrm{t}}(x, \rho, t)+z_{\rho}(x, \rho, t)=0 & \text { in } \Omega \times(0,1) \times(0,+\infty), \quad\left(P^{\prime}\right) \\ u(x, t)=0 l & \text { on } \Gamma \times(0,+\infty), \\ z(x, 0, t)=u_{t}(x, t), & \text { in } \Omega \times(0,+\infty), \\ u(x, 0)=u_{0}(x), \quad u_{t}(x, 0)=u_{1}(x) & \text { on } \Omega \times(-\infty, \infty) \\ \psi(x, \xi, 0)=0 & \text { in } \Omega \times(0,1) \\ z(x, \rho, 0)=f_{0}(x,-\rho \tau) & \end{cases}
$$

where $\zeta=(\pi)^{-1} \sin (\sigma \pi) a_{1}$.
We define the energy of the solution by:

$$
\begin{align*}
& E(t)=\frac{1}{2} \sum_{j=1}^{n}\left(\left\|u_{j t}\right\|_{L^{2}(\Omega)}^{2}+\mu\left\|\nabla u_{j}\right\|_{L^{2}(\Omega)}^{2}+\zeta \int_{\Omega} \int_{-\infty}^{+\infty}\left|\psi_{j}(x, \xi, t)\right|^{2} d \xi d x\right) \\
&+\frac{v}{2} \sum_{j=1}^{n} \int_{\Omega} \int_{0}^{1}\left|z_{j}(x, \rho, t)\right|^{2} d \rho d x+\frac{(\mu+\lambda)}{2}\|\operatorname{div} u\|_{L^{2}(\Omega)}^{2} . \tag{10}
\end{align*}
$$

where $v$ is a positive constant verifying

$$
\begin{equation*}
\tau \zeta\left(\int_{-\infty}^{+\infty} \frac{\omega^{2}(\xi)}{\xi^{2}+\kappa} d \xi\right)<v<\tau\left(2 a_{2}-\zeta\left(\int_{-\infty}^{+\infty} \frac{\omega^{2}(\xi)}{\xi^{2}+\kappa} d \xi\right)\right) \tag{11}
\end{equation*}
$$

Remark 1 Using Lemma 1, the condition (11) means that

$$
\tau \kappa^{\sigma-1}<v<\tau\left(2 a_{2}-a_{1} \kappa^{\sigma-1}\right)
$$

Lemma 2 Let $(u, \psi, z)$ be a regular solution of the problem $\left(\mathrm{P}^{\prime}\right)$. Then there exists a positive constant C such that the energy functional defined by (10) satisfies

$$
\begin{equation*}
E^{\prime}(t) \leq-C \sum_{j=1}^{n} \int_{\Omega}\left(u_{t}^{2}+z(x, 1, t)^{2}\right) d x \tag{12}
\end{equation*}
$$

Proof. Multiplying the first equation in (P) by $\bar{u}_{j t}$, integrating over $\Omega$ and using integration by parts, we get

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left\|u_{j t}\right\|_{2}^{2}-\mu \Re \int_{\Omega} \Delta u_{j} \bar{u}_{j t} d x-(\mu+\lambda) \Re \int_{\Omega} \frac{\partial}{\partial x_{j}}(\operatorname{div} u) \bar{u}_{j t} d x \\
& \quad+\zeta \int_{\Omega} \bar{u}_{j t} \int_{-\infty}^{+\infty} \omega(\xi) \psi_{j}(x, \xi, t) d \xi d x+a_{2} \int_{\Omega}\left|u_{j t}(t)\right|^{2} d x=0
\end{aligned}
$$

Then

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \sum_{j=1}^{n}\left(\left\|u_{j t}\right\|_{L^{2}(\Omega)}^{2}+\mu\left\|\nabla u_{j}\right\|_{L^{2}(\Omega)}^{2}\right)+\frac{(\mu+\lambda)}{2}\|\operatorname{div} u\|_{L^{2}(\Omega)}^{2}  \tag{13}\\
& \quad+a_{2} \sum_{j=1}^{n}\left\|u_{j t}\right\|_{L^{2}(\Omega)}^{2}+\zeta \Re \sum_{j=1}^{n} \int_{\Omega} \bar{u}_{j t} \int_{-\infty}^{+\infty} \omega(\xi) \psi_{j}(x, \xi, t) d \xi d x=0
\end{align*}
$$

Multiplying the second equation in $\left(\mathrm{P}^{\prime}\right)$ by $\zeta \bar{\psi}_{j}$ and integrating over $\Omega \times$ $(-\infty,+\infty)$, we obtain:

$$
\begin{array}{r}
\frac{\zeta}{2} \frac{d}{d t} \sum_{j=1}^{n}\left\|\psi_{j}\right\|_{L^{2}(\Omega \times(-\infty,+\infty))}^{2}+\zeta \sum_{j=1}^{n} \int_{\Omega} \int_{-\infty}^{+\infty}\left(\xi^{2}+\kappa\right)\left|\psi_{j}(x, \xi, t)\right|^{2} d \xi d x  \tag{14}\\
\quad-\zeta \Re \sum_{j=1}^{n} \int_{\Omega} z_{j}(x, 1, t) \int_{-\infty}^{+\infty} \omega(\xi) \bar{\psi}_{j}(x, \xi, t) d \xi d x=0
\end{array}
$$

Multiplying the third equation in $\left(\mathrm{P}^{\prime}\right)$ by $v \bar{z}_{j}$ and integrating over $\Omega \times(0,1)$, we get:

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \sum_{j=1}^{n}\left\|z_{j}\right\|_{L^{2}(\Omega \times(0,1))}^{2}+\frac{\tau^{-1}}{2} \sum_{j=1}^{n} \int_{\Omega}\left(z_{j}^{2}(x, 1, t)-u_{j t}^{2}(x, t)\right)=0 \tag{15}
\end{equation*}
$$

From (10), (13) and (15) we get

$$
\begin{align*}
\mathcal{E}^{\prime}(t)= & -a_{2} \sum_{j=1}^{n}\left\|u_{j t}\right\|_{L^{2}}^{2}-\zeta \sum_{j=1}^{n} \int_{\Omega} \int_{-\infty}^{+\infty}\left(\xi^{2}+\kappa\right)\left|\psi_{j}(x, \xi, t)\right|^{2} d \xi d x \\
& -\zeta \Re \sum_{j=1}^{n} \int_{\Omega} \bar{u}_{j t} \int_{-\infty}^{+\infty} \omega(\xi) \psi_{j}(x, \xi, t) d \xi d x \\
& +\zeta \Re \sum_{j=1}^{n} \int_{\Omega} z_{j}(x, 1, t) \int_{-\infty}^{+\infty} \omega(\xi) \bar{\psi}_{j}(x, \xi, t) d \xi d x  \tag{16}\\
& +\frac{v \tau^{-1}}{2} \sum_{j=1}^{n} \int_{\Omega} u_{t}^{2}(x, t) d x-\frac{v \tau^{-1}}{2} \sum_{j=1}^{n} \int_{\Omega} z_{j}^{2}(x, 1, t) d x .
\end{align*}
$$

Moreover, we have

$$
\left|\int_{-\infty}^{+\infty} \omega(\xi) \psi_{j}(x, \xi, t) d \xi\right| \leq\left(\int_{-\infty}^{+\infty} \frac{\omega^{2}(\xi)}{\xi^{2}+\kappa} d \xi\right)^{\frac{1}{2}}\left(\int_{-\infty}^{+\infty}\left(\xi^{2}+\kappa\right)\left|\psi_{j}(x, \xi, t)\right|^{2} d \xi\right)^{\frac{1}{2}}
$$

Then

$$
\begin{aligned}
& \left|\int_{\Omega} z_{j}(x, 1, t) \int_{-\infty}^{+\infty} \omega(\xi) \bar{\psi}_{j}(x, \xi, t) \mathrm{d} \xi \mathrm{~d} x\right| \\
& \leq\left(\int_{-\infty}^{+\infty} \frac{\omega^{2}(\xi)}{\xi^{2}+\kappa} d \xi\right)^{\frac{1}{2}}\left\|z_{j}(x, 1, t)\right\|_{L^{2}(\Omega)}\left(\int_{\Omega} \int_{-\infty}^{+\infty}\left(\xi^{2}+\kappa\right)\left|\psi_{j}(x, \xi, t)\right|^{2} \mathrm{~d} x d \xi\right)^{\frac{1}{2}}
\end{aligned}
$$

and

$$
\begin{aligned}
& \left|\int_{\Omega} \bar{u}_{j t}(x, t) \int_{-\infty}^{+\infty} \omega(\xi) \psi_{j}(x, \xi, t) d \xi d x\right| \\
& \leq\left(\int_{-\infty}^{+\infty} \frac{\omega^{2}(\xi)}{\xi^{2}+k} d \xi\right)^{\frac{1}{2}}\left\|u_{j t}(x, t)\right\|_{L^{2}(\Omega)}\left(\int_{\Omega} \int_{-\infty}^{+\infty}\left(\xi^{2}+\kappa\right)\left|\psi_{j}(x, \xi, t)\right|^{2} d x d \xi\right)^{\frac{1}{2}}
\end{aligned}
$$

Applying the Cauchy-Schwarz inequality we obtain

$$
\begin{aligned}
E^{\prime}(t) \leq & \left(-a_{2}+\frac{\zeta I}{2}+\frac{v \tau^{-1}}{2}\right) \sum_{j=1}^{n} \int_{\Omega} u_{j \mathfrak{t}}^{2}(x, t) d x \\
& +\left(\frac{\zeta I}{2}-\frac{v \tau^{-1}}{2}\right) \sum_{j=1}^{n} \int_{\Omega} z_{j}^{2}(x, 1, t) d x
\end{aligned}
$$

where $I=\int_{-\infty}^{+\infty} \frac{\omega^{2}(\xi)}{\xi^{2}+\kappa} d \xi$, which implies

$$
E^{\prime}(t) \leq-C \sum_{j=1}^{n} \int_{\Omega}\left(u_{j t}^{2}(x, t)+z_{j}^{2}(x, 1, t)\right) d x
$$

with

$$
\mathrm{C}=\min \left\{\left(\mathrm{a}_{2}-\frac{\zeta \mathrm{I}}{2}-\frac{v \tau^{-1}}{2}\right),\left(-\frac{\zeta \mathrm{I}}{2}+\frac{v \tau^{-1}}{2}\right)\right\}
$$

Since $v$ is chosen satisfying assumption (11), the constant $C$ is positive. This completes the proof of the lemma.

## 3 Well-posedness

In this section, we give the existence and uniqueness result for system ( $\mathrm{P}^{\prime}$ ) using the semigroup theory. Let us denote $U=(u, v, \psi, z)^{\top}$, where $v=u_{t}$. The system ( $\mathrm{P}^{\prime}$ ) can be rewrite as follows:

$$
\left\{\begin{array}{l}
u^{\prime}=\mathcal{A u}, \quad t>0  \tag{17}\\
\mathrm{u}(0)=\left(u_{0}, u_{1}, \psi_{0}, f_{0}\right)
\end{array}\right.
$$

where $\mathcal{A}: \mathrm{D}(\mathcal{A}) \subset \mathcal{H} \rightarrow \mathcal{H}$ is the linear operator defined by

$$
\mathcal{A}\left(\begin{array}{c}
u  \tag{18}\\
v \\
\psi \\
z
\end{array}\right)=\left(\begin{array}{c}
v \\
\mu \Delta u+(\mu+\lambda) \nabla(\operatorname{div} u)-\zeta \int_{-\infty}^{+\infty} \omega(\xi) \psi(x, \xi) d \xi-a_{2} v \\
-\left(\xi^{2}+\kappa\right) \psi+z(x, 1) \omega(\xi) \\
-\tau^{-1} z_{\rho}(x, \rho)
\end{array}\right)
$$

and $\mathcal{H}$ is the energy space given by

$$
\mathcal{H}=\left(\mathrm{H}_{0}^{1}(\Omega)\right)^{n} \times\left(\mathrm{L}^{2}(\Omega)\right)^{n} \times\left(\mathrm{L}^{2}(\Omega \times(-\infty,+\infty))\right)^{n} \times\left(\mathrm{L}^{2}(\Omega \times(0,1))\right)^{n} .
$$

For any $\mathrm{U}=(\mathfrak{u}, v, \psi, z)^{\top} \in \mathcal{H}, \tilde{\mathrm{U}}=(\tilde{u}, \tilde{v}, \tilde{\psi}, \tilde{z})^{\top} \in \mathcal{H}$, we equip $\mathcal{H}$ with the inner product defined by

$$
\begin{aligned}
& <\mathrm{u}, \tilde{\mathrm{u}}>_{\mathcal{H}}=\sum_{j=1}^{n} \int_{\Omega}\left(v_{j} \overline{\tilde{v}}_{j}+\mu \nabla \mathrm{u}_{\mathrm{j}} \nabla \overline{\tilde{u}}_{\mathrm{j}}\right) \mathrm{d} x+(\mu+\lambda) \int_{\Omega}(\operatorname{div} u)(\operatorname{div} \overline{\tilde{u}}) \mathrm{d} x \\
& +\zeta \sum_{j=1}^{n} \int_{\Omega} \int_{-\infty}^{+\infty} \psi_{j}(x, \xi) \bar{\psi}_{j}(x, \xi) \mathrm{d} \xi \mathrm{~d} x+\zeta \sum_{j=1}^{n} \int_{\Omega} \int_{0}^{1} z(x, \rho) \overline{\tilde{z}}_{j}(x, \rho) d \rho d x
\end{aligned}
$$

The domain of $\mathcal{A}$ is given by

$$
\mathrm{D}(\mathcal{A})=\left\{\begin{array}{l}
(u, v, \psi, z)^{\mathrm{T}} \text { in } \mathcal{H}: u \in\left(\mathrm{H}^{2}(\Omega) \cap \mathrm{H}_{0}^{1}(\Omega)\right)^{n}, v \in\left(\mathrm{H}^{1}(\Omega)\right)^{n},  \tag{19}\\
-\left(\xi^{2}+k\right) \psi+z(x, 1, \mathrm{t}) \omega(\xi) \in\left(\mathrm{L}^{2}(\Omega \times(-\infty,+\infty))\right)^{\mathrm{n}}, \\
z \in\left(\mathrm{~L}^{2}\left(\Omega ; \mathrm{H}^{1}(0,1)\right)\right)^{\mathrm{n}}, \\
|\xi| \psi \in\left(\mathrm{L}^{2}(\Omega \times(-\infty,+\infty))\right)^{n}, v=z(., 0) \text { in } \Omega
\end{array}\right\}
$$

We show that the operator $\mathcal{A}$ generates a $\mathrm{C}_{0}$ semigroup in $\mathcal{H}$. We prove that $\mathcal{A}$ is a maximal dissipative operator. For this we need the following two Lemmas.

Lemma 3 The operator $\mathcal{A}$ is dissipative and satisfies for any $\mathrm{U} \in \mathrm{D}(\mathcal{A})$,

$$
\begin{equation*}
\mathfrak{R}\langle\mathcal{A U}, \mathrm{U}\rangle_{\mathcal{H}} \leq-\mathrm{C} \sum_{\mathrm{j}=1}^{\mathrm{n}} \int_{\Omega}\left(v^{2}+z(x, 1)^{2}\right) \mathrm{d} x \tag{20}
\end{equation*}
$$

Proof. For any $\mathrm{U}=(\mathrm{u}, v, \psi, z) \in \mathrm{D}(\mathcal{A})$, using (17), (12) and the fact that

$$
\begin{equation*}
\mathrm{E}(\mathrm{t})=\frac{1}{2}\|\mathrm{U}\|_{\mathcal{H}}^{2}, \tag{21}
\end{equation*}
$$

estimate (20) easily follows.
Lemma 4 The operator $(\tilde{\lambda} I-\mathcal{A})$ is surjective for $\tilde{\lambda}>0$.
Proof. For any $G=\left(G_{1}, G_{2}, G_{3}, G_{4}\right)^{\top} \in \mathcal{H}$, where $G_{i}=\left(g_{i}^{1}, g_{i}^{2}, \ldots, g_{i}^{n}\right)^{\top}$, we show that there exists $\mathrm{U} \in \mathrm{D}(\mathcal{A})$ satisfying

$$
\begin{equation*}
(\tilde{\lambda} \mathrm{I}-\mathcal{A}) \mathrm{U}=\mathrm{G} . \tag{22}
\end{equation*}
$$

Equation (22) is equivalent to

$$
\left\{\begin{array}{l}
\tilde{\lambda} u-v=G_{1}(x)  \tag{23}\\
\tilde{\lambda} v-\mu \Delta u-(\mu+\lambda) \nabla(\operatorname{div} u)+\zeta \int_{-\infty}^{+\infty} \omega(\xi) \psi(x, \xi) d \xi+a_{2} v=G_{2}(x) \\
\tilde{\lambda} \psi+\left(\xi^{2}+\kappa\right) \psi-z(x, 1) \omega(\xi)=G_{3}(x, \xi) \\
\tilde{\lambda} z(x, \rho)+\tau^{-1} z_{\rho}(x, \rho)=G_{4}(x, \rho)
\end{array}\right.
$$

Suppose $\boldsymbol{u}$ is found with the appropriate regularity. Then, $(23)_{1}$ and $(23)_{3}$ yield

$$
\begin{equation*}
v=\tilde{\lambda} u-G_{1}(x) \in\left(H^{1}(\Omega)\right)^{n} \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi=\frac{G_{3}(x, \xi)+\omega(\xi) z(x, 1)}{\xi^{2}+\kappa+\tilde{\lambda}} \tag{25}
\end{equation*}
$$

We note that the last equation in (23) with $z(x, 0)=v(x)$ has a unique solution given by

$$
\begin{equation*}
z(x, \rho)=v(x) e^{-\tilde{\lambda} \rho \tau}+\tau e^{-\tilde{\lambda} \rho \tau} \int_{0}^{\rho} G_{4}(x, r) e^{\tilde{\lambda} r \tau} d r \tag{26}
\end{equation*}
$$

Inserting (24) in (26), we get

$$
\begin{equation*}
z(x, \rho)=\tilde{\lambda} u(x) e^{-\tilde{\lambda} \rho \tau}-G_{1}(x) e^{-\tilde{\lambda} \rho \tau}+\tau e^{-\tilde{\lambda} \rho \tau} \int_{0}^{\rho} G_{4}(x, r) e^{\tilde{\lambda} \tau} d r, \quad x \in \Omega, \rho \in(0,1) \tag{27}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
z(x, 1)=\tilde{\lambda} u(x) e^{-\tilde{\lambda} \tau}+z_{0}(x), \quad x \in \Omega \tag{28}
\end{equation*}
$$

with $z_{0} \in \mathrm{~L}^{2}(\Omega)$ defined by

$$
\begin{equation*}
z_{0}(x)=-\mathrm{G}_{1}(x) e^{-\tilde{\lambda} \tau}+\tau e^{-\tilde{\lambda} \tau} \int_{0}^{1} \mathrm{G}_{4}(x, r) e^{\tilde{\lambda} r \tau} \mathrm{dr}, \quad x \in \Omega \tag{29}
\end{equation*}
$$

Inserting (24) in $(23)_{2}$, we get

$$
\begin{align*}
& \left(\tilde{\lambda}^{2}+\tilde{\lambda} a_{2}\right) u-\mu \Delta u-(\mu+\lambda) \nabla(\operatorname{div} u)+\gamma a_{1} \int_{-\infty}^{+\infty} \omega(\xi) \psi(x, \xi) d \xi  \tag{30}\\
& =G_{2}(x)+\left(\tilde{\lambda}+a_{2}\right) G_{1}(x)
\end{align*}
$$

Solving system (30) is equivalent to finding $u \in\left(H^{2} \cap H_{0}^{1}(\Omega)\right)^{n}$ such that

$$
\begin{align*}
& \sum_{j=1}^{n} \int_{\Omega}\left(\left(\tilde{\lambda}^{2}+\tilde{\lambda} a_{2}\right) u_{j} \bar{w}_{j}-\mu \Delta u_{j} \bar{w}_{j}\right) d x-(\mu+\lambda) \int_{\Omega} \frac{\partial}{\partial x_{j}}(\operatorname{div} u) \bar{w}_{j} d x \\
& \quad+\zeta \sum_{j=1}^{n} \int_{\Omega} \bar{w}_{j} \int_{-\infty}^{+\infty} \omega(\xi) \psi_{j}(x, \xi) d \xi d x=\sum_{j=1}^{n} \int_{\Omega}\left(g_{2}^{j}(x)+\left(\tilde{\lambda}+a_{2}\right) g_{1}^{j}(x)\right) \overline{w_{j}} d x \tag{31}
\end{align*}
$$

for all $w \in\left(H_{0}^{1}(\Omega)\right)^{n}$. Inserting (25) in (31) and using (28), we obtain that

$$
\left\{\begin{array}{l}
\sum_{j=1}^{n} \int_{\Omega}\left(\left(\tilde{\lambda}^{2}+\tilde{\lambda} a_{2}\right) u_{j} \bar{w}_{j}+\mu \nabla u_{j} \nabla \bar{w}_{j} d x\right)+(\mu+\lambda) \int_{\Omega}(\operatorname{div} u)(\operatorname{div} \bar{w}) d x  \tag{32}\\
+\tilde{\lambda} \theta \sum_{\substack{n}}^{n} \int_{\Omega} u_{j} \bar{w}_{j} e^{-\tilde{\lambda} \tau} d x=\sum_{j=1}^{n} \int_{\Omega}\left(g_{2}^{j}(x)+\left(\tilde{\lambda}+a_{2}\right) g_{1}^{j}(x)\right) \bar{w}_{j} d x \\
-\zeta \sum_{j=1}^{n} \int_{\Omega} \bar{w}_{j}\left(\int_{-\infty}^{\infty} \frac{\omega(\xi) g_{3}^{j}(x, \xi)}{\xi^{2}+k+\tilde{\lambda}} d \xi\right) d x-\theta \sum_{j=1}^{n} \int_{\Omega} \bar{w}_{j} z_{0}(x) d x .
\end{array}\right.
$$

where $\theta=\zeta \int_{-\infty}^{+\infty} \frac{\omega^{2}(\xi)}{\xi^{2}+\kappa+\tilde{\lambda}} d \xi$. Problem (32) is of the form

$$
\begin{equation*}
\mathcal{B}(u, w)=\mathcal{L}(w) \tag{33}
\end{equation*}
$$

where $\mathcal{B}:\left(H_{0}^{1}(\Omega)\right)^{n} \times\left(H_{0}^{1}(\Omega)\right)^{n} \rightarrow \mathbb{C}$ is the sesquilinear form defined by

$$
\begin{aligned}
\mathcal{B}(u, w) & =\sum_{j=1}^{n} \int_{\Omega}\left(\left(\tilde{\lambda}^{2}+\tilde{\lambda} a_{2}\right) \mathfrak{u}_{j} \bar{w}_{j}+\mu \nabla \mathfrak{u}_{j} \nabla \bar{w}_{j} d x\right) \\
& +(\mu+\lambda) \int_{\Omega}(\operatorname{div} \mathfrak{u})(\operatorname{div} \bar{w}) d x+\tilde{\lambda} \theta \sum_{j=1}^{n} \int_{\Omega} u_{j} \bar{w}_{j} e^{-\tilde{\lambda} \tau} d x
\end{aligned}
$$

and $\mathcal{L}:\left(\mathrm{H}_{0}^{1}(\Omega)\right)^{n} \rightarrow \mathbb{C}$ is the antilinear functional given by

$$
\begin{aligned}
\mathcal{L}(w) & =\sum_{j=1}^{n} \int_{\Omega}\left(g_{2}^{j}(x)+\left(\tilde{\lambda}+a_{2}\right) g_{1}^{j}(x)\right) \bar{w}_{j} d x \\
& -\zeta \sum_{j=1}^{n} \int_{\Omega} \bar{w}_{j}\left(\int_{-\infty}^{\infty} \frac{\omega(\xi) g_{3}^{j}(x, \xi)}{\xi^{2}+\kappa+\tilde{\lambda}} d \xi\right) d x-\theta \sum_{j=1}^{n} \int_{\Omega} \bar{w}_{j} z_{0}(x) d x .
\end{aligned}
$$

It is easy to verify that $\mathcal{B}$ is continuous and coercive, and $\mathcal{L}$ is continuous. Consequently, by the Lax-Milgram theorem, we conclude that for all $w \in\left(H_{0}^{1}(\Omega)\right)^{n}$, the system (33) has a unique solution $u \in\left(H_{0}^{1}(\Omega)\right)^{n}$. By the regularity theory for the linear elliptic equations, it follows that $u \in\left(H^{2}(\Omega)\right)^{n}$. Therefore, the operator $(\tilde{\lambda} I-\mathcal{A})$ is surjective for any $\tilde{\lambda}>0$. Consequently, using Hille-Yosida theorem, we have the following existence result:

## Theorem 2 (Existence and uniqueness)

(1) If $\mathrm{U}_{0} \in \mathrm{D}(\mathcal{A})$, then system (17) has a unique strong solution

$$
\mathrm{U} \in \mathrm{C}^{0}\left(\mathbb{R}_{+}, \mathrm{D}(\mathcal{A})\right) \cap \mathrm{C}^{1}\left(\mathbb{R}_{+}, \mathcal{H}\right) .
$$

(2) If $\mathrm{U}_{0} \in \mathcal{H}$, then system (17) has a unique weak solution

$$
u \in C^{0}\left(\mathbb{R}_{+}, \mathcal{H}\right)
$$

## 4 Strong stability

One simple way to prove the strong stability of (17) is to use the following theorem due to Arendt-Batty and Lyubich-Vũ (see [2] and [10]).

Theorem 3 ([2]-[10]) Let X be a reflexive Banach space and $(\mathrm{T}(\mathrm{t}))_{\mathrm{t} \geq 0}$ be a $\mathrm{C}_{0}$-semigroup generated by $A$ on X . Assume that $(\mathrm{T}(\mathrm{t}))_{\mathrm{t} \geq 0}$ is bounded and that no eigenvalues of $A$ lie on the imaginary axis. If $r(A) \cap i R$ is countable, then $(\mathrm{T}(\mathrm{t}))_{\mathrm{t} \geq 0}$ is stable.

Our main result is the following theorem
Theorem 4 The $\mathrm{C}_{0}$-semigroup $\mathrm{e}^{\mathrm{t} \mathcal{A}}$ is strongly stable in $\mathcal{H}$; i.e, for all $\mathrm{U}_{0} \in \mathcal{H}$, the solution of (17) satisfies

$$
\lim _{\mathrm{t} \rightarrow \infty}\left\|e^{\mathrm{t} \mathcal{A}} \mathrm{U}_{0}\right\|_{\mathcal{H}}=0
$$

For the proof of Theorem 4, we need the following two lemmas.

Lemma $5 \mathcal{A}$ does not have eigenvalues on $\mathfrak{i R}$.

## Proof.

Case 1: We will argue by contraction. Let us suppose that there $\tilde{\lambda} \in \mathbb{R}, \tilde{\lambda} \neq 0$ and $U \neq 0$, such that

$$
\begin{equation*}
\mathcal{A} U=i \tilde{\lambda} U \tag{34}
\end{equation*}
$$

Then, we get

$$
\left\{\begin{array}{l}
i \tilde{\lambda} u-v=0  \tag{35}\\
i \tilde{\lambda} v-\mu \Delta u-(\mu+\lambda) \nabla(\operatorname{div} u)+\zeta \int_{-\infty}^{+\infty} \omega(\xi) \psi(x, \xi) d \xi+a_{2} v=0 \\
i \tilde{\lambda} \psi+\left(\xi^{2}+\kappa\right) \psi-z(x, 1) \omega(\xi)=0 \\
i \tilde{\lambda} z(x, \rho)+\tau^{-1} z_{\rho}(x, \rho)=0
\end{array}\right.
$$

Then, from (20) we have

$$
\begin{equation*}
v=0, \quad z(x, 1)=0 \tag{36}
\end{equation*}
$$

Hence, from (35) $)_{3}$ and (36) we obtain

$$
\begin{equation*}
u \equiv 0, \quad \psi \equiv 0 \tag{37}
\end{equation*}
$$

Note that $(35)_{4}$ gives us $z=v e^{-i \tilde{\lambda} \rho \tau}=0$ as the unique solution of $(35)_{4}$. Hence U $\equiv 0$ 。

Now if $\tilde{\lambda}=0$, inserting (35) $)_{1}$ into (35) $)_{2}$, we deduce that

$$
\begin{equation*}
\{-\mu \Delta u-(\mu+\lambda) \nabla(\operatorname{div} u)=0, u=0 \text { in } \Gamma . \tag{38}
\end{equation*}
$$

Multiplying by $\bar{u}$, integrating over $\Omega$ we have

$$
\begin{equation*}
\|\nabla u\|_{\mathrm{L}^{2}(\Omega)}^{2}+\|\operatorname{div} u\|_{\mathrm{L}^{2}(\Omega)}^{2}=0 \tag{39}
\end{equation*}
$$

Hence $u=0$. Then $U \equiv 0$.

Lemma 6 We have

$$
i \mathbb{R} \subset \rho(\mathcal{A})
$$

Proof. We will prove that the operator $i \tilde{\lambda} I-\mathcal{A}$ is surjective for $\tilde{\lambda} \neq 0$. For this purpose, let $G=\left(\mathrm{G}_{1}, \mathrm{G}_{2}, \mathrm{G}_{3}, \mathrm{G}_{4}\right)^{\top} \in \mathcal{H}$, we seek $\mathrm{X}=(\mathrm{u}, v, \psi, z)^{\top} \in \mathrm{D}(\mathcal{A})$ of solution of the following equation

$$
\begin{equation*}
\left(\mathrm{i}^{\mathrm{\lambda}} \mathrm{I}-\mathcal{A}\right) \mathrm{X}=\mathrm{G} . \tag{40}
\end{equation*}
$$

Equivalently, we have

$$
\left\{\begin{array}{l}
i \tilde{\lambda} u-v=\mathrm{G}_{1},  \tag{41}\\
i \tilde{\lambda} v-\mu \Delta u-(\mu+\lambda) \nabla(\operatorname{div} u)+\zeta \int_{-\infty}^{+\infty} \omega(\xi) \psi(x, \xi) \mathrm{d} \xi+\mathrm{a}_{2} v=\mathrm{G}_{2}, \\
i \tilde{\lambda} \psi+\left(\xi^{2}+\kappa\right) \psi-z(x, 1) \omega(\xi)=\mathrm{G}_{3}, \\
i \tilde{\lambda} z(x, \rho)+\tau^{-1} z_{\rho}(x, \rho)=\mathrm{G}_{4} .
\end{array}\right.
$$

From $(41)_{1}$ and $(41)_{2}$, we have

$$
\begin{equation*}
-\tilde{\lambda}^{2} u-\mu \Delta u-(\mu+\lambda) \nabla(\operatorname{div} u)+\zeta \int_{-\infty}^{+\infty} \omega(\xi) \psi(x, \xi) d \xi+a_{2} v(t)=\left(G_{2}+i \tilde{\lambda} G_{1}\right) \tag{42}
\end{equation*}
$$

with $\mathfrak{u}_{\mid \Gamma}=0$. Solving system (42) is equivalent to finding $\mathfrak{u} \in\left(H^{2} \cap H_{0}^{1}(\Omega)\right)^{n}$ such that

$$
\left\{\begin{array}{l}
\sum_{j=1}^{n} \int_{\Omega}\left(-\left(\tilde{\lambda}^{2}+i \tilde{\lambda} a_{2}\right) u_{j} \bar{w}_{j}+\mu \nabla u_{j} \nabla \bar{w}_{j} d x\right)+(\mu+\lambda) \int_{\Omega}(\operatorname{div} u)(\operatorname{div} \bar{w}) d x  \tag{43}\\
+i \tilde{\lambda} \theta \sum_{j=1}^{n} \int_{\Omega} u_{j} \bar{w}_{j} e^{-\tilde{\lambda} \tau} d x=\sum_{j=1}^{n} \int_{\Omega}\left(g_{2}^{j}(x)+\left(i \tilde{\lambda}+a_{2}\right) g_{1}^{j}(x)\right) \bar{w}_{j} d x \\
-\zeta \sum_{j=1}^{n} \int_{\Omega} \bar{w}_{j}\left(\int_{-\infty}^{\infty} \frac{\omega(\xi) g_{3}^{j}(x, \xi)}{\xi^{2}+\kappa+i \tilde{\lambda}} d \xi\right) d x-\theta \sum_{j=1}^{n} \int_{\Omega} \bar{w}_{j} z_{0}(x) d x
\end{array}\right.
$$

for all $w \in\left(\mathrm{H}_{0}^{1}(\Omega)\right)^{n}$. We can rewrite (43) as

$$
\begin{equation*}
-\left(L_{\tilde{\lambda}^{\prime}} u, w\right)_{\left(\left(H_{0}^{1}(\Omega)\right)^{n},\left(\left(H_{0}^{1}(\Omega)\right)^{\prime}\right)^{n}\right)}+a_{\left(H_{0}^{1}(\Omega)\right)^{n}}(u, w)=l(w) \tag{44}
\end{equation*}
$$

with the sesquilinear form defined by

$$
\begin{aligned}
a_{\left(H_{0}^{1}(\Omega)\right)^{n}}(u, w) & =\mu \sum_{j=1}^{n} \int_{\Omega} \nabla u_{j} \nabla \bar{w}_{j} d x+i \tilde{\lambda} a_{2} \sum_{j=1}^{n} \int_{\Omega} u_{j} \bar{w}_{j} d x \\
& +i \tilde{\lambda} \theta \sum_{j=1}^{n} \int_{\Omega} u_{j} \overline{w_{j}} e^{-\tilde{\lambda} \tau} d x
\end{aligned}
$$

and

$$
\left(L_{\tilde{\lambda}} u, w\right)_{\left(\left(H_{0}^{1}(\Omega)\right)^{n},\left(\left(H_{0}^{1}(\Omega)\right)^{\prime}\right)^{n}\right)}=\sum_{j=1}^{n} \int_{\Omega} \tilde{\lambda}^{2} u_{j} \bar{w}_{j} d x .
$$

Using the compactness of the embedding from $\mathrm{L}^{2}(\Omega)$ into $\mathrm{H}^{-1}(\Omega)$ and from $H_{0}^{1}(\Omega)$ into $L^{2}(\Omega)$ we deduce that the operator $L_{\tilde{\lambda}}$ is compact from $\left(L^{2}(\Omega)\right)^{n}$ into $\left(L^{2}(\Omega)\right)^{n}$. Consequently, by the Fredholm alternative, proving the existence of a solution $\mathfrak{u}$ of (44) reduces to proving that there is not a nontrivial solution for (44) for $\mathfrak{l} \equiv 0$. Indeed if there exists $\mathfrak{u} \neq 0$, such that

$$
\begin{equation*}
\left(\mathrm{L}_{\lambda} \mathrm{u}, w\right)_{\left(\left(\mathrm{H}_{0}^{1}(\Omega)\right)^{n},\left(\left(\mathrm{H}_{0}^{1}(\Omega)\right)^{\prime}\right)^{n}\right)}=\mathrm{a}_{\left(\mathrm{H}_{0}^{1}(\Omega)\right)^{n}}(\mathrm{u}, w) \quad \forall w \in\left(\mathrm{H}_{0}^{1}(\Omega)\right)^{n}, \tag{45}
\end{equation*}
$$

then $i \tilde{\lambda}$ is an eigenvalue of $\mathcal{A}$. Therefore from Lemma 5 we deduce that $u=0$.
Now, if $\tilde{\lambda}=0$, the system (41) is reduced to the following system

$$
\left\{\begin{array}{l}
v=-\mathrm{G}_{1}  \tag{46}\\
-\mu \Delta \mathfrak{u}-(\mu+\lambda) \nabla(\operatorname{div} \mathfrak{u})+\zeta \int_{-\infty}^{+\infty} \omega(\xi) \psi(x, \xi) d \xi+\mathrm{a}_{2} v=\mathrm{G}_{2} \\
\left(\xi^{2}+\kappa\right) \psi-z(x, 1) \omega(\xi)=\mathrm{G}_{3} \\
\tau^{-1} z_{\rho}(x, \rho)=\mathrm{G}_{4}
\end{array}\right.
$$

Solving system (46) is equivalent to finding $u \in\left(H^{2} \cap H_{0}^{1}(\Omega)\right)^{n}$ such that

$$
\begin{align*}
& \mu \sum_{j=1}^{n} \int_{\Omega} \nabla u_{j} \nabla \bar{w}_{j} \mathrm{~d} x+(\mu+\lambda) \int_{\Omega}(\operatorname{div} u)(\operatorname{div} \bar{w}) \mathrm{d} x=\sum_{\mathrm{j}=1}^{\mathrm{n}} \int_{\Omega} g_{2}^{\mathrm{j}} \bar{w}_{\mathrm{j}} \mathrm{~d} x \\
& +\left(\zeta \int_{-\infty}^{\infty} \frac{\omega^{2}(\xi)}{\bar{\xi}^{2}+\kappa} \mathrm{d} \xi+\mathrm{a}_{2}\right) \sum_{\mathrm{j}=1}^{n} \int_{\Omega} \mathrm{g}_{1}^{\mathrm{j}} \bar{w}_{\mathrm{j}} \mathrm{~d} x  \tag{47}\\
& -\tau \zeta \int_{-\infty}^{\infty} \frac{\omega^{2}(\xi)}{\xi^{2}+\kappa} \mathrm{d} \xi \sum_{\mathrm{j}=1}^{n} \int_{\Omega} \int_{0}^{1} g_{4}^{\mathrm{j}}(x, s) \mathrm{d} s \bar{w}_{\mathrm{j}} \mathrm{~d} x \\
& -\zeta \sum_{\mathrm{j}=1}^{n} \int_{\Omega} \bar{w}_{j} \int_{-\infty}^{\infty} \frac{\omega(\xi) \mathrm{g}_{3}^{\mathrm{j}}(x, \xi)}{\xi^{2}+\kappa} \mathrm{d} \xi \mathrm{~d} x .
\end{align*}
$$

for all $w \in\left(\mathrm{H}_{0}^{1}(\Omega)\right)^{n}$. Consequently, problem (47) is equivalent to the problem

$$
\begin{equation*}
\mathcal{B}(u, w)=\mathcal{L}(w) \tag{48}
\end{equation*}
$$

where the sesquilinear form $\mathcal{B}:\left(\mathrm{H}_{0}^{1}(\Omega)\right)^{n} \times\left(\mathrm{H}_{0}^{1}(\Omega)\right)^{n} \rightarrow \mathbb{C}$ and the antilinear form $\mathcal{L}:\left(\mathrm{H}_{0}^{1}(\Omega)\right)^{n} \rightarrow \mathbb{C}$ are defined by

$$
\begin{equation*}
\mathcal{B}(u, w)=\mu \sum_{\mathfrak{j}=1}^{n} \int_{\Omega} \nabla \mathfrak{u}_{\mathrm{j}} \nabla \bar{w}_{\mathrm{j}} \mathrm{~d} x+(\mu+\lambda) \int_{\Omega}(\operatorname{div} \mathfrak{u})(\operatorname{div} \bar{w}) \mathrm{d} x \tag{49}
\end{equation*}
$$

and

$$
\begin{align*}
\mathcal{L}(w) & =\sum_{j=1}^{n} \int_{\Omega} g_{2}^{j} \bar{w}_{j} d x+\left(\zeta \int_{-\infty}^{\infty} \frac{\omega^{2}(\xi)}{\xi^{2}+k} d \xi+a_{2}\right) \sum_{j=1}^{n} \int_{\Omega} g_{1}^{j} \bar{w}_{j} d x \\
& -\tau \zeta \int_{-\infty}^{\infty} \frac{\omega^{2}(\xi)}{\xi^{2}+k} d \xi \sum_{j=1}^{n} \int_{\Omega} \int_{0}^{1} g_{4}^{j}(x, s) d s \bar{w}_{j} d x  \tag{50}\\
& -\zeta \sum_{j=1}^{n} \int_{\Omega} \bar{w}_{j} \int_{-\infty}^{\infty} \frac{\omega(\xi) g_{3}^{j}(x, \xi)}{\xi^{2}+k} d \xi d x .
\end{align*}
$$

It is easy to verify that $\mathcal{B}$ is continuous and coercive, and $\mathcal{L}$ is continuous. So applying the Lax-Milgram theorem, we deduce that for all $w \in\left(H_{0}^{1}(\Omega)\right)^{n}$ problem (48) admits a unique solution $u \in\left(H_{0}^{1}(\Omega)\right)^{n}$. Applying the classical elliptic regularity, it follows from (47) that $u \in\left(H^{2}(\Omega)\right)^{n}$. Therefore, the operator $\mathcal{A}$ is surjective.

## 5 Exponential stability

The necessary and suficient conditions for the exponential stability of the $\mathrm{C}_{0^{-}}$ semigroup of contractions on a Hilbert space were obtained by Gearhart [7] and Huang [9] independently, see also Pruss [15]. We will use the following result due to Gearhart.

Theorem 5 ([15]- [9]) Let $\mathrm{S}(\mathrm{t})=\mathrm{e}^{\mathcal{A t}}$ be a $\mathrm{C}_{0}$-semigroup of contractions on Hilbert space $\mathcal{H}$. Then $\mathrm{S}(\mathrm{t})$ is exponentially stable if and only if

$$
\begin{equation*}
\rho(\mathcal{A}) \supseteq\{\mathfrak{i} \beta: \beta \in \mathbb{R}\} \equiv \mathfrak{i} \mathbb{R} \tag{51}
\end{equation*}
$$

and

$$
\begin{equation*}
\overline{\lim }_{|\beta| \rightarrow \infty}\left\|(i \beta I-\mathcal{A})^{-1}\right\|_{\mathcal{L}(\mathcal{H})}<\infty \tag{52}
\end{equation*}
$$

Our main result is as follows.
Theorem 6 The semigroup $\mathrm{S}_{\mathcal{A}}(\mathrm{t})_{\mathrm{t} \geq 0}$ generated by $\mathcal{A}$ is exponentially stable.
Proof. We will need to study the resolvent equation $(i \tilde{\lambda}-\mathcal{A}) U=G$, for $\lambda \in \mathbb{R}$,
namely

$$
\left\{\begin{array}{l}
i \tilde{\lambda} u-v=G_{1},  \tag{53}\\
i \tilde{\lambda} v-\mu \Delta u-(\mu+\lambda) \nabla(\operatorname{div} u)+\zeta \int_{-\infty}^{+\infty} \omega(\xi) \psi(x, \xi) d \xi+a_{2} v=G_{2}, \\
i \tilde{\lambda} \psi+\left(\xi^{2}+\kappa\right) \psi-z(x, 1) \omega(\xi)=G_{3}, \\
i \tilde{\lambda} z(x, \rho)+\tau^{-1} z_{\rho}(x, \rho)=G_{4},
\end{array}\right.
$$

where $G=\left(G_{1}, G_{2}, G_{3}, G_{4}\right)^{\top}$. Taking inner product in $\mathcal{H}$ with $U$ and using (20) we get

$$
\begin{equation*}
|\operatorname{Re}\langle\mathcal{A U}, \mathrm{U}\rangle| \leq\|\mathrm{U}\|_{\mathcal{H}}\|\mathrm{G}\|_{\mathcal{H}} . \tag{54}
\end{equation*}
$$

This implies that

$$
\begin{equation*}
\sum_{\mathrm{j}=1}^{n} \int_{\Omega} v_{\mathrm{j}}^{2}(x) \mathrm{d} x, \quad \sum_{\mathrm{j}=1}^{\mathrm{n}} \int_{\Omega} z_{\mathrm{j}}^{2}(x, 1) \mathrm{d} x \leq \mathrm{C}\|\mathrm{U}\|_{\mathcal{H}}\|\mathrm{G}\|_{\mathcal{H}} . \tag{55}
\end{equation*}
$$

From $(53)_{3}$, we obtain

$$
\begin{equation*}
\psi=\frac{z(x, 1) \omega(\xi)+G_{3}}{\tilde{i} \tilde{\lambda}+\xi^{2}+\kappa} . \tag{56}
\end{equation*}
$$

Then

$$
\begin{align*}
\|\psi\|_{L^{2}(\Omega \times(-\infty,+\infty))} \leq & \left\|\frac{\omega(\xi)}{i \tilde{\lambda}+\xi^{2}+\kappa}\right\|_{L^{2}(-\infty,+\infty)}\|z(x, 1)\|_{L^{2}(\Omega)} \\
& +\left\|\frac{G_{3}}{\tilde{\hat{\lambda}}+\xi^{2}+\kappa}\right\|_{L^{2}(\Omega \times(-\infty,+\infty))}  \tag{57}\\
\leq & \left(2(1-\sigma) \frac{\pi}{\sin \sigma \pi}(|\tilde{\lambda}|+\kappa)^{\sigma-2}\right)^{\frac{1}{2}}\|z(x, 1)\|_{L^{2}(\Omega)} \\
& +\frac{\sqrt{2}}{|\tilde{\lambda}|+\kappa}\left\|G_{3}\right\|_{L^{2}(\Omega \times(-\infty,+\infty))} .
\end{align*}
$$

Similarly, we have

$$
\begin{align*}
\|\xi \psi\|_{L^{2}(\Omega \times(-\infty,+\infty))} \leq & \left\|\frac{\xi \omega(\xi)}{\tilde{i}+\xi^{2}+\kappa}\right\|_{L^{2}(-\infty,+\infty)}\|z(x, 1)\|_{L^{2}(\Omega)} \\
& +\left\|\frac{\xi G_{3}}{i \tilde{\lambda}+\xi^{2}+\kappa}\right\|_{L^{2}(\Omega \times(-\infty,+\infty))} \\
\leq & \left(2 \sigma \frac{\pi}{\sin \sigma \pi}(|\tilde{\lambda}|+\kappa)^{\sigma-1}\right)^{\frac{1}{2}}\|z(x, 1)\|_{L^{2}(\Omega)}  \tag{58}\\
& +\frac{\sqrt{2}}{\sqrt{|\tilde{\lambda}|+\kappa}}\left\|G_{3}\right\|_{L^{2}(\Omega \times(-\infty,+\infty))} .
\end{align*}
$$

Let us introduce the following notation

$$
\mathcal{I}_{u}(x)=\sum_{j=1}^{n}\left(\left|v_{j}(x)\right|^{2}+\mu\left|\nabla u_{j}(x)\right|^{2}\right)+(\mu+\lambda)|\operatorname{div} u(x)|^{2}
$$

and

$$
\mathcal{E}_{\mathfrak{u}}=\int_{\Omega} \mathcal{I}_{\mathfrak{u}}(x) \mathrm{d} x .
$$

Lemma 7 We have that

$$
\begin{equation*}
\mathcal{E}_{\mathrm{u}} \leq \mathrm{c}\|\mathrm{G}\|_{\mathcal{H}}^{2}+\mathrm{c}^{\prime}\|\mathrm{G}\|_{\mathcal{H}}\|\mathrm{U}\|_{\mathcal{H}} . \tag{59}
\end{equation*}
$$

for positive constants $\mathbf{c}$ and $\mathrm{c}^{\prime}$.
Proof. Multiplying the equation (53) $)_{2}$ by $\bar{u}$, integrating on $\Omega$ we obtain

$$
\begin{align*}
& -\int_{\Omega} v_{j}\left(\overline{\mathfrak{i} \tilde{\lambda}_{u_{j}}}\right) \mathrm{d} x+\mu \int_{\Omega}\left|\nabla u_{j}\right|^{2} \mathrm{~d} x+(\mu+\lambda) \int_{\Omega}(\operatorname{div} u) \frac{\partial \bar{u}_{j}}{\partial x_{j}} \mathrm{~d} x  \tag{60}\\
& +\zeta \int_{\Omega} \bar{u}_{j}\left(\int_{-\infty}^{+\infty} \omega(\xi) \psi_{j}(x, \xi) d \xi\right) \mathrm{d} x+a_{2} \int_{\Omega} \overline{u_{j}} v_{j} d x=\int_{\Omega} \bar{u} g_{2}^{j} d x
\end{align*}
$$

From $(53)_{1}$, we have $i \tilde{\lambda} u_{j}=v_{j}+g_{1}^{j}$. Then

$$
\begin{align*}
& -\int_{\Omega}\left|v_{j}\right|^{2} \mathrm{~d} x+\mu \int_{\Omega}\left|\nabla u_{j}\right|^{2} \mathrm{~d} x+(\mu+\lambda) \int_{\Omega}(\operatorname{div} u) \frac{\partial \bar{u}_{j}}{\partial x_{j}} \mathrm{~d} x \\
& +\zeta \int_{\Omega} \bar{u}_{j}\left(\int_{-\infty}^{+\infty} \omega(\xi) \psi_{j}(x, \xi) \mathrm{d} \xi\right) \mathrm{d} x+\mathrm{a}_{2} \int_{\Omega} \overline{u_{j}} v_{j} \mathrm{~d} x  \tag{61}\\
& =\int_{\Omega} \bar{u}_{j} g_{2}^{j} \mathrm{~d} x+\int_{\Omega} v_{j} \bar{g}_{1}^{\mathrm{j}} \mathrm{~d} x .
\end{align*}
$$

Hence

$$
\begin{align*}
& -\sum_{j=1}^{n} \int_{\Omega}\left|v_{j}\right|^{2} \mathrm{~d} x+\mu \sum_{j=1}^{n} \int_{\Omega}\left|\nabla u_{j}\right|^{2} \mathrm{~d} x+(\mu+\lambda) \int_{\Omega}|\operatorname{div} u|^{2} \mathrm{~d} x \\
& +\zeta \sum_{j=1}^{n} \int_{\Omega} \bar{u}_{j}\left(\int_{-\infty}^{+\infty} \omega(\xi) \psi_{j}(x, \xi) d \xi\right) d x+a_{2} \sum_{j=1}^{n} \int_{\Omega} \bar{u}_{j} v_{j} d x  \tag{62}\\
& =\sum_{j=1}^{n} \int_{\Omega} \bar{u}_{j} g_{2}^{j} d x+\sum_{j=1}^{n} \int_{\Omega} v_{j} \bar{g}_{1}^{j} d x .
\end{align*}
$$

We can estimate
$\left|\int_{\Omega} \bar{u}_{j}\left(\int_{-\infty}^{+\infty} \omega(\xi) \psi_{j}(x, \xi) d \xi\right) d x\right|$
$\leq\left\|u_{j}\right\|_{L^{2}(\Omega)}\left(\int_{-\infty}^{+\infty} \frac{\omega^{2}(\xi)}{\xi^{2}+\kappa} \mathrm{d} \xi\right)^{\frac{1}{2}}\left(\int_{\Omega} \int_{-\infty}^{+\infty}\left(\xi^{2}+\kappa\right)\left|\psi_{j}(x, \xi)\right|^{2} \mathrm{~d} \xi \mathrm{~d} x\right)^{\frac{1}{2}}$
$\leq \frac{\varepsilon}{2}\left(\int_{-\infty}^{+\infty} \frac{\omega^{2}(\xi)}{\xi^{2}+\kappa} \mathrm{d} \xi\right)\left\|u_{j}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{2 \varepsilon} \int_{\Omega} \int_{-\infty}^{+\infty}\left(\xi^{2}+\kappa\right)\left|\psi_{j}(x, \xi)\right|^{2} \mathrm{~d} \xi \mathrm{~d} x$
$\leq \frac{\varepsilon}{2} C(\Omega)\left(\int_{-\infty}^{+\infty} \frac{\omega^{2}(\xi)}{\xi^{2}+k} \mathrm{~d} \xi\right)\left\|\nabla u_{j}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{2 \varepsilon} \int_{\Omega} \int_{-\infty}^{+\infty}\left(\xi^{2}+k\right)\left|\psi_{j}(x, \xi)\right|^{2} \mathrm{~d} \xi \mathrm{~d} x$,
$\left|\int_{\Omega} \bar{u}_{j} v_{j} d x\right| \leq\left\|u_{j}\right\|_{L^{2}(\Omega)}\left\|v_{j}\right\|_{L^{2}(\Omega)} \leq \frac{\varepsilon}{2} C(\Omega)\left\|\nabla u_{j}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{2 \varepsilon}\left\|v_{j}\right\|_{\mathrm{L}^{2}(\Omega)}^{2}$,
$\left|\int_{\Omega} \bar{u}_{j} g_{2}^{j} d x\right| \leq \frac{\varepsilon}{2} C(\Omega)\left\|\nabla u_{j}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{2 \varepsilon}\left\|g_{2}^{j}\right\|_{L^{2}(\Omega)}^{2}$,
$\left|\int_{\Omega} v_{j} g_{1}^{\bar{j}} \mathrm{~d} x\right| \leq \frac{\varepsilon}{2}\left\|v_{j}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{2 \varepsilon}\left\|g_{1}^{j}\right\|_{L^{2}(\Omega)}^{2}$.
Choosing $\varepsilon$ small enough, we conclude (59).
Moreover, the equation (53) 4 has a unique solution

$$
\begin{aligned}
z(x, \rho) & =e^{-i \tau \tilde{\lambda} \rho} z(x, 0)+\tau e^{-i \tau \tilde{\lambda} \rho} \int_{0}^{\rho} e^{-i \tau \tilde{\lambda} r} G_{4}(x, r) \\
& =e^{-i \tau \tilde{\lambda} \rho} v(x)+\tau e^{-i \tau \tilde{\lambda} \rho} \int_{0}^{\rho} e^{-i \tau \tilde{\lambda} r} G_{4}(x, r) d r .
\end{aligned}
$$

Then

$$
\begin{equation*}
\|z(x, \rho)\|_{L^{2}(\Omega \times(0,1))} \leq\|v(x)\|_{L^{2}(\Omega)}+\tau\left\|G_{4}(x, \rho)\right\|_{L^{2}(\Omega \times(0,1))} . \tag{63}
\end{equation*}
$$

Finally, (57), (59) and (63) imply that

$$
\|\mathrm{U}\|_{\mathcal{H}} \leq \mathrm{C}\|\mathrm{G}\|_{\mathcal{H}}
$$

for a positive constant C . The conclusion then follows by applying Theorem 5.

Remark 2 We can extend the results of this paper to more general measure density instead of (1), that is $\omega$ is an even nonnegative measurable function such that

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{\omega(\xi)^{2}}{1+\xi^{2}} \mathrm{~d} \xi<\infty \tag{64}
\end{equation*}
$$
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#### Abstract

In this short note we consider the oriented vertex Turán problem in the hypercube: for a fixed oriented graph $\vec{F}$, determine the maximum cardinality $\operatorname{ex}_{v}\left(\vec{F}, \overrightarrow{Q_{n}}\right)$ of a subset $U$ of the vertices of the oriented hypercube $\overrightarrow{\mathrm{Q}_{n}}$ such that the induced subgraph $\overrightarrow{\mathrm{Q}_{n}}[\mathrm{U}]$ does not contain any copy of $\vec{F}$. We obtain the exact value of $e_{v}\left(\overrightarrow{P_{k}}, \overrightarrow{Q_{n}}\right)$ for the directed path $\overrightarrow{\mathrm{P}_{\mathrm{k}}}$, the exact value of $\operatorname{ex}\left(\overrightarrow{\mathrm{V}_{2}}, \overrightarrow{\mathrm{Q}_{n}}\right)$ for the directed cherry $\overrightarrow{V_{2}}$ and the asymptotic value of $\operatorname{ex}\left(\vec{T}, \overrightarrow{Q_{n}}\right)$ for any directed tree $\vec{T}$.


## 1 Introduction

One of the most studied problems in extremal combinatorics is the so-called Turán problem originated in the work of Turán [15] (for a recent survey see
[9]). A basic problem of this sort asks for the maximum possible number of edges ex $(F, G)$ in a subgraph $G^{\prime}$ of a given graph $G$ that does not contain $F$ as a subgraph.

Much less attention is paid to the vertex version of this problem. This problem can be formalized as follows: what is the the maximum cardinality $\operatorname{ex}_{v}(F, G)$, of a subset $U$ of vertices of a given graph $G$ such that $G[U]$ does not contain $F$ as a subgraph.

We will consider Turán type problems for the n-dimensional hypercube $\mathrm{Q}_{\mathrm{n}}$, the graph with vertex set $V_{n}=\{0,1\}^{n}$ corresponding to subsets of an $n$-element set and edges between vertices that differ in exactly one coordinate.

Edge-Turán problems in the hypercube have attracted a lot of attention. This research was initiated by Erdős [6], who conjectured that ex $\left(C_{4}, Q_{n}\right)=$ $(1+o(1)) n 2^{n-1}$, i.e., any subgraph of $Q_{n}$ having significantly more than half of the edges of $Q_{n}$ must contain a copy of $C_{4}$. This problem is still unsolved. Conlon [5] showed, extending earlier results due to Chung [3] and Füredi and Özkahya $[7,8]$, that $\operatorname{ex}\left(C_{2 k}, Q_{n}\right)=o\left(n 2^{n}\right)$ for $k \neq 2,3,5$.

Concerning the vertex Turán problem in the hypercube $Q_{n}$, it is obvious that we can take half of the vertices of $Q_{n}$ such that they induce no edges. Kostochka [14] and later, independently, Johnson and Entringer [12] showed $\operatorname{ex}_{v}\left(C_{4}, Q_{n}\right)=\max _{j}\left\{\sum_{i \neq j} \bmod 3\binom{n}{i}\right\}$. Johnson and Talbot [11] proved a local stability version of this result. Chung, Füredi, Graham, Seymour [4] proved that if U contains more than $2^{n-1}$ vertices, then there is a vertex of degree at least $\frac{1}{2} \log n-\frac{1}{2} \log \log n+\frac{1}{2}$ in $Q_{n}[U]$. This shows that for any star $S_{k}$ with $k$ fixed, we have ex $x_{v}\left(S_{k}, Q_{n}\right)=2^{n-1}$ for large enough $n$. Alon, Krech, and Szabó [1] investigated the function $e x_{v}\left(Q_{d}, Q_{n}\right)$.

Let us note that there is a simple connection between the edge and the vertex Turán problems in the hypercube.

Proposition $1 \operatorname{ex}_{v}\left(F, Q_{n}\right) \leq 2^{n-1}+\frac{e x\left(F, Q_{n}\right)}{n}$.
Proof. If a subgraph $G$ of $Q_{n}$ contains more than $2^{n-1}+\frac{e x\left(F, Q_{n}\right)}{n}$ vertices, then it contains more than $\frac{e x\left(F, Q_{n}\right)}{n}$ edges in every direction, thus more than $\operatorname{ex}\left(F, Q_{n}\right)$ edges altogether, hence $G$ contains a copy of $F$.

For every tree $T$, this observation implies that $\operatorname{ex}_{v}\left(T, Q_{n}\right)=\left(\frac{1}{2}+\mathcal{O}\left(\frac{1}{n}\right)\right) 2^{n}$, using the well-known result from Turán theory which states that ex $(n, T)=$ $\mathrm{O}(\mathrm{n})$ (and so $\operatorname{ex}\left(\mathrm{F}, \mathrm{Q}_{\mathrm{n}}\right)=\mathcal{O}\left(2^{n}\right)$ ). Also, together with Conlon's result on the cycles mentioned earlier, we obtain $\mathrm{ex}_{v}\left(\mathrm{C}_{\mathrm{k}}, \mathrm{Q}_{\mathrm{n}}\right)=\left(\frac{1}{2}+\mathrm{o}(1)\right) 2^{n}$ for $k \neq 2,3,5$.

In this paper, we consider an oriented version of this problem. There is a natural orientation of the edges of the hypercube. An edge $u v$ means that $u$ and $v$ differ in only one coordinate; if $u$ contains 1 and $v$ contains 0 in this coordinate, then we direct the edge from $v$ to $u$. We denote the hypercube $Q_{n}$ with this orientation by $\overrightarrow{Q_{n}}$. With this orientation it is natural to forbid oriented subgraphs. We will denote by $\operatorname{ex}_{v}\left(\vec{F}, \overrightarrow{Q_{n}}\right)$ the maximum number of vertices that an $\vec{F}$-free subgraph of $\overrightarrow{Q_{n}}$ can have. As vertices of the hypercube correspond to sets, instead of working with subsets of the vertices of $\vec{Q}_{n}$ we will consider families $\mathcal{G} \subseteq 2^{[n]}$ of sets. We will say that $\mathcal{G} \subseteq 2^{[n]}$ is $\overrightarrow{\mathrm{F}}$-free if for the corresponding subset $U$ of vertices of $\vec{Q}_{n}$ the induced subgraph $\vec{Q}_{n}[U]$ is $\vec{F}$-free.

For example, there is only one orientation of $\mathrm{C}_{4}$ that embeds into the hypercube, we will denote it by $\overrightarrow{C_{4}}$. Hence we have $\operatorname{ex}_{v}\left(\overrightarrow{C_{4}}, \overrightarrow{Q_{n}}\right)=\operatorname{ex}_{v}\left(C_{4}, Q_{n}\right)$, which is known exactly, due to the above mentioned result of Kostochka and Johnson and Entringer. However, there are three different orientations of $\mathrm{P}_{3}$, according to how many edges go towards the middle vertex: $\overrightarrow{\mathrm{V}}_{2}$ denotes the orientation with a source (i.e., $\overrightarrow{V_{2}}$ is the path $a b c$ such that the edge $a b$ is directed from $b$ to $a$ and the edge $b c$ is directed from $b$ to $c)$. The directed path $\overrightarrow{P_{k}}$ is a path on $k$ vertices $v_{1}, \ldots, v_{k}$ with edges going from $v_{i}$ to $v_{i+1}$ for every $i<k$. The height of a directed graph is the length of a longest directed path in it.

If we consider the hypercube as the Boolean poset, then each edge of the hypercube goes between a set $A$ and a set $A \cup\{x\}$ for some $x \notin A$. Then in $\overrightarrow{Q_{n}}$ the corresponding directed edge goes from $A$ to $A \cup\{x\}$. A directed acyclic graph $\vec{F}$ can be considered as a poset $F$; we will say that $F$ is the poset of $\overrightarrow{\mathrm{F}}$. The poset corresponding to a directed tree is said to be a tree poset. Forbidding copies of a poset in a family of sets in this order-preserving sense has an extensive literature (see [10] for a survey on the theory of forbidden subposets). We say $\mathcal{P} \subset 2^{[n]}$ is a copy of P if there exists a bijection $\mathrm{f}: \mathrm{P} \rightarrow \mathcal{P}$ such that $p<p^{\prime}$ implies $f(p) \subset f\left(p^{\prime}\right)$. We say that $\mathcal{F} \subset 2^{[n]}$ is $P$-free, if there is no $\mathcal{P} \subset \mathcal{F}$ that is a copy of P . Observe that if P is the poset of the directed acyclic graph $\vec{F}$, then any P-free family is $\vec{F}$-free.

The oriented version of the vertex Turán problem in the hypercube corresponds to the following variant of the forbidden subposet problem. We say $\mathcal{P} \subset 2^{[n]}$ is a cover-preserving copy of $P$ if there exists a bijection $f: P \rightarrow \mathcal{P}$ such that if $p$ covers $p^{\prime}$ in $P$, then $f(p)$ covers $f\left(p^{\prime}\right)$ in the Boolean poset. Thus it is not surprising that we can use techniques and results from the theory of
forbidden subposet problems in our setting.
In this paper, we consider Vertex Turán problems for directed trees. Our main result determines the asymptotic value of the vertex Turán number $\operatorname{ex}_{v}\left(\vec{T}, \overrightarrow{Q_{n}}\right)$ for any directed tree $\vec{T}$.

Theorem 1 For any directed tree $\overrightarrow{\mathrm{T}}$ of height h , we have

$$
e x_{v}\left(\vec{T}, \overrightarrow{Q_{n}}\right)=\left(\frac{h-1}{h}+o(1)\right) 2^{n}
$$

Below we obtain the exact value of the vertex Turán number for some special directed trees (namely $\overrightarrow{\mathrm{V}_{2}}$ and $\overrightarrow{\mathrm{P}_{\mathrm{k}}}$ ).

## Theorem 2

$$
\operatorname{ex}_{v}\left(\overrightarrow{\mathrm{~V}_{2}}, \overrightarrow{\mathrm{Q}_{n}}\right)=2^{\mathrm{n}-1}+1
$$

It would be natural to consider the following generalization of $\vec{V}_{2}$ : let $\vec{V}_{r}$ denote the star with $r$ leaves all edges oriented towards the leaves. Note that if one takes the elements of the $r$ highest levels of the Boolean poset and every other level below them, then the corresponding family in $\overrightarrow{Q_{n}}$ will be $\overrightarrow{\mathrm{V}}^{-}$ free. Computing the cardinality of this family we have $e x_{v}\left(\overrightarrow{V_{r}}, \overrightarrow{Q_{n}}\right)=2^{n-1}+$ $\Omega\left(n^{r-2}\right)$. We conjecture that $e x_{v}\left(\overrightarrow{V_{r}}, \overrightarrow{Q_{n}}\right)=2^{n-1}+\Theta\left(n^{r-2}\right)$ holds for every $r \geq 3$.

Theorem 3 For any pair k , n of integers with $\mathrm{k} \leq \mathrm{n}$ we have

$$
\operatorname{ex}_{v}\left(\overrightarrow{P_{k}}, \overrightarrow{\mathrm{Q}_{n}}\right)=\max _{j \in[k]}\left\{\sum_{i \neq j \bmod k}\binom{n}{i}\right\}
$$

After submitting this paper we learned that the above theorem was proved in a different context by Katona [13].

## 2 Proofs

### 2.1 Proof of Theorem 1

We follow the lines of a proof of Bukh [2] that shows that if $T$ is a tree poset with $h(T)=k$ and $\mathcal{F} \subseteq 2^{[n]}$ is a T-free family of sets, then $|\mathcal{F}| \leq$ $\left(k-1+O\left(\frac{1}{n}\right)\right)\binom{n}{\lfloor n / 2\rfloor}$ holds. The proof of this theorem consists of several
lemmas. Some of them we will state and use in their original form, some others we will state and prove in a slightly altered way so that we can apply them in our setting. First we need several definitions. For a family $\mathcal{F} \subseteq 2^{[n]}$, its Lubell-function

$$
\lambda_{n}(\mathcal{F})=\sum_{F \in \mathcal{F}} \frac{1}{\binom{n}{(F)}}=\frac{1}{n!} \sum_{F \in \mathcal{F}}|F|!(n-|F|)!
$$

is the average number of sets in $\mathcal{F}$ that a maximal chain $\mathcal{C}$ in $2^{[n]}$ contains. A poset P is called saturated if all its maximal chains have length $h(P)$. For any poset T its opposite poset $\mathrm{T}^{\prime}$ consists of the same elements as T with $\mathrm{t} \leq_{\mathrm{T}^{\prime}} \mathrm{t}^{\prime}$ if and only if $\mathrm{t}^{\prime} \leq_{T} \mathrm{t}$. For a family $\mathcal{F} \subseteq 2^{[n]}$ of sets, its complement family is $\overline{\mathcal{F}}=\{[\mathrm{n}] \backslash \mathrm{F}: \mathrm{F} \in \mathcal{F}\}$. Clearly, $\mathcal{F}$ contains a copy of P if and only if $\overline{\mathcal{F}}$ contains a copy of $\mathrm{P}^{\prime}$ and $\lambda_{n}(\mathcal{F})=\lambda_{n}(\overline{\mathcal{F}})$.

Lemma 1 (Bukh [2]) Every tree poset T is an induced subposet of a saturated tree poset $\mathrm{T}^{\prime}$ with $\mathrm{h}(\mathrm{T})=\mathrm{h}\left(\mathrm{T}^{\prime}\right)$.

An interval in a poset P is a set of the form $[x, y]=\{z \in \mathrm{P}: x \leq z \leq y\}$.
Lemma 2 (Bukh [2]) If T is a saturated tree poset that is not a chain, then there exists $\mathrm{t} \in \mathrm{T}$ that is a leaf in $\mathrm{H}(\mathrm{T})$ and there exists an interval $\mathrm{I} \subset \mathrm{T}$ containing t such that $|\mathrm{I}|<\mathrm{h}(\mathrm{T})$ holds, and $\mathrm{T} \backslash \mathrm{I}$ is a saturated tree poset with $h(T)=h(T \backslash I)$.

From now on we fix a tree poset T and we denote its height by $k$. We say that a chain in $2^{[n]}$ is fat if it contains $k$ members of $\mathcal{F}$.

Lemma 3 If $\mathcal{F} \subseteq \bigcup_{j=i}^{i+k-1}\binom{[n]}{j}$ is a family with $\lambda(\mathcal{F}) \geq(k-1+\varepsilon)$, then there are at least $(\varepsilon / \mathrm{k}) \mathrm{n}$ ! fat chains.

Proof. Let $C_{i}$ denote the number of maximal chains that contain exactly $i$ sets from $\mathcal{F}$. As $\mathcal{F} \subseteq \bigcup_{j=i}^{i+k-1}\binom{[n]}{j}$, we have $C_{i}=0$ for all $i>k$. Then counting the number of pairs $(F, \mathcal{C})$ with $\mathcal{C}$ being a maximal chain and $F \in \mathcal{F} \cap \mathcal{C}$, in two different ways, we obtain

$$
\sum_{i=0}^{n} \mathfrak{i} C_{i}=\lambda(\mathcal{F}) n!\geq(k-1+\varepsilon) n!.
$$

This, and $\sum_{i} C_{i}=n$ ! imply

$$
k C_{k}=\sum_{i \geq k} i C_{i} \geq \sum_{i=0}^{n} i C_{i}-(k-1) \sum_{i<k} C_{i} \geq \varepsilon n!.
$$

Therefore the number of fat chains in $\mathcal{F}$ is $\mathrm{C}_{\mathrm{k}} \geq(\varepsilon / k) n!$.
Lemma 4 Let T be a saturated tree poset of height k . Suppose $\mathcal{F} \subseteq \cup_{j=i}^{i+k-1}\binom{[n]}{j}$ is a family with $\mathfrak{n} / 4 \leq \mathfrak{i} \leq 3 n / 4$. Moreover, suppose $\mathcal{L}$ is a family of fat chains with $|\mathcal{L}|>\frac{4\left({ }^{(\mathrm{T} \mid++1} \mathrm{e}\right)}{\mathrm{n}} \mathrm{n}$ !. Then there is a copy of T in $\mathcal{F}$ that contains only sets that are contained in some fat chain in $\mathcal{L}$.

Proof. We proceed by induction on $|\mathrm{T}|$. If T is a chain, then the k sets in any element of $\mathcal{L}$ form a copy of $T$. In particular, it gives the base case of the induction. So suppose T is not a chain. Then applying Lemma 2, there exists a leaf $t$ in $T$ and interval $I \subseteq T$ containing $t$ such that $h(T \backslash I)=k$ and $T \backslash I$ is a saturated tree poset. Our aim is to use induction to obtain a copy of $\mathrm{T} \backslash \mathrm{I}$ in $\mathcal{F}$ that can be extended to a copy of T . Finding a copy of $\mathrm{T} \backslash \mathrm{I}$ is immediate, but in order to be able to extend it, we need a copy satisfying some additional properties, described later.

By passing to the opposite poset $\mathrm{T}^{\prime}$ of T and considering $\overline{\mathcal{F}}$, we may assume that $t$ is a minimal element of T . There exists a maximal chain C in T that contains $I$, and we have $|C|=k$ as $T$ is saturated. Then $s:=|C \backslash I|=k-|I| \geq 1$.

We need several definitions. Let $F_{1} \supset F_{2} \supset \cdots \supset F_{s}$ be a chain with $\left|F_{j}\right|=$ $\mathfrak{i}+k-\mathfrak{j}$ for $\mathfrak{j}=1, \ldots, s$. Then this chain is a bottleneck if there exists a family $\mathcal{S} \subset \mathcal{F}$ with $|\mathcal{S}|<|T|$ such that for every fat chain $F_{1} \supset F_{2} \supset \cdots \supset$ $\mathrm{F}_{\mathrm{s}} \supset \mathrm{F}_{s+1} \supset \cdots \supset \mathrm{~F}_{\mathrm{k}}$ in $\mathcal{L}$ we have $\mathcal{S} \cap\left\{\mathrm{F}_{\mathrm{s}+1}, \ldots, \mathrm{~F}_{\mathrm{k}}\right\} \neq \emptyset$. Such an $\mathcal{S}$ is a witness to the fact that $F_{1}, \ldots, F_{s}$ is a bottleneck (and we assume all sets of the witness are contained in $F_{s}$ ). We say that a fat chain is bad if its top $s$ sets form a bottleneck. A fat chain is good if it is not bad. Observe that if there is a copy $\mathcal{F}_{T \backslash I}$ of $\mathrm{T} \backslash \mathrm{I}$ consisting of sets of good fat chains, then we can extend $\mathcal{F}_{\mathrm{T} \backslash \mathrm{I}}$ to a copy of T . Indeed, as the sets $\mathrm{F}_{1}^{\prime}, \ldots, \mathrm{F}_{\mathrm{s}}^{\prime}$ representing $\mathrm{C} \backslash \mathrm{I}$ in $\mathcal{F}_{T \backslash I}$ do not form a bottleneck and $\left|\mathcal{F}_{T \backslash I}\right|<|T|$, there must be a good fat chain $\mathrm{F}_{1}^{\prime} \supset \cdots \supset \mathrm{F}_{\mathrm{s}}^{\prime} \supset \mathrm{F}_{\mathrm{s}+1}^{\prime} \supset \cdots \supset \mathrm{F}_{\mathrm{k}}^{\prime}$ such that $\mathrm{F}_{\mathrm{s}+1}^{\prime}, \ldots, \mathrm{F}_{\mathrm{k}}^{\prime} \notin \mathcal{F}_{\mathrm{T} \backslash \mathrm{I}}$, therefore $\mathcal{F}_{\mathrm{T} \backslash \mathrm{I}} \cup\left\{\mathrm{F}_{\mathrm{s}+1}^{\prime}, \ldots, \mathrm{F}_{k}^{\prime}\right\}$ is a copy of T . Therefore all we need to prove is that there are enough good fat chains to obtain a copy of $\mathrm{T} \backslash \mathrm{I}$ by induction.

Let us bound the number of bad fat chains. If $|\mathcal{C} \cap \mathcal{F}|<s$, then $\mathcal{C}$ cannot be bad. We partition maximal chains in $2^{[n]}$ according to their sth largest set $\mathrm{F}_{s}$ from $\mathcal{F}$. As the top $s$ sets must form a bottleneck, there is a witness $\mathcal{S}$ to this fact. This means that if $\mathcal{C}$ is bad, then $\mathcal{C}$ must meet $\mathcal{S}$ whose elements are all contained in $\mathrm{F}_{\mathrm{s}}$. But as $|\mathcal{S}|<|\mathrm{T}|$ and all sets of $2^{\mathrm{F}_{\mathrm{s}}} \cap \mathcal{F}$ have size between $\mathrm{n} / 4$ and $3 n / 4$, the proportion of those chains that do meet $\mathcal{S}$ is at most $4|T| / n$ (any proper non-empty subset of $\mathrm{F}_{\mathrm{S}}$ is contained in at most $1 /\left|\mathrm{F}_{\mathrm{S}}\right|$ proportion of chains going through $F_{s}$ ). This holds independently of the choice of $F_{s}$, thus
the number of bad fat chains is at most $\frac{4|T|}{n} n!$. So the number of good fat chains is at least

$$
|\mathcal{L}|-\frac{4|T|}{n} n!\geq \frac{4\left(\binom{|T|+1}{2}-|T|\right)}{n} n!=\frac{4\binom{|T|}{2}}{n} n!.
$$

As $|\mathrm{T} \backslash \mathrm{I}|<|\mathrm{T}|$, the induction hypothesis implies the existence of a copy of $\mathrm{T} \backslash \mathrm{I}$ among the sets contained in good fat chains, as required.

The next lemma essentially states that if a a T-free family is contained in the union of $k$ consecutive levels, then its cardinality is asymptotically at most the cardinality of the $k-1$ largest levels. Formally, let $b(i)=b_{k, n}(i)=\max \left\{\binom{n}{j}\right.$ : $\mathfrak{i} \leq \mathfrak{j} \leq \mathfrak{i}+k-1\}$. So if $\mathfrak{i} \leq n / 2-k+1$, then $b(i)=\binom{n}{i+k-1}$, if $\mathfrak{i} \geq n / 2$, then $b(i)=\binom{n}{i}$, while if $n / 2-k+1<\mathfrak{i}<n / 2$, then $b(i)=\binom{n}{\lfloor n / 2\rfloor}$.

Lemma 5 If T is a tree poset of height k , then there exists $n_{0}$ such that for $\mathrm{n}>\mathrm{n}_{0}, \mathrm{n} / 4 \leq \mathrm{i} \leq 3 \mathrm{n} / 4-\mathrm{k}$ any $\mathcal{F} \subset \bigcup_{\mathrm{j}=\mathrm{i}}^{\mathrm{i}+\mathrm{k}-1}\binom{[\mathrm{n}]}{\mathrm{j}}$ of cardinality at least $\left(k-1+\frac{\left.\mathrm{k4\mid T}\right|^{2}}{n}\right) \mathrm{b}(\mathfrak{i})$ contains a copy of T .

Proof. By Lemma 1 we may suppose that $T$ is a saturated tree poset. Assume $\mathcal{F} \subseteq \bigcup_{j=i}^{i+k-1}\binom{[n]}{j}$ is a T-free family that contains at least $\left(k-1+\frac{k 4|T|^{2}}{n}\right) b(i)$ sets. Then $\mathcal{F} \subseteq \bigcup_{j=i}^{i+k-1}\binom{[n]}{j}$ implies that $\lambda_{n}(\mathcal{F}) \geq k-1+\frac{k 4|T|^{2}}{n}$.

Let $\varepsilon=4 \mathrm{k}|\mathrm{T}|^{2} / \mathrm{n}$. Then we can apply Lemma 3 to find $4|T|^{2} n!/ n$ fat chains. Then we can apply Lemma 4 with $\mathrm{k}=\mathrm{h}(\mathrm{T})$ to obtain a copy of T in $\mathcal{F}$, contradicting the T-free property of $\mathcal{F}$.

With Lemma 5 in hand, we can now prove Theorem 1. Let us consider a $\overrightarrow{\mathrm{T}}$-free family $\mathcal{F}$. Let T be the poset of $\overrightarrow{\mathrm{T}}$ and let $\mathrm{T}^{*}$ be the saturated poset containing $T$ with $h(T)=h\left(T^{*}\right)=k$ - guaranteed by Lemma 1 . For any integer $0 \leq i \leq n-k+1$, let $\mathcal{F}_{i}=\{F \in \mathcal{F}: i \leq|F| \leq i+k-1\}$. Observe that the $\overrightarrow{\mathrm{T}}$-free property of $\mathcal{F}$ implies that $\mathcal{F}_{i}$ is $\mathrm{T}^{*}$-free for every $i$. Note that every $\mathrm{F} \in \mathcal{F}$ belongs to exactly k families $\mathcal{F}_{\mathrm{i}}$ unless $|\mathrm{F}|<\mathrm{k}-1$ or $|\mathrm{F}|>\mathrm{n}-\mathrm{k}+1$. It is well-known that $\left|\binom{[n]}{\leq n / 4} \cup\binom{[n]}{\geq 3 n / 4}\right|=o\left(\frac{1}{n} 2^{n}\right)$, therefore using Lemma 5 we obtain

$$
\begin{aligned}
k|\mathcal{F}|-o\left(\frac{1}{n} 2^{n}\right) & \leq \sum_{i=n / 4}^{3 n / 4}\left|\mathcal{F}_{i}\right| \leq\left(k-1+\frac{k 4|T|^{2}}{n}\right) \sum_{i=n / 4}^{3 n / 4} b(i) \\
& \leq\left(k-1+\frac{k 4|T|^{2}}{n}\right)\left(2^{n}+k\binom{n}{\lfloor n / 2\rfloor}\right)
\end{aligned}
$$

After rearranging, we get $|\mathcal{F}| \leq\left(\frac{\mathrm{k}-1}{\mathrm{k}}+\mathrm{o}(1)\right) 2^{n}$.

### 2.2 Proof of Theorem 2

To prove the lower bound, we show a $\overrightarrow{V_{2}}$-free family in $\overrightarrow{Q_{n}}$ of cardinality $2^{n-1}+1$. Simply take every second level in the hypercube starting from the ( $n-1$ )st level and also take the vertex corresponding to [ $n$ ].

We prove the upper bound by induction on $n$ (it is easy to see the base case $\mathrm{n}=2$ ). We will need the following simple claim.

Lemma 6 Let $\mathcal{F} \subset 2^{[n]}$ is a maximal $\overrightarrow{\mathrm{V}_{2}}$-free family, then $\mathcal{F}$ contains the set [ n ] and at least one set of size $\mathrm{n}-1$.

Proof. [Proof of lemma] First note that [ $n$ ] can be added to any $\vec{V}_{2}$-free family as there is only one subset of $[n]$ of size $n$. Also, if $\mathcal{F}$ does not contain any set of size $n-1$, then one such set $S$ can be added to $\mathcal{F}$. Indeed, if we add $S$, no copy of $\vec{V}_{2}$ having sets of size $n-1$ and $n$ will be created because [ $n$ ] is the only set of size $n$ in $\mathcal{F} \cup\{\mathrm{S}\}$. Furthermore, no copy of $\overrightarrow{\mathrm{V}}_{2}$ having sets of size $n-2$ and $n-1$ will be created as $S$ is the only set of size $n-1$ in $\mathcal{F} \cup\{S\}$.

Now we are ready to prove Theorem 2. Let $\mathcal{F} \subset 2^{[n]}$ be a $\overrightarrow{\mathrm{V}}_{2}$-free family. For some $x \in[n]$, define

$$
\mathcal{F}_{x}^{-}=\{F \mid F \in \mathcal{F}, x \notin F\} \quad \text { and } \quad \mathcal{F}_{x}^{+}=\{F \backslash\{x\} \mid F \in \mathcal{F}, x \in F\} .
$$

Then $\mathcal{F}_{x}^{-}, \mathcal{F}_{x}^{+} \subset 2^{[n] \backslash\{x\}}$ and they are also $\overrightarrow{\mathrm{V}_{2}}$-free. By induction, we have

$$
|\mathcal{F}|=\left|\mathcal{F}_{x}^{-}\right|+\left|\mathcal{F}_{x}^{+}\right| \leq 2^{n-2}+1+2^{n-2}+1=2^{n-1}+2
$$

Assume that $|\mathcal{F}|=2^{n-1}+2$. Then $\left|\mathcal{F}_{\chi}^{-}\right|=\left|\mathcal{F}_{x}^{+}\right|=2^{n-2}+1$ must hold for all $x \in[n]$. By Lemma $6,\left|\mathcal{F}_{\chi}^{-}\right|=2^{n-2}+1$ implies that $[n] \backslash\{x\}$ and at least one set of size $n-2$ are in $\mathcal{F}$. This holds for all $x \in[n]$, so all sets of size $n-1$, and at least one set of size $n-2$ are in $\mathcal{F}$. However, these would form a forbidden $\overrightarrow{\mathrm{V}_{2}}$ in $\mathcal{F}$, contradicting our original assumption on $\mathcal{F}$. This proves that $|\mathcal{F}| \leq 2^{n-1}+1$.

### 2.3 Proof of Theorem 3

Let $U$ be a set of vertices in $Q_{n}$ such that the subgraph of $Q_{n}$ induced by $U$ (i.e., $\left.\mathrm{Q}_{\mathrm{n}}[\mathrm{U}]\right)$ is $\overrightarrow{\mathrm{P}_{\mathrm{k}}}$-free. Let $\mathcal{F} \subset 2^{[n]}$ be a family of subsets corresponding to U .

First, we will introduce a weight function. For every $F \in \mathcal{F}$, let $w(F)=\binom{n}{|F|}$. For a maximal chain $\mathcal{C}$, let $\mathcal{w}(\mathcal{C})=\sum_{\mathrm{F} \in \mathcal{C} \cap \mathcal{F}} \mathcal{w}(\mathrm{F})$ denote the weight of $\mathcal{C}$. Let $\mathbf{C}_{n}$ denote the set of all maximal chains in [ $n$ ]. Then

$$
\frac{1}{n!} \sum_{\mathcal{C} \in \mathbf{C}_{n}} w(\mathcal{C})=\frac{1}{n!} \sum_{\mathcal{C} \in \mathbf{C}_{n}} \sum_{F \in \mathcal{C} \cap \mathcal{F}} w(F)=\frac{1}{n!} \sum_{F \in \mathcal{F}}|F|!(n-|F|)!w(F)=|\mathcal{F}| .
$$

This means that the average of the weights of the full chains equals the cardinality of $\mathcal{F}$. Thus, if we can find an upper bound that is valid for the weight of any chain, then this will be an upper bound on $|\mathcal{F}|$ too.

Our assumption that there is no $\overrightarrow{\mathrm{P}_{\mathrm{k}}}$ means that there are no k neighboring members of $\mathcal{F}$ in a chain. For a given chain $\mathcal{C}$, let $a_{1}, a_{2}, \ldots a_{t}$ denote the sizes of those elements of $\mathcal{C}$ that are not in $\mathcal{F}$. Then $0 \leq a_{1}<a_{2}<\cdots<a_{t} \leq n$, $a_{1} \leq k-1, n-k+1 \leq a_{t}$ and $a_{i+1}-a_{i} \leq k$ for all $i=1,2, \ldots t-1$. The weight of the chain $\mathcal{C}$ is

$$
w(\mathcal{C})=2^{n}-\sum_{i=1}^{t}\binom{n}{a_{i}} .
$$

We claim that this is maximized when the numbers $\left\{a_{1}, a_{2}, \ldots a_{t}\right\}$ are all the numbers between 0 and $n$ which give the same residue when divided by $k$.

Assume that $w(\mathcal{C})$ is maximized by a different kind of set $\left\{a_{1}, a_{2}, \ldots a_{t}\right\}$. Then there is an index $i$ such that $a_{i+1}-a_{i}<k$.

If $a_{i} \leq \frac{n}{2}$ then we can decrease the numbers $\left\{a_{1}, a_{2}, \ldots a_{i}\right\}$ by 1 . (If $a_{1}$ becomes -1 then we simply remove that number.) The resulting set of numbers will still satisfy the conditions and $w(\mathcal{C})$ increases. Otherwise, $a_{i+1}>\frac{n}{2}$ must hold. Similarly, we can increase the numbers $\left\{a_{i+1}, a_{i+2}, \ldots a_{n}\right\}$ by 1 to achieve the same result. We proved that

$$
w(\mathcal{C}) \leq 2^{n}-\min _{j \in[k]} \sum_{i \equiv j \bmod k}\binom{n}{i}=\max _{j \in[k]}\left\{\sum_{i \neq j \bmod k}\binom{n}{i}\right\}
$$

holds for any full chain $\mathcal{C}$. Therefore the same upper bound holds for $|\mathcal{F}|$ as well.
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#### Abstract

In this investigation, we establish a steady-state solution of an infinite-space single-server Markovian queueing system with working vacation (WV), Bernoulli schedule vacation interruption, and impatient customers. Once the system becomes empty, the server leaves the system and takes a vacation with probability $p$ or a working vacation with probability $1-p$, where $0 \leq p \leq 1$. The working vacation period is interrupted if the system is non empty at a service completion epoch and the server resumes its regular service period with probability $1-\mathrm{q}$ or carries on with the working vacation with probability q . During vacation and working vacation periods, the customers may be impatient and leave the system. We use a probability generating function technique to obtain the expected number of customers and other system characteristics. Stochastic decomposition of the queueing model is given. Then, a cost function is constructed by considering different cost elements of the system states, in order to determine the optimal values of the service rate during regular


[^1]busy period, simultaneously, to minimize the total expected cost per unit time by using a quadratic fit search method (QFSM). Further, by taking illustration, numerical experiment is performed to validate the analytical results and to examine the impact of different parameters on the system characteristics.

## 1 Introduction

Queueing modeling is being employed in a large variety of day-to-day congestion problems as well as in industrial scenarios, such as computer systems, call centers, web services, communication/telecommunication systems, etc. For nearly a century, many queueing models have been developed to analyze the characteristics of many systems and recommendations have been issued to suggest how to deal with congestion situations. In many queueing scenarios, when there is no job present in the system, the server may take a vacation (V) or may provide a service for a secondary job, known as working vacation (WV). Queueing systems with vacation and working vacation have been the subject of interest for the queueing theorists. A detailed surveys of the literature devoted to vacation queues are found in [9], [26], [27], and the references therein. Working vacation queue was first introduced by [24] in an $M / M / 1$ queueing system. [17] analyzed a single server queue with batch arrivals and general service time distribution. [28] provided the analysis for an $M / G / 1$ queueing model with multiple vacations and exhaustive service discipline at which the server works with different rate rather than completely stopping the service during vacation. [15] provided performance analysis of GI/M/1 queue with working vacations. Then, [23] analyzed the $M / M / 1$ queue with single and multiple working vacation and impatient customers. They computed closed form solution and various performance measures with stochastic decomposition for both the working vacation policies. After that, a Markovian queueing system with two-stage working vacations has been considered by [25]. Recently, [18] examined an infinite-buffer multiserver queue with single and multiple synchronous working vacations.

In this investigation, we considered vacation interruption policy at which during working vacation period, the server may come back to the regular working period without completing the ongoing working vacation. The concept of vacation interruptions was introduced by [13]. After that, [14], [16], and [31] generated the vacation interruption model for $\mathrm{GI} / \mathrm{Geo} / 1, \mathrm{GI} / \mathrm{M} / 1$, and M/G/1 queueing models, respectively. Working vacation queueing system with service interruption and multi-optional repair was considered by [11]. Then,
[10] examined system performance measures for an $M / G / 1$ queueing model with single working vacations and a Bernoulli interruption schedule. [29] studied the strategic behaviour in a discrete-time working vacation queue with a Bernoulli interruption schedule. [22] investigated a single server queueing model with multiple working vacations and vacation interruption where an arriving customer can balk the system at some particular times. Recently, a study of an infinite-space single server Markovian queue with working vacation and vacation interruption was established by [20].

Over recent decade, customer's impatience becomes the burning issue of private and government sector businesses. Thus, an increasing attention has been seen in queueing systems with impatient customers due to the absence (vacation) of the server. [1] gave the analysis of customers' impatience in different queues with server vacation. Then, vacation queueing models with impatient customers and a waiting server have been examined by [21]. [30] analyzed an $M / M / 1$ queue with vacations and impatience timers which depends on the server's states. [8] examined a queueing model with feedback, reneging and retention of reneged customers, multiple working vacations and Bernoulli schedule vacation interruption. Further, performance and economic analyzes of different queueing models with vacation/working vacation and customer's impatience have been treated by $[5,6],[2,3],[4],[19,7]$, and the references therein.

In this work, the main objective is to analyze the queueing performance of an infinite-space single-server working vacation queueing system with Bernoulli schedule vacation interruption at which whenever the system becomes empty, the server switches to the vacation period with a certain probability $p$ and to the working vacation with a complementary probability $1-p$. During the vacation period, the customers are served at a lower service rate. During this period, at each service completion instant, if there are customers in the queue, the server either remains in the working vacation status with probability $q$, or switches to the regular service status with probability $1-\mathrm{q}$. During vacation and working vacation periods, the customers may get impatient with different rates and leave the system. In this study, the probability generating function (PGF) is used to determine the stationary system and queue lengths. The stochastic decomposition of the queueing model is also provided. Further, the cost optimization analysis of the system is carried out using quadratic fit search method (QFSM) in order to minimize the total expected cost of the system with respect to the service rate during normal busy period.

The rest of the paper is organized as follows. Section 2 describes the queueing system by stating the requisite hypotheses and notations which are needed
to develop the model. Section 3 is devoted to a practical application of the proposed queueing model. In Section 4, the steady-state equations governing the queueing model are constructed and the steady-state solution of the considered queueing system is obtained, using the probability generating function technique. In the Section 5, we focus on useful system characteristics in terms of state probabilities. Section 6 is devoted to the stochastic decomposition of the queueing system. In Section 7, we construct a cost function. Numerical analysis has been carried out in Section 8 . Finally, we ended the paper with a conclusion in Section 9.

## 2 Model description

Consider an infinite-buffer single server Markovian queueing system where the arriving customers follow Poisson process with rate $\lambda$. During the regular service period, the customers are served with an exponential rate $\mu_{\mathrm{b}}$. The server begins a vacation with probability $p$ or a working vacation with probability $1-p$, where $0 \leq p \leq 1$, at the instant when he finds the system empty. During the working vacation period, the server renders service to the customers with a lower rate $\mu_{v}\left(\mu_{v}<\mu_{\mathrm{b}}\right)$. A new busy period starts if the system is non empty after the end of vacation period or working vacation period. Further, it is assumed that the working vacation period is interrupted if the system is non empty at a service completion instant and the server resumes the regular service period with probability $1-\mathrm{q}$ or carries on with the working vacation with probability $q$. Vacation and working vacation periods are assumed to be exponentially distributed with rates $\theta$ and $\phi$ respectively.

Whenever a customer arrives to the system and realizes that the server is on vacation (resp. working vacation) he activates an exponentially distributed impatience timer $T_{1}\left(\right.$ resp. $\left.T_{2}\right)$ with parameter $\xi$ (resp. $\alpha$ ), where $\alpha<\xi$. If the server comes back from his vacation or working vacation before the timer $T_{1}$ or $T_{2}$ expires, the customer remains in the system till the completion of his service. The customer leaves the system and never returns if $T_{1}$ or $T_{2}$ expires while the server is still on vacation or working vacation.

At time $t$, let $L(t)$ denote the total number of customers in the system and $J(t)$ denotes the state of the server with

$$
J(t)= \begin{cases}0, & \text { when the server is in working vacation period } \\ 1, & \text { when the server is in vacation period } \\ 2, & \text { when the server is in regular service period }\end{cases}
$$

Then, the pair $\{L(t), J(t), t \geq 0\}$ defines a two dimensional continuous time discrete state Markov chain with state space $E=\{((0,0) \cup(0,1)) \cup(i, j), \mathfrak{i}=$ $1,2, \ldots, j=0,1,2\}$. Let $P_{i j}=\lim _{t \rightarrow \infty} P\{L(t)=i, J(t)=j\}$ denote the stationary probabilities of the Markov process $\{\mathrm{L}(\mathrm{t}), \mathrm{J}(\mathrm{t}), \mathrm{t} \geq 0\}$.


Figure 1: State-transition-rate diagram.

## 3 Practical application of the queueing model

Reducing energy costs is a major problem in modern information and communication technology (ICT) systems, as the inactive devices in modern ICT systems consume a significant amount of energy. We consider a ICT system with a single device, wherein jobs arrive according to a Poisson process with rate $\lambda$. The job processing time is exponentially distributed with rate $\mu_{\mathrm{b}}$. When the system work has been done, to reduce energy costs, the device switches either to off state with probability $p$ or to a lower energy state with a complimentary probability $1-p$ wherein it keeps part of its capacity and processes the incoming jobs with a lower rate $\mu_{v}\left(\mu_{\mathrm{b}}>\mu_{v}\right)$, which is also exponentially distributed. The lower energy state can be considered as the working vacation status of the device. In order to avoid the increasing workload and the prolonged job sojourn time, once a job arrives at an empty device, the device processes the job with the rate $\mu_{v}$, and begins to move to the regular service period. The switching process takes time and the processing of the current job can not be interrupted. Then, at each time of service completion during the working vacation period, the device can remain in the working vacation period with probability $q$ or switch to the regular service period with probability $1-q$.

If the device successfully switches to the regular service period and finds jobs online, it will process them with rate $\mu_{\mathrm{b}}$ (the working vacation period is interrupted).

Moreover, we suppose that whenever a customer arrives to the system and finds that the device is on vacation (resp. working vacation) he activates an impatience timer $\mathrm{T}_{1}$, (resp. $\mathrm{T}_{1}$ ) exponentially distributed with parameter $\xi$ (resp. $\alpha)$. If the device returns from its vacation/working vacation before the time expires, the customer stays in the system until his service is completed. However, if impatience timer expires while the server is still on vacation/working vacation, the customer abandons the queue, never to return.

## 4 Stationary Solution of the Model

Using the theory of Markov process, the stationary equations governing the system are as follows

$$
\begin{gather*}
\lambda P_{01}=\xi P_{11}+p \mu_{\mathrm{b}} P_{12},  \tag{1}\\
(\lambda+\theta+n \xi) P_{n, 1}=\lambda P_{n-1,1}+(n+1) \xi P_{n+1,1}, \quad n \geq 1,  \tag{2}\\
\lambda P_{00}=\mu_{v} P_{10}+(1-p) \mu_{\mathrm{b}} P_{1,2}, \tag{3}
\end{gather*}
$$

$$
\begin{gather*}
\left(\lambda+\mu_{v}+\phi+(n-1) \alpha\right) P_{n, 0}=\lambda P_{n-1,0}+\left(q \mu_{v}+n \alpha\right) P_{n+1,0}, \quad n \geq 1,  \tag{4}\\
\left(\lambda+\mu_{b}\right) P_{12}=\mu_{b} P_{2,2}+\theta P_{1,1}+\phi P_{1,0}+(1-q) \mu_{v} P_{2,0}, \\
\left(\lambda+\mu_{b}\right) P_{n 2}=\lambda P_{n-1,2}+\theta P_{n, 1}+\phi P_{n, 0}+\mu_{b} P_{n+1,2}+(1-q) \mu_{v} P_{n+1,0}, n \geq 2 . \tag{5}
\end{gather*}
$$

Define the Probability generating functions (PGFs) as

$$
\begin{aligned}
& P_{0}(z)=\sum_{n=0}^{\infty} P_{n, 0} z^{n} \\
& P_{1}(z)=\sum_{n=0}^{\infty} P_{n, 1} z^{n} \\
& P_{2}(z)=\sum_{n=1}^{\infty} P_{n, 2} z^{n}
\end{aligned}
$$

with $P_{0}(1)+P_{1}(1)+P_{2}(1)=1, P_{0}^{\prime}(z)=\sum_{n=1}^{\infty} n z^{n-1} P_{n, 0}$, and $P_{1}^{\prime}(z)=\sum_{n=1}^{\infty} n$ $z^{n-1} P_{n, 1}$.
Multiplying equation (2) by $z^{n}$ and summing over $n$, we get after using equation (1)

$$
\begin{equation*}
\xi(1-z) \mathrm{P}_{1}^{\prime}(z)-[\lambda(1-z)+\theta] \mathrm{P}_{1}(z)+\mathrm{p} \mu_{\mathrm{b}} \mathrm{P}_{12}+\theta \mathrm{P}_{01}=0 . \tag{7}
\end{equation*}
$$

Multiplying equation (4) by $z^{n}$ and summing over $n$, we get after using equation (3)

$$
\begin{align*}
& \alpha z(1-z) \mathrm{P}_{0}^{\prime}(z)-\left[(1-z)\left(\lambda z-\mu_{v}+\alpha\right)+\mu_{v}(1-\mathrm{q})+z \phi\right] \mathrm{P}_{0}(z)  \tag{8}\\
& +\left[z \phi-(1-z)\left(\mu_{v}-\alpha\right)+(1-\mathrm{q})\left(\lambda z+\mu_{v}\right)\right] \mathrm{P}_{00}+\mathrm{q}(1-\mathrm{p}) z \mu_{\mathrm{b}} \mathrm{P}_{12}=0 .
\end{align*}
$$

Remark 1 If $\mathrm{p}=1$, equation (7) becomes

$$
\xi(1-z) \mathrm{P}_{1}^{\prime}(z)=[\lambda(1-z)+\theta] \mathrm{P}_{1}(z)-\left(\mu_{\mathrm{b}} \mathrm{P}_{12}+\theta \mathrm{P}_{01}\right),
$$

which matches with the result given in [1].
Remark 2 If $\mathrm{q}=1$ and $\mathrm{p}=0$, equation (8) becomes

$$
\alpha z(1-z) \mathrm{P}_{0}^{\prime}(z)-\left[(1-z)\left(\lambda z-\mu_{v}+\alpha\right)+z \phi\right] \mathrm{P}_{0}(z)+\left[z \phi-(1-z)\left(\mu_{v}-\alpha\right)\right] \mathrm{P}_{00}+\mu_{\mathrm{b}} \mathrm{P}_{12} z=0 .
$$

This matches with the result done in [23].

Remark 3 If $\mathrm{q}=1, \mathrm{p}=0$ and $\alpha=0$, then equation (8) reduces to

$$
\mathrm{P}_{0}(z)=\frac{\mu_{v}(1-z) \mathrm{P}_{00}-z\left(\mu_{\mathrm{b}} \mathrm{P}_{12}+\phi \mathrm{P}_{00}\right)}{\lambda z^{2}-z\left(\lambda+\mu_{v}+\phi\right)+\mu_{v}},
$$

which is same as in [24].
Multiplying equation (6) by $z^{n}$ and summing over $n$, we get after using equation (5)

$$
\begin{align*}
(1-z)\left(\lambda z-\mu_{\mathrm{b}}\right) \mathrm{P}_{2}(z)= & \left(z \phi+(1-q) \mu_{v}\right) \mathrm{P}_{0}(z)+\theta z \mathrm{P}_{1}(z) \\
& -\left[\left(\phi+\left(\lambda+\mu_{v}\right)(1-q)\right) \mathrm{P}_{00}+\mathrm{q}(1-p) \mu_{\mathrm{b}} \mathrm{P}_{12}\right] z  \tag{9}\\
& -\mu_{v}(1-q)(1-z) \mathrm{P}_{00}-\left(\theta \mathrm{P}_{01}+\mathrm{p} \mu_{\mathrm{b}} \mathrm{P}_{12}\right)
\end{align*}
$$

Putting $z=1$ into equations (7) and (8), we respectively get

$$
\begin{equation*}
\theta \mathrm{P}_{1}(1)=\mathrm{p} \mu_{\mathrm{b}} \mathrm{P}_{12}+\theta \mathrm{P}_{01}, \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\phi+\mu_{v}(1-q)\right] P_{0}(1)=\left[\phi+(1-q)\left(\lambda+\mu_{v}\right)\right] P_{00}+(1-p) q \mu_{b} P_{12} . \tag{11}
\end{equation*}
$$

### 4.1 Solution of differential equations

Equation (7) can be rewritten as

$$
\begin{equation*}
\mathrm{P}_{1}^{\prime}(z)-\left[\frac{\lambda}{\bar{\xi}}+\frac{\theta}{\xi(1-z)}\right] \mathrm{P}_{1}(z)+\frac{\mathrm{p} \mu_{\mathrm{b}} \mathrm{P}_{12}+\theta \mathrm{P}_{01}}{\xi(1-z)}=0 \tag{12}
\end{equation*}
$$

for $\xi \neq 0$ and $z \neq 1$.
To solve the linear differential equation (12), we multiple both sides of the equation by I.F $=e^{-\frac{\lambda}{\xi} z}(1-z)^{\frac{\theta}{\varepsilon}}$ and integrating from 0 to $z$, we have

$$
\begin{equation*}
P_{1}(z)=e^{\frac{\lambda}{\xi} z}(1-z)^{-\frac{\theta}{\xi}}\left[P_{1}(0)-\left(\frac{p \mu_{\mathrm{b}} \mathrm{P}_{12}+\theta \mathrm{P}_{01}}{\xi}\right) K(z)\right], \tag{13}
\end{equation*}
$$

where

$$
K(z)=\int_{0}^{z} e^{-\frac{\lambda}{\xi} x}(1-x)^{\frac{\theta}{\xi}-1} d x .
$$

Then, by letting $z \rightarrow 1$, we obtain

$$
P_{1}(1)=e^{\frac{\lambda}{\xi}}\left[P_{1}(0)-\left(\frac{p \mu_{\mathrm{b}} \mathrm{P}_{12}+\theta \mathrm{P}_{01}}{\xi}\right) K(1)\right] \lim _{z \rightarrow 1}(1-z)^{-\frac{\theta}{\xi}} .
$$

Since $0 \leq P_{1}(1)=\sum_{n=0}^{\infty} P_{n, 1} \leq 1$ and $\lim _{z \rightarrow 1}(1-z)^{-\left(\frac{\theta}{\xi}\right)} \rightarrow \infty$, we must have

$$
\begin{equation*}
P_{01}=P_{1}(0)=\left(\frac{p \mu_{\mathrm{b}} P_{12}+\theta P_{01}}{\xi}\right) K(1) \tag{14}
\end{equation*}
$$

which gives

$$
\begin{equation*}
\mathrm{P}_{12}=\mathrm{T}_{0} \mathrm{P}_{01}, \tag{15}
\end{equation*}
$$

where $\mathrm{T}_{0}=\frac{\xi-\theta \mathrm{K}(1)}{\mathrm{p} \mu_{\mathrm{b}} \mathrm{K}(1)}$.
Then, substituting equation (15) into equations (10) and (13), we respectively get

$$
\begin{equation*}
P_{1}(1)=\frac{\xi}{\theta K(1)} P_{01} \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{1}(z)=e^{\frac{\lambda}{\tilde{E}} z}(1-z)^{-\frac{\theta}{\tilde{E}}}\left[1-\frac{K(z)}{K(1)}\right] P_{00} . \tag{17}
\end{equation*}
$$

From equations (1) and (15), we get

$$
\begin{equation*}
\mathrm{P}_{11}=\mathrm{U}_{1} \mathrm{P}_{01} \tag{18}
\end{equation*}
$$

where $\mathrm{U}_{1}=\frac{\lambda-\mathrm{p} \mu_{\mathrm{b}} \mathrm{T}_{\mathrm{o}}}{\xi}$.
From equations (2) (for $n=1$ ) and (18), we get

$$
\begin{equation*}
\mathrm{P}_{21}=\mathrm{U}_{2} \mathrm{P}_{01} \tag{19}
\end{equation*}
$$

where $\mathrm{U}_{2}=\mathrm{g}_{1} \mathrm{U}_{1}-\frac{\lambda}{2 \xi} \mathrm{U}_{0}, \mathrm{~g}_{1}=\frac{\lambda+\phi+\xi}{2 \xi}$ and $\mathrm{U}_{0}=1$.
From equations (2) (for $n=2$ ) and (18)-(19), we get

$$
\begin{equation*}
\mathrm{P}_{31}=\mathrm{U}_{3} \mathrm{P}_{01}, \tag{20}
\end{equation*}
$$

where $\mathrm{U}_{3}=\mathrm{g}_{2} \mathrm{U}_{2}-\frac{\lambda}{3 \xi} \mathrm{U}_{1}$ and $\mathrm{g}_{2}=\frac{\lambda+\phi+2 \xi}{3 \xi}$.
Then, recursively, it yields

$$
\mathrm{P}_{\mathrm{n} 1}=\mathrm{U}_{\mathrm{n}} \mathrm{P}_{01}
$$

where

$$
U_{n}= \begin{cases}\frac{\lambda-p \mu_{b} T_{0}}{\xi}, & \text { if } n=1 \\ g_{n-1} U_{n-1}-\frac{\lambda}{n \bar{\xi}} U_{n-2}, & \text { if } n \geq 2\end{cases}
$$

with

$$
g_{n-1}=\frac{\lambda+\theta+(n-1) \xi}{n \xi}
$$

Next, equation (8) can be expressed as

$$
\begin{aligned}
P_{0}^{\prime}(z) & -\left\{\frac{\lambda z-\mu_{v}+\alpha}{z \alpha}+\frac{\phi}{\alpha(1-z)}+\frac{\mu_{v}(1-q)}{\alpha z(1-z)}\right\} P_{0}(z)+\left\{\frac{\phi}{\alpha(1-z)}-\frac{\mu_{v}-\alpha}{z \alpha}+\frac{(1-q)\left(z \lambda+\mu_{v}\right)}{\alpha z(1-z)}\right\} P_{00} \\
& +\frac{q(1-p) \mu_{\mathrm{b}}}{\alpha(1-z)} P_{12}=0,
\end{aligned}
$$

for $\alpha \neq 0, z \neq 0$, and $z \neq 1$.
Now, in order to solve the above differential equation we multiply it both sides by I.F $=e^{\frac{-\lambda}{\alpha} z} z\left(\frac{\mu_{v} q}{\alpha}-1\right)(1-z) \frac{\frac{\phi+\mu_{v}(1-q)}{\alpha}}{}$ and integrating from 0 to $z$, we get

$$
\begin{align*}
& \mathrm{P}_{0}(z)=z^{-\left(\frac{\mu_{v} \mathrm{q}}{\alpha}-1\right)}(1-z)^{-\left(\frac{\phi+\mu_{v}(1-q)}{\alpha}\right)}\left\{\left(\frac{\mu_{v}}{\alpha}-1\right) \mathrm{P}_{00} \mathrm{~A}(z)\right.  \tag{21}\\
& \left.\quad-\frac{\mu_{v}(1-\mathrm{q})}{\alpha} \mathrm{P}_{00} \mathrm{~B}(z)-\left(\frac{\phi+(1-\mathrm{q}) \lambda}{\alpha} \mathrm{P}_{00}+\frac{\mathrm{q}(1-\mathrm{p}) \mu_{\mathrm{b}}}{\alpha} \mathrm{P}_{12}\right) \mathrm{C}(z)\right\},
\end{align*}
$$

where

$$
\begin{aligned}
& A(z)=\int_{0}^{z} e^{\frac{\lambda}{\alpha}(z-x)} x^{\frac{\mu_{v} q}{\alpha}-2}(1-x)^{\frac{\phi+\mu_{v}(1-q)}{\alpha}} d x, \\
& B(z)=\int_{0}^{z} e^{\frac{\lambda}{\alpha}(z-x)} x^{\frac{\mu_{v} q}{\alpha}-2}(1-x)^{\frac{\phi+\mu_{v}(1-q)}{\alpha}-1} d x, \\
& C(z)=\int_{0}^{z} e^{\frac{\lambda}{\alpha}(z-x)} x^{\frac{\mu_{v} q}{\alpha}-1}(1-x)^{\frac{\phi+\mu_{v}(1-q)}{\alpha}-1} d x .
\end{aligned}
$$

Taking limit $z \rightarrow 1$ in equation (21), we get

$$
\begin{aligned}
P_{0}(1)= & \left\{\left(\frac{\mu_{v}}{\alpha}-1\right) A(1) P_{00}-\frac{\mu_{v}(1-q)}{\alpha} B(1) P_{00}\right. \\
& \left.-\left[\frac{(\phi+(1-q) \lambda)}{\alpha} P_{00}+\frac{q(1-p) \mu_{b} P_{12}}{\alpha}\right] C(1)\right\} \lim _{z \rightarrow 1}(1-z)^{-\left(\frac{\phi+\mu_{v}(1-q)}{\alpha}\right)} .
\end{aligned}
$$

Since $0 \leq P_{0}(1)=\sum_{n=0}^{\infty} P_{n, 0} \leq 1$ and $\lim _{z \rightarrow 1}(1-z)^{-\left(\frac{\phi+\mu_{v}(1-q)}{\alpha}\right)} \rightarrow \infty$,we must have

$$
\begin{equation*}
P_{12}=S_{1} P_{00}, \tag{22}
\end{equation*}
$$

where

$$
S_{1}=\left[\frac{\left(\mu_{v}-\alpha\right) \frac{A(1)}{C(1)}-\mu_{v}(1-q) \frac{B(1)}{C(1)}-(\phi+(1-q) \lambda)}{q(1-p) \mu_{b}}\right] .
$$

Substituting equation (22) into equation (21), we get

$$
\begin{aligned}
P_{0}(z) & =P_{00}\left\{\left(\frac{\mu_{v}}{\alpha}-1\right)\left[A(z)-\frac{A(1)}{C(1)} C(z)\right]\right. \\
& \left.-\frac{\mu_{v}(1-q)}{\alpha}\left[B(z)-\frac{B(1)}{C(1)} C(z)\right]\right\} z^{-\left(\frac{\mu_{v}}{\alpha} q-1\right)}(1-z)^{-\left(\frac{\phi+\mu_{v}(1-q)}{\alpha}\right)}
\end{aligned}
$$

Substituting equation (22) into equation (11), we obtain

$$
\begin{equation*}
\mathrm{P}_{0}(1)=\mathrm{HP}_{00} \tag{23}
\end{equation*}
$$

where

$$
H=\left[\frac{\left(\mu_{\nu}-\alpha\right) \frac{A(1)}{C(1)}+\mu_{v}(1-q)\left(1-\frac{B(1)}{C(1)}\right)}{\phi+\mu_{v}(1-q)}\right]
$$

From equations (15), (16), and (22), we find

$$
\begin{equation*}
P_{1}(1)=\frac{\xi S_{1}}{\theta K(1) T_{0}} P_{00} \tag{24}
\end{equation*}
$$

From equations (3) and (22), we get

$$
\begin{equation*}
P_{10}=V_{1} P_{00} \tag{25}
\end{equation*}
$$

where $\mathrm{V}_{1}=\frac{\lambda-(1-\mathrm{p}) \mu_{\mathrm{b}} \mathrm{S}_{1}}{\mu_{\nu}}$.
From equations (4)(for $n=1$ ) and (25), we obtain

$$
\begin{equation*}
\mathrm{P}_{20}=\mathrm{V}_{2} \mathrm{P}_{00} \tag{26}
\end{equation*}
$$

where $V_{2}=f_{0} V_{1}-\frac{\lambda}{q \mu_{v}+\alpha} V_{0}, f_{0}=\frac{\lambda+\mu_{v}+\phi}{q \mu_{v}+\alpha}$ and $V_{0}=1$.
From equations (4) (for $\mathfrak{n}=2$ ) and (25)-(26), we get

$$
\begin{equation*}
P_{30}=V_{3} P_{00} \tag{27}
\end{equation*}
$$

where $V_{3}=f_{1} V_{2}-\frac{\lambda}{q \mu_{v}+2 \alpha} V_{1}$ and $f_{1}=\frac{\lambda+\mu_{v}+\phi+\alpha}{q \mu_{v}+2 \alpha}$.
From equations (4)(for $\mathfrak{n}=3$ ) and (26)-(27), we get

$$
\begin{equation*}
\mathrm{P}_{40}=\mathrm{V}_{4} \mathrm{P}_{00} \tag{28}
\end{equation*}
$$

where $V_{4}=f_{2} V_{3}-\frac{\lambda}{q \mu_{v}+3 \alpha} V_{2}$ and $f_{2}=\frac{\lambda+\mu_{v}+\phi+2 \alpha}{q \mu_{v}+3 \alpha}$.
Then, recursively, it yields

$$
P_{n 0}=V_{n} P_{00}
$$

where

$$
V_{n}= \begin{cases}1, & \text { if } n=0 \\ \frac{\lambda-(1-p) \mu_{b} s_{1}}{\mu_{\nu}}, & \text { if } n=1, \\ f_{n-2} V_{n-1}-\frac{\lambda}{q \mu_{v}+(n-1) \alpha} v_{n-2}, & \text { if } n \geq 2,\end{cases}
$$

with

$$
f_{n-2}=\frac{\lambda+\mu_{v}+\phi+(n-2) \alpha}{q \mu_{v}+(n-1) \xi} .
$$

Next, substituting equations (10) and (11) into equation (9), we get

$$
\begin{equation*}
\mathrm{P}_{2}(z)=\frac{\left(z \phi+(1-q) \mu_{v}\right) \mathrm{P}_{0}(z)+\theta z \mathrm{P}_{1}(z)-z\left(\phi+\mu_{\nu}(1-q)\right) \mathrm{P}_{0}(1)-z \theta \mathrm{P}_{1}(1)}{(1-z)\left(\lambda z-\mu_{\mathrm{b}}\right)}-\frac{\mu_{v}(1-\mathrm{q})}{\lambda z-\mu_{\mathrm{b}}} \mathrm{P}_{00} . \tag{29}
\end{equation*}
$$

Applying L'Hospital's rule to equation (29), we get

$$
\begin{equation*}
P_{2}(1)=\frac{\left(\phi+\mu_{v}(1-q)\right) P_{0}^{\prime}(1)+\theta P_{1}^{\prime}(1)-\mu_{v}(1-q) P_{0}(1)}{\mu_{\mathrm{b}}-\lambda}+\frac{\mu_{v}(1-q)}{\mu_{\mathrm{b}}-\lambda} P_{00} \tag{30}
\end{equation*}
$$

This implies

$$
\begin{equation*}
P_{0}^{\prime}(1)=\frac{\left(\mu_{b}-\lambda\right) P_{2}(1)+\mu_{v}(1-q)\left(P_{0}(1)-P_{00}\right)-\theta P_{1}^{\prime}(1)}{\phi+\mu_{v}(1-q)} \tag{31}
\end{equation*}
$$

Equation (7) can be rewritten as

$$
P_{1}^{\prime}(z)=\frac{[\lambda(1-z)+\theta] P_{1}(z)-p \mu_{\mathrm{b}} P_{12}-\theta P_{01}}{\xi(1-z)}
$$

Applying L'Hospital's rule, we have

$$
\begin{equation*}
P_{1}^{\prime}(1)=\frac{\lambda}{\theta+\xi} P_{1}(1) \tag{32}
\end{equation*}
$$

Further, equation (8) can be rewritten as

$$
\begin{aligned}
P_{0}^{\prime}(z)= & \frac{1}{\alpha z(1-z)}\left(\left[(1-z)\left(\lambda z-\mu_{v}+\alpha\right)+\mu_{v}(1-q)+z \phi\right] \mathrm{P}_{0}(z)\right. \\
& \left.-\left[z \phi-(1-z)\left(\mu_{v}-\alpha\right)+(1-q)\left(\lambda z+\mu_{v}\right)\right] \mathrm{P}_{00}-\mathrm{q}(1-\mathrm{p}) z \mu_{\mathrm{b}} \mathrm{P}_{11}\right)
\end{aligned}
$$

Applying L'Hospital's rule, we have

$$
\begin{equation*}
P_{0}^{\prime}(1)=\frac{\left(\lambda+\alpha-\mu_{v}-\phi\right) P_{0}(1)+\left(\mu_{v}+\phi-\alpha+\lambda(1-q)+q \mu_{b}(1-p) S_{1}\right) P_{00}}{\alpha+\phi+\mu_{v}(1-q)} . \tag{33}
\end{equation*}
$$

Next, substituting equations (32) and (33) into (30), we obtain

$$
\begin{align*}
P_{2}(1)= & {\left[\frac{\left(\phi+\mu_{v}(1-q)\right)\left(\lambda+\alpha-\mu_{v}-\phi\right)}{\left(\alpha+\phi+\mu_{v}(1-q)\right)\left(\mu_{b}-\lambda\right)}-\frac{\mu_{v}(1-q)}{\mu_{b}-\lambda}\right] P_{0}(1) } \\
& +\frac{\lambda \theta P_{1}(1)}{(\theta+\xi)\left(\mu_{b}-\lambda\right)}+\left(\phi+\mu_{v}(1-q)\right)  \tag{34}\\
& {\left[\frac{\mu_{v}+\phi-\alpha-\lambda(1-q)+q \mu_{b}(1-p) S_{1}}{\left(\alpha+\phi+\mu_{v}(1-q)\right)\left(\mu_{b}-\lambda\right)}+\frac{\mu_{v}(1-q)}{\mu_{b}-\lambda}\right] P_{00} . }
\end{align*}
$$

Using equations (23)-(24) and (34), and normalization condition, we can get the value of $P_{00}$. Next, we need to write $P_{n, 2}$ in terms of $P_{0,0}$.
Substituting equations (15), (18), (22), and (25)-(26) into equation (5), we get

$$
\begin{equation*}
P_{22}=S_{2} P_{00} \tag{35}
\end{equation*}
$$

where $S_{2}=(1+\rho) S_{1}-\frac{\theta S_{1}}{\mu_{\mathrm{b}} T_{0}} U_{1}-\frac{\phi V_{1}+V_{2} \mu_{v}(1-q) V_{1}}{\mu_{\mathrm{b}}}, \rho=\frac{\lambda}{\mu_{\mathrm{b}}}$.
Substituting equations (15), (19), (22), and (26)-(27) into equation (6) (for $n=2$ ), we obtain

$$
\begin{equation*}
P_{32}=S_{3} P_{00} \tag{36}
\end{equation*}
$$

where $S_{3}=(1+\rho) S_{2}-\rho S_{1}-\frac{\theta S_{1}}{\mu_{\mathrm{b}} \mathrm{T}_{\mathrm{o}}} \mathrm{U}_{2}-\frac{\phi \mathrm{V}_{2}+\mu_{\nu}(1-q) V_{3}}{\mu_{\mathrm{b}}}$.
Substituting equations (15), (20), (27)-(28), and (35)-(36) into equation (6) (for $\mathfrak{n}=3$ ), we find

$$
P_{42}=S_{4} P_{00}
$$

where $S_{4}=(1+\rho) S_{3}-\rho S_{2}-\frac{\theta S_{1}}{\mu_{\mathrm{b}} T_{0}} U_{3}-\frac{\phi V_{3}+\mu_{\nu}(1-q) V_{4}}{\mu_{\mathrm{b}}}$.
Then, recursively, it yields

$$
P_{n 2}=S_{n} P_{00},
$$

where

$$
S_{n}= \begin{cases}1, & \text { if } n=1 \\ (1+\rho) S_{n-1}-\rho S_{n-2}-\frac{\theta S_{1}}{\mu_{b} T_{0}} U_{n-1}-\frac{\phi V_{n-1}+\mu_{v}(1-q) V_{n}}{\mu_{b}}, & \text { if } n \geq 2\end{cases}
$$

with $S_{0}=0$.

## 5 Performance measures

As the steady-state probabilities are obtained one can easily derive the various performance measures of the model.

- The probability that the system is in working vacation ( $\mathrm{P}_{0}(1)$ ).

$$
P_{0}(1)=\left[\frac{\left(\mu_{v}-\alpha\right) \frac{A(1)}{C(1)}+\mu_{v}(1-q)\left(1-\frac{B(1)}{C(1)}\right)}{\phi+\mu_{v}(1-q)}\right] P_{00} .
$$

- The probability that the system is in vacation period $\left(\mathrm{P}_{1}(1)\right)$.

$$
\mathrm{P}_{1}(1)=\frac{\xi S_{1}}{\theta K(1) \mathrm{T}_{0}} \mathrm{P}_{00} .
$$

- The probability that the system is in busy period ( $\left.P_{2}(1)\right)$.

$$
\begin{aligned}
P_{2}(1) & =\left[\frac{\left(\phi+\mu_{v}(1-q)\right)\left(\lambda+\alpha-\mu_{v}-\phi\right)}{\left(\alpha+\phi+\mu_{v}(1-q)\right)\left(\mu_{b}-\lambda\right)}-\frac{\mu_{v}(1-q)}{\mu_{b}-\lambda}\right] P_{0}(1)+\frac{\lambda \theta P_{1}(1)}{(\theta+\xi)\left(\mu_{\mathrm{b}}-\lambda\right)} \\
& +\left(\phi+\mu_{v}(1-q)\right)\left[\frac{\mu_{v}+\phi-\alpha-\lambda(1-q)+q \mu_{b}(1-p) S_{1}}{\left(\alpha+\phi+\mu_{v}(1-q)\right)\left(\mu_{b}-\lambda\right)}+\frac{\mu_{v}(1-q)}{\mu_{b}-\lambda}\right] P_{00}
\end{aligned}
$$

Substituting equation (23) into equation (33), we get the expected number of customers when the system is on working vacation period ( $\mathrm{E}\left(\mathrm{L}_{0}\right)$ ).

$$
E\left(L_{0}\right)=P_{0}^{\prime}(1)=\left[\frac{\left(\lambda+\alpha-\mu_{v}-\phi\right) H+\mu_{v}+\phi-\alpha+\lambda(1-q)+q \mu_{b}(1-p) S_{1}}{\alpha+\phi+\mu_{v}(1-q)}\right] P_{00} .
$$

Substituting equation (24) into equation (32), we get the expected number of customers when the system is on vacation period $\left(\mathrm{E}\left(\mathrm{L}_{1}\right)\right.$ ).

$$
E\left(L_{1}\right)=P_{1}^{\prime}(1)=\frac{\lambda \xi S_{1}}{\theta(\theta+\xi) K(1) T_{0}} P_{00} .
$$

Equation (9) can be rewritten as

$$
\begin{aligned}
\mathrm{P}_{2}(z)= & \frac{\left(z \phi+(1-q) \mu_{v}\right) \mathrm{P}_{0}(z)+\theta z \mathrm{P}_{1}(z)-z\left(\phi+\mu_{v}(1-q)\right) \mathrm{P}_{0}(1)-z \theta \mathrm{P}_{1}(1)}{\left((1-z)\left(\lambda z-\mu_{\mathrm{b}}\right)\right.} \\
& -\frac{\mu_{v}(1-\mathrm{q})}{\lambda z-\mu_{\mathrm{b}}} \mathrm{P}_{00} .
\end{aligned}
$$

Differentiating the above equation and applying L'Hospital's rule, we get

$$
\begin{align*}
E\left(L_{2}\right) & =P_{2}^{\prime}(1)=\frac{\phi+\mu_{v}(1-q)}{2\left(\mu_{b}-\lambda\right)} P_{0}^{\prime \prime}(1)+\frac{\left(\lambda \mu_{v}(1-q)+\mu_{b} \phi\right)}{\left(\mu_{\mathrm{b}}-\lambda\right)^{2}} P_{0}^{\prime}(1)+\frac{\theta}{2\left(\mu_{\mathrm{b}}-\lambda\right)} P_{1}^{\prime \prime}(1) \\
& +\frac{\left(\lambda \mu_{v}(1-q)+\mu_{\mathrm{b}} \phi\right)}{\left(\mu_{\mathrm{b}}-\lambda\right)^{2}} P_{0}^{\prime}(1)+\frac{\lambda \mu_{v}(1-\mathrm{q}}{\left(\mu_{\mathrm{b}}-\lambda\right)^{2}}\left(P_{00}-P_{0}(1)\right)+\frac{\lambda \mu_{v}(1-\mathrm{q})}{\left(\mu_{\mathrm{b}}-\lambda\right)^{2}} P_{00} . \tag{37}
\end{align*}
$$

Differentiating equation (7) twice with respect to z and letting $z=1$, we obtain

$$
\begin{equation*}
\frac{P_{1}^{\prime \prime}(1)}{2}=\frac{\lambda}{\theta+2 \xi} P_{1}^{\prime}(1) . \tag{38}
\end{equation*}
$$

Differentiating equation (8) twice with respect to z and letting $z=1$, we obtain

$$
\begin{equation*}
\frac{P_{0}^{\prime \prime}(1)}{2}=\frac{\left(\lambda-\mu_{v}-\phi\right) P_{0}^{\prime}(1)+\lambda P_{0}(1)}{\phi+2 \alpha+\mu_{v}(1-q)} . \tag{39}
\end{equation*}
$$

Substituting equations (38) and (39) into equation (37), we get the expected number of customer when the server is busy ( $\mathrm{E}\left(\mathrm{L}_{2}\right)$ ).

$$
\begin{aligned}
E\left(L_{2}\right) & =\frac{1}{\mu_{b}-\lambda}\left[\frac{\left(\phi+\mu_{v}(1-q)\right)\left(\lambda-\mu_{v}-\phi\right)}{\phi+2 \alpha+\mu_{1}(1-q)}+\frac{\lambda \mu_{v}(1-q)+\phi \mu_{b}}{\mu_{b}-\lambda}\right] P_{0}^{\prime}(1)+\frac{1}{\mu_{b}-\lambda} \\
& \times\left[\frac{\lambda \theta}{\theta+2 \xi}+\frac{\phi \mu_{b}}{\mu_{b}-\lambda}\right] P_{1}^{\prime}(1)+\frac{\lambda \mu_{v}(1-q)}{\left(\mu_{b}-\lambda\right)^{2}} P_{00}+\frac{\lambda}{\mu_{b}-\lambda}\left[\frac{\phi+\mu_{v}(1-q)}{\phi+2 \alpha+\mu_{v}(1-q)}-\frac{\mu_{v}(1-q)}{\mu_{b}-\lambda}\right] P_{0}(1) .
\end{aligned}
$$

The expected number of customers in the system can be computed as $\mathrm{E}(\mathrm{L})=$ $E\left(L_{0}\right)+E\left(L_{1}\right)+E\left(L_{2}\right)$.

- The average rate of abandonment of customers due to impatience $\left(R_{a}\right)$.

$$
R_{a}=\alpha \sum_{n=0}^{\infty}(n-1) P_{n, 0}+\xi \sum_{n=0}^{\infty} n P_{n, 1}=\alpha\left(E\left[L_{0}\right]-\left(P_{0}(1)-P_{00}\right)\right)+\xi E\left[L_{1}\right] .
$$

## 6 Stochastic decomposition of the model

The stochastic decomposition structures for the mean queue length and mean waiting times at stationary state are expressed in the following Theorems.

Theorem 1 If $\lambda<\mu_{\mathrm{b}}$, the stationary queue length $L$ can be decomposed into the sum of two independent random variables as $\mathrm{L}=\mathrm{L}_{0}+\mathrm{L}_{\mathrm{d}}$, where $\mathrm{L}_{0}$ is the stationary queue length of a classical $\mathrm{M} / \mathrm{M} / 1$ queue without vacations and $\mathrm{L}_{\mathrm{d}}$ is the additional queue length due to the effect of working vacation or vacation with its pgf as

$$
\begin{align*}
\mathrm{L}_{\mathrm{d}}(z) & =\left(\frac{1}{1-\rho}\right)\left\{\left[1-\rho z-\frac{\left(\phi z+\mu_{v}(1-q)\right)}{\mu_{\mathrm{b}}(1-z)}\right] \mathrm{P}_{0}(z)+z\left[\frac{\phi+\mu_{v}(1-q)}{\mu_{\mathrm{b}}(1-z)}\right] P_{0}(1)\right.  \tag{40}\\
& \left.+\left[1-\rho z-\frac{\theta z}{\mu_{\mathrm{b}}(1-z)}\right] \mathrm{P}_{1}(z)+\frac{\theta z}{\mu_{\mathrm{b}}(1-z)} P_{1}(1)+\frac{\mu_{v}(1-q)}{\mu_{\mathrm{b}}} P_{00}\right\} .
\end{align*}
$$

Proof. Consider

$$
\begin{aligned}
\mathrm{L}(z)= & \mathrm{P}_{0}(z)+\mathrm{P}_{1}(z)+\mathrm{P}_{2}(z) \\
= & {\left[1+\frac{\phi z+\mu_{v}(1-\mathrm{q})}{(1-z)\left(\lambda z-\mu_{\mathrm{b}}\right)}\right] \mathrm{P}_{0}(z)+\left[1+\frac{\theta z}{(1-z)\left(\lambda z-\mu_{\mathrm{b}}\right)}\right] \mathrm{P}_{1}(z) } \\
& -z\left[\frac{\phi+\mu_{v}(1-\mathrm{q})}{(1-z)\left(\lambda z-\mu_{\mathrm{b}}\right)}\right] \mathrm{P}_{0}(1)-\left[\frac{\theta z}{(1-z)\left(\lambda z-\mu_{\mathrm{b}}\right)}\right] \mathrm{P}_{1}(1)-\frac{\mu_{v}(1-\mathrm{q})}{\lambda z-\mu_{\mathrm{b}}} \mathrm{P}_{00} \\
= & \left(\frac{\mu_{\mathrm{b}}-\lambda}{\mu_{\mathrm{b}}-\lambda z}\right)\left\{\left[\frac{\mu_{\mathrm{b}}-\lambda z}{\mu_{\mathrm{b}}-\lambda}-\frac{\left(\phi z+\mu_{v}(1-\mathrm{q})\right)}{\left(\mu_{\mathrm{b}}-\lambda\right)(1-z)}\right] \mathrm{P}_{0}(z)\right. \\
& +z\left[\frac{\phi+\mu_{v}(1-\mathrm{q})}{(1-z)\left(\mu_{\mathrm{b}}-\lambda\right)}\right] \mathrm{P}_{0}(1)+\left[\frac{\mu_{\mathrm{b}}-\lambda z}{\mu_{\mathrm{b}}-\lambda}-\frac{\theta z}{\left(\mu_{\mathrm{b}}-\lambda\right)(1-z)}\right] \mathrm{P}_{1}(z) \\
& \left.+\left[\frac{\theta z}{(1-z)\left(\mu_{\mathrm{b}}-\lambda\right)}\right] P_{1}(1)+\frac{\mu_{v}(1-\mathrm{q})}{\mu_{\mathrm{b}}-\lambda} \mathrm{P}_{00}\right\}=\frac{(1-\rho)}{1-\rho z} \times L_{d}(z)
\end{aligned}
$$

where $L_{d}(z)$ can be expressed in series expansion as

$$
\begin{aligned}
L_{d}(z)= & \left(\frac{1}{1-\rho}\right)\left\{\left[1-\rho z-\frac{\left(\phi z+\mu_{v}(1-q)\right)}{\mu_{b}(1-z)}\right] P_{0}(z)+z\left[\frac{\phi+\mu_{v}(1-q)}{\mu_{b}(1-z)}\right] P_{0}(1)\right. \\
& \left.+\left[1-\rho z-\frac{\theta z}{\mu_{b}(1-z)}\right] P_{1}(z)+\frac{\theta z}{\mu_{b}(1-z)} P_{1}(1)+\frac{\mu_{v}(1-q)}{\mu_{b}} P_{00}\right\} \\
= & \frac{1}{1-\rho}\left\{\sum_{n=0}^{\infty} P_{n, 0} z^{n}-\rho \sum_{n=0}^{\infty} P_{n, 0} z^{n+1}+\frac{\phi}{\mu_{b}} \sum_{n=1}^{\infty} \sum_{k=0}^{\infty} P_{n+k, 0} z^{n}\right. \\
& +\frac{\mu_{v}(1-q)}{\mu_{b}} \sum_{n=1}^{\infty} \sum_{k=0}^{\infty} P_{n+k+1,0} z^{n}+\sum_{n=0}^{\infty} P_{n, 1} z^{n}-\rho \sum_{n=0}^{\infty} P_{n, 1} z^{n+1} \\
& \left.+\frac{\phi}{\mu_{b}} \sum_{n=1}^{\infty} \sum_{k=0}^{\infty} P_{n+k, 1} z^{n}\right\}=\sum_{n=0}^{\infty} t_{n} z^{n}
\end{aligned}
$$

such that $t_{0}=\frac{1}{1-\rho}\left(P_{00}+P_{01}\right)$, and

$$
\begin{array}{r}
t_{n}=\frac{1}{1-\rho}\left\{P_{n, 0}-\rho P_{n-1,0}+\frac{\phi}{\mu_{b}} \sum_{k=0}^{\infty} P_{n+k, 0}+\frac{\mu_{v}(1-q)}{\mu_{b}} \sum_{k=0}^{\infty} P_{n+k+1,0}\right. \\
\left.+P_{n, 1}-\rho P_{n-1,1}+\frac{\phi}{\mu_{b}} \sum_{k=0}^{\infty} P_{n+k, 1}\right\}, \quad n \geq 1
\end{array}
$$

Now, we show that $\sum_{n=0}^{\infty} t_{n}=1$ for $t_{n} \in[0,1]$.

$$
\begin{aligned}
\sum_{n=0}^{\infty} t_{n}= & \frac{1}{1-\rho}\left\{(1-\rho) \sum_{n=0}^{\infty} P_{n, 0}+\frac{\phi}{\mu_{b}} \sum_{n=1}^{\infty} n P_{n, 0}+\frac{(1-q) \mu_{v}}{\mu_{b}} \sum_{n=1}^{\infty}(n-1) P_{n, 0}\right. \\
& \left.+(1-\rho) \sum_{n=0}^{\infty} P_{n, 1}+\frac{\theta}{\mu_{b}} \sum_{n=1}^{\infty} n P_{n, 1}\right\} \\
= & \frac{1}{1-\rho}\left\{(1-\rho) \sum_{n=1}^{\infty} P_{n, 0}+\left(\frac{\phi+\mu_{v}(1-q)}{\mu_{b}}\right) \sum_{n=1}^{\infty} n P_{n, 0}\right. \\
& \left.-\frac{\mu_{v}(1-q)}{\mu_{b}} \sum_{n=1}^{\infty}(n-1) P_{n, 0}+(1-\rho) \sum_{n=0}^{\infty} P_{n, 1}+\frac{\theta}{\mu_{b}} \sum_{n=1}^{\infty} n P_{n, 1}\right\} .
\end{aligned}
$$

Applying equation (31), we get

$$
\begin{aligned}
& \sum_{n=0}^{\infty} t_{n}=\frac{1}{1-\rho}\left\{(1-\rho) \sum_{n=1}^{\infty} P_{n, 0}-\frac{\mu_{v}(1-q)}{\mu_{b}} \sum_{n=1}^{\infty} P_{n, 0}+(1-\rho) \sum_{n=0}^{\infty} P_{n, 1}+\frac{\theta}{\mu_{b}} \sum_{n=1}^{\infty} n P_{n, 1}\right. \\
& \left.+\left(\frac{\phi+\mu_{v}(1-q)}{\mu_{b}}\right)\left[\frac{\left(\mu_{b}-\lambda\right) P_{2}(1)+\mu_{v}(1-q)\left(P_{0}(1)-P_{00}\right)-\theta P_{1}^{\prime}(1)}{\phi+\mu_{v}(1-q)}\right]\right\}+ \\
& =\sum_{n=0}^{\infty} P_{n, 0}+1-P_{0}(1)-P_{1}(1)-\frac{(1-q) \mu_{v}}{\mu_{b}(1-\rho)} P_{00}+\frac{(1-q) \mu_{v}}{\mu_{b}(1-\rho)} P_{00}+\sum_{n=0}^{\infty} P_{n, 1}=1 .
\end{aligned}
$$

Hence, $\mathrm{L}_{\mathrm{d}}(z)$ is a PGF of the additional queue length due to the Bernoulli schedule vacation interruption.

Theorem 2 If $\lambda<\mu_{\mathrm{b}}$, the stationary waiting time can be decomposed into the sum of two independent random variables as $W=W_{0}+W_{d}$, where $W_{0}$ is the waiting time of a customer corresponding to classical $M / M / 1$ queue which has an exponential distribution with the parameter $\mu_{\mathrm{b}}(1-\rho)$ and $\mathrm{W}_{\mathrm{d}}$ is the additional delay due to due to the effect of working vacation or vacation with its Laplace-Stieltjes transform (LST).

$$
\begin{aligned}
W_{d}^{*}(s)= & \frac{1}{\left(\mu_{\mathrm{b}}-\lambda\right) s}\left\{\left[\left(\mu_{\mathrm{b}}-\lambda+s\right) s-\phi(\lambda-s)-\lambda(1-q) \mu_{v}\right] P_{0}\left(1-\frac{s}{\lambda}\right)\right. \\
& +\left[\left(\mu_{\mathrm{b}}-\lambda+s\right) s-\theta(\lambda-s)\right] P_{1}\left(1-\frac{s}{\lambda}\right) \\
& \left.+(\lambda-s)\left(\phi+\mu_{v}(1-q)\right) P_{0}(1)+(\lambda-s) \theta P_{1}(1)+(1-q) \mu_{v} s P_{00}\right\} .
\end{aligned}
$$

Proof. The relationship between the probability generating function L and LST of waiting time [12] is given by

$$
\mathrm{L}(z)=\mathrm{W}^{*}(\lambda(1-z)) .
$$

Assume that $s=\lambda(1-z)$, so $z=1-\frac{s}{\lambda}$ and $1-z=\frac{s}{\lambda}$. Applying the relations in equation (40), we obtain the desired result.

## 7 Cost model

Practically, queueing managers are interested in minimizing operating cost of unit time. In this part of paper, we first formulate a steady-state expected cost function per unit time, where the service rate ( $\mu_{\mathrm{b}}$ ) is the decision variable. Our main goal is to determine the optimum value of $\mu_{\mathrm{b}}$ in order to minimize the expected cost function. To this end, we have to define the following cost elements:

- $C_{1}$ : Cost per unit time when the server is on working during regular busy period.
- $C_{2}$ : Cost per unit time when the server is on vacation period.
- $C_{3}$ : Cost per unit time when the server is on busy period.
- $\mathrm{C}_{4}$ : Cost per service per unit time during regular busy period.
- $\mathrm{C}_{5}$ : Cost per service per unit time during working vacation period.
- $\mathrm{C}_{6}$ : Cost per unit time when a customer reneges.
- $\mathrm{C}_{7}$ : Holding cost per customer per unit time.

Let $\mathcal{T}_{\mathrm{c}}$ be the total expected cost per unit time of the system:

$$
\mathcal{T}_{c}=\mathrm{C}_{1} \mathrm{P}_{0}(1)+\mathrm{C}_{2} \mathrm{P}_{1}(1)+\mathrm{C}_{3} \mathrm{P}_{2}(1)+\mu_{\mathrm{b}} \mathrm{C}_{4}+\mu_{v} \mathrm{C}_{5}+\mathrm{C}_{6} \mathrm{R}_{\text {ren }}+\mathrm{C}_{7} \mathrm{E}[\mathrm{~L}] .
$$

### 7.1 The optimization study

In this subsection we focus on the optimization of the service rate $\left(\mu_{b}\right)$ in different cases in order to minimize the cost function $\mathcal{T}_{c}$. We solve the stated optimization problem using QFSM method.

Given a 3-point pattern, we can fit a quadratic function through corresponding functional values that has a unique minimum, $x^{q}$, for the given objective function $\mathcal{T}_{c}(x)$. Quadratic fit uses this approximation to improve the current 3 -point pattern by replacing one of its points with optimum $x^{q}$. The unique optimum $x^{q}$ of the quadratic function agreeing with $\mathcal{T}_{c}(x)$ at 3 -point operation ( $x^{l}, x^{m}, x^{u}$ ) is given by
$x^{\mathrm{q}} \cong \frac{1}{2}\left[\frac{\mathcal{T}_{c}\left(x^{l}\right)\left(\left(x^{m}\right)^{2}-\left(x^{u}\right)^{2}\right)+\mathcal{T}_{c}\left(x^{m}\right)\left(\left(x^{u}\right)^{2}-\left(x^{l}\right)^{2}\right)+\mathcal{T}_{c}\left(x^{\mathfrak{u}}\right)\left(\left(x^{l}\right)^{2}-\left(x^{m}\right)^{2}\right)}{\mathcal{T}_{c}\left(x^{l}\right)\left(x^{m}-x^{u}\right)+\mathcal{T}_{c}\left(x^{m}\right)\left(x^{u}-x^{l}\right)+\mathcal{T}_{c}\left(x^{u}\right)\left(x^{l}-x^{m}\right)}\right]$.
The optimization problem can be illustrated mathematically as:

Minimize: $\mathcal{T}_{c}\left(\mu_{b}\right)=\mathrm{C}_{1} \mathrm{P}_{0}(1)+\mathrm{C}_{2} \mathrm{P}_{1}(1)+\mathrm{C}_{3} \mathrm{P}_{2}(1)+\mu_{\mathrm{b}} \mathrm{C}_{4}+\mu_{\nu} \mathrm{C}_{5}+\mathrm{C}_{6} \mathrm{R}_{\text {ren }}+\mathrm{C}_{7} \mathrm{E}[\mathrm{L}]$.
Suppose that all system parameters have fixed values, and the only controlled parameter is the service rate ( $\mu_{\mathrm{b}}$ ).

## 8 Numerical results

In this section, we provide numerical experiments to illustrate how different system parameters affect some system characteristics.

The system parameters chosen are presented in Tables and Figures given in the following items:

- Table 1 and Figure $2: \lambda=2.4, \mu_{v}=3.0, p=0.3, q=0.8, \theta=1.8, \phi=$ $0.8, \alpha=0.1$, and $\xi=1.9$.
- Table $2: \mu_{v}=2.6, p=0.4, \theta=1.4, \phi=0.8, \alpha=0.1$, and $\xi=1.2$.
- Table $3: \lambda=3.2, \mathrm{q}=0.6, \theta=1.1, \phi=0.7, \alpha=0.3$, and $\xi=1.7$.
- Table $4: \lambda=3.0, q=0.7, \theta=0.8, \phi=0.2, \mu_{v}=2.4$, and $p=0.4$.
- Table $5: \lambda=2.8, \mathrm{q}=0.8, \alpha=0.2, \xi=1.5, \mu_{v}=2.2$, and $\mathrm{p}=0.4$.
- Figure 3: $\mu_{\mathrm{b}}=4.5, \mu_{v}=2.6, \alpha=0.1, \xi=1.2, \phi=0.8, p=0.4$, and $\theta=1.4$.
- Figure $4: \lambda=3.4, \mu_{v}=2.6, \alpha=0.1, \xi=1.2, \phi=0.8$, and $\theta=1.4$.
- Figure $5: \mu_{\mathrm{b}}=4.7, \mathrm{q}=0.9, \alpha=0.2, \xi=1.2, \phi=0.3, \theta=0.7$, and $\mathrm{p}=0.4$.
- Figures $6-8: \lambda=3.0, \mu_{\mathrm{b}}=4.5, \mu_{v}=2.6, \mathrm{q}=0.7, \xi=1.2, \theta=1.4$, and $p=0.4$.
- Figures $7-9: \lambda=3.0, \mu_{\mathrm{b}}=4.5, \mu_{v}=2.6, \mathrm{q}=0.7, \alpha=0.4, \phi=0.6$, and $p=0.5$.

Table 1: Search for the optimum service rate $\mu_{\mathrm{b}}^{*}$ during regular busy period.

| $\mu^{l}$ | $\mu^{m}$ | $\mu^{\mathfrak{u}}$ | $\mathcal{T}_{\mathfrak{c}}\left(\mu^{\mathrm{l}}\right)$ | $\mathcal{T}_{\mathfrak{c}}\left(\mu^{\mathrm{m}}\right)$ | $\mathcal{T}_{\mathfrak{c}}\left(\mu^{\mathrm{u}}\right)$ | $\mu^{\mathrm{q}}$ | $\mathcal{T}_{\mathfrak{c}}\left(\mu^{\mathrm{q}}\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 5.100000 | 5.400000 | 5.700000 | 410.484439 | 394.420852 | 391.963589 | 5.604179 | 391.910733 |
| 5.400000 | 5.604179 | 5.700000 | 394.420852 | 391.910733 | 391.963589 | 5.645648 | 391.857148 |
| 5.604179 | 5.645648 | 5.700000 | 391.910733 | 391.857148 | 391.963589 | 5.643959 | 391.856942 |
| 5.604179 | 5.643959 | 5.645648 | 391.910733 | 391.856942 | 391.857148 | 5.643089 | 391.856912 |
| 5.604179 | 5.643089 | 5.643959 | 391.910733 | 391.856912 | 391.856942 | 5.643048 | 391.856912 |
| 5.604179 | 5.643048 | 5.643089 | 391.910733 | 391.856912 | 391.856912 | 5.643033 | 391.856912 |
| 5.604179 | 5.643033 | 5.643048 | 391.910733 | 391.856912 | 391.856912 | 5.643032 | 391.856912 |
| 5.604179 | 5.643032 | 5.643033 | 391.910733 | 391.856912 | 391.856912 | 5.643031 | 391.856912 |



Figure 2: Effect of $\mu_{\mathrm{b}}$ on $\mathcal{T}_{\mathrm{c}}$.

Table 2: Optimal values of $\mu_{\mathrm{b}}^{*}$ and $\mathcal{T}_{\mathrm{c}}\left(\mu_{\mathrm{b}}^{*}\right)$ for different values of $\lambda$ and $\overline{\mathrm{q}}$.

|  | $\lambda=3.5$ |  |  | $\lambda=4.5$ |  | $\lambda=5.5$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
|  | $\mu_{\mathrm{b}}^{*}$ | $\mathcal{T}_{\mathrm{c}}\left(\mu_{\mathrm{b}}^{*}\right)$ | $\mu_{\mathrm{b}}^{*}$ | $\mathcal{T}_{\mathrm{c}}\left(\mu_{\mathrm{b}}^{*}\right)$ | $\mu_{\mathrm{b}}^{*}$ | $\mathcal{T}_{\mathrm{c}}\left(\mu_{\mathrm{b}}^{*}\right)$ |  |
| $\overline{\mathrm{q}}=0.3$ | 4.862986 | 352.655384 | 6.012295 | 410.465278 | 7.138987 | 466.276595 |  |
| $\overline{\mathrm{q}}=0.6$ | 4.589849 | 333.020545 | 5.717871 | 387.784157 | 6.829078 | 440.910714 |  |
| $\overline{\mathrm{q}}=0.9$ | 4.449532 | 323.932229 | 5.563229 | 377.161323 | 6.663980 | 429.046786 |  |

Table 3: Optimal values of $\mu_{\mathrm{b}}^{*}$ and $\mathcal{T}_{\mathrm{c}}\left(\mu_{\mathrm{b}}^{*}\right)$ for different values of $\mu_{\nu}$ and $p$.

|  | $\mu_{\nu}=2.2$ |  | $\mu_{\nu}=2.5$ |  | $\mu_{\nu}=2.8$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $\mu_{\mathrm{b}}^{*}$ | $\mathcal{T}_{\mathrm{c}}\left(\mu_{\mathrm{b}}^{*}\right)$ | $\mu_{\mathrm{b}}^{*}$ | $\mathcal{T}_{\mathrm{c}}\left(\mu_{\mathrm{b}}^{*}\right)$ | $\mu_{\mathrm{b}}^{*}$ | $\mathcal{T}_{\mathrm{c}}\left(\mu_{\mathrm{b}}^{*}\right)$ |
| $\mathrm{p}=0.3$ | 3.607634 | 279.308457 | 3.600697 | 286.217326 | 3.593235 | 293.371886 |
| $\mathrm{p}=0.6$ | 3.313594 | 257.348468 | 3.310018 | 265.481915 | 3.306657 | 273.738369 |
| $\mathrm{p}=0.9$ | 3.134604 | 243.821124 | 3.133657 | 252.623948 | 3.132829 | 261.457645 |

Table 4: Optimal values of $\mu_{\mathrm{b}}^{*}$ and $\mathcal{T}_{\mathcal{c}}\left(\mu_{\mathrm{b}}^{*}\right)$ for different values of $\alpha$ and $\xi$.

|  | $\alpha=0.1$ |  | $\alpha=0.4$ |  | $\alpha=0.7$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $\mu_{\mathrm{b}}^{*}$ | $\mathcal{T}_{\mathrm{c}}\left(\mu_{\mathrm{b}}^{*}\right)$ | $\mu_{\mathrm{b}}^{*}$ | $\mathcal{T}_{\mathrm{c}}\left(\mu_{\mathrm{b}}^{*}\right)$ | $\mu_{\mathrm{b}}^{*}$ | $\mathcal{T}_{\mathrm{c}}\left(\mu_{\mathrm{b}}^{*}\right)$ |
| $\xi=0.5$ | 4.101791 | 324.408533 | 4.026891 | 319.266445 | 3.961865 | 315.540988 |
| $\xi=1.0$ | 4.126021 | 322.687741 | 4.045522 | 317.026212 | 3.975738 | 312.850216 |
| $\xi=1.5$ | 4.139667 | 322.657325 | 4.056594 | 316.842638 | 3.984583 | 312.525274 |

Table 5: Optimal values of $\mu_{\mathrm{b}}^{*}$ and $\mathcal{T}_{\mathrm{c}}\left(\mu_{\mathrm{b}}^{*}\right)$ for different values of $\theta$ and $\phi$.

|  | $\theta=0.8$ |  | $\theta=1.4$ |  | $\theta=2.0$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $\mu_{\mathrm{b}}^{*}$ | $\mathcal{T}_{\mathcal{c}}\left(\mu_{\mathrm{b}}^{*}\right)$ | $\mu_{\mathrm{b}}^{*}$ | $\mathcal{T}_{\mathrm{c}}\left(\mu_{\mathrm{b}}^{*}\right)$ | $\mu_{\mathrm{b}}^{*}$ | $\mathcal{T}_{\mathrm{c}}\left(\mu_{\mathrm{b}}^{*}\right)$ |
| $\phi=0.4$ | 4.026534 | 307.781311 | 4.023896 | 302.709691 | 4.020944 | 300.922353 |
| $\phi=0.8$ | 4.114485 | 312.824843 | 4.078663 | 302.785848 | 4.071751 | 298.539176 |
| $\phi=1.2$ | 4.228526 | 319.734187 | 4.143652 | 305.561523 | 4.112019 | 299.095820 |



Figure 3: Effect of $\lambda$ and $\bar{q}$ on $E[L]$.


Figure 4: Effect of $\mu_{\mathrm{b}}$ and $\bar{q}$ on $E\left[L_{2}\right]$.


Figure 5: Effect of $\mu_{\nu}$ and $\lambda$ on $P_{0}(1), P_{1}(1)$ and $P_{2}(1)$.


Figure 6: Effect of $\phi$ and $\alpha$ on $E\left[L_{0}\right]$.


Figure 7: Effect of $\theta$ and $\xi$ on $E\left[L_{1}\right]$.


Figure 8: Effect of $\alpha$ and $\phi$ on $R_{a}$.


Figure 9: Effect of $\xi$ and $\theta$ on $R_{a}$.

### 8.1 Discussion

- From Table 1 and Figure 2, we easily observe that the curve is convex. This proves that there exists some value of the service rate $\mu_{\mathrm{b}}$ that minimizes the total expected cost function for the chosen set of model parameters. By adopting QFSM and choosing the initial 3 -point pattern as $\left(\mu^{l}, \mu^{m}, \mu^{u}\right)=$ ( $5.10,5.40,5.70$ ), and after finite iterations, we see that the minimum expected operating cost per unit time converges to the solution $\mathcal{T}_{\mathcal{c}}=391.856912$ at $\mu_{\mathrm{b}}^{*}=5.643031$.
- From Tables $2-5$, we have:
- As intuitively expected, the optimum cost function $\mathcal{T}_{\mathrm{c}}\left(\mu_{\mathrm{b}}^{*}\right)$ increases with $(\lambda),\left(\mu_{\nu}\right)$, and $(\phi)$ and decreases with $(\bar{q}),(p),(\xi),(\alpha)$, and $(\theta)$. With the increasing of the arrival rate, the mean system size increases significantly. This increases significantly the optimum cost function $\mathcal{T}_{\mathbf{c}}\left(\mu_{\mathrm{b}}^{*}\right)$. Obviously, the increasing of the vacation rate increases the probability of the regular busy period which in turns decreases the mean system size. This results in the decreasing of the minimum expected cost. Further, the impatience rates either
during vacation or working vacation periods lead to the decreasing of the mean number of customers in the systems which implies a decreasing in the optimal expected cost. Then, when the probability with which the server resumes its service during working vacation period to the regular service increases the customers are served faster. Consequently, $\mathcal{T}_{\mathcal{c}}\left(\mu_{\mathrm{b}}^{*}\right)$ decreases. The same when the probability that the server switches to the vacation period at which the customers may get impatient and leave the system. This yields to the decreasing of the mean number of customers in the system and consequently the total expected cost decreases accordingly. In addition, the decreasing of the optimum cost function $\mathcal{T}_{\mathrm{c}}\left(\mu_{\mathrm{b}}^{*}\right)$ with $(\phi)$ can be due to the choice of the system parameters.
- The average rate of abandonment $\left(R_{a}\right)$ increases with $(\xi)$ and $(\alpha)$ and decreases with $(\theta)$ and $(\phi)$. This is quite reasonable; the higher the impatience rate (resp. vacation and working vacation rate), the greater (resp. the lower) the average rate of reneging $\left(R_{a}\right)$ and the smaller the mean number of customers in the system $\left(E\left(L_{0}\right)\right)$ and $\left(E\left(L_{1}\right)\right)$.
- With the increasing of $\left(\mu_{\mathrm{b}}\right)$ and $(\overline{\mathrm{q}})$, the mean number of customers in the system decreases. Obviously, the smaller (resp. greater) the mean service rate during regular busy period (resp. the probability that the server switches to the regular busy period), the higher the mean number of customers served and the smaller the mean system size during this period $\left(E\left(L_{2}\right)\right)$.
- As it should be, the service rate $\left(\mu_{\nu}\right)$ decreases the probability that the server is in regular period $\left(P_{2}(1)\right)$ and increases the probabilities that the server is on vacation and working vacation periods $\left(P_{1}(1)\right)$ and $\left(P_{0}(1)\right)$ respectively. Further, obviously, the increasing of the arrival rate $(\lambda)$ increases $\left(P_{0}(1)\right)$, $\left(P_{1}(1)\right)$, and $\left(P_{2}(1)\right)$.


## 9 Conclusion

The steady-state solution of an infinite-space single-server Markovian queueing system with working vacation (WV), Bernoulli schedule vacation interruption, and impatient customers has been presented. The proposed queueing system can be applied in diverse real life situations of day-to-day as well as industrial congestion problems including call centers, telecommunication networks, manufacturing system, and so on. The analytical results using probability generating function (PGF) technique are obtained. The performance indices derived may be helpful to the decision makers for improving the availability of the server.
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#### Abstract

The goal of this paper is to generalize and refine some previous inequalities between the $L^{P}$ - norms of the sth derivative and of the polynomial itself, in the case when the zeros are outside of the open unit disk.


## 1 Introduction

Let $\mathbb{P}_{n}$ be the class of polynomials $P(z):=\sum_{v=0}^{n} a_{\nu} z^{\nu}$ of degree $n$ and $P^{(s)}(z)$ is its $s^{\text {th }}$ derivative. For $\mathrm{P} \in \mathbb{P}_{\mathrm{n}}$, we have

$$
\begin{equation*}
\max _{|z|=1}\left|\mathrm{P}^{\prime}(z)\right| \leq n \max _{|z|=1}|\mathrm{P}(z)| \tag{1}
\end{equation*}
$$

and for every $r \geq 1$,

$$
\begin{equation*}
\left\{\int_{0}^{2 \pi}\left|P^{\prime}\left(e^{i \theta}\right)\right|^{r} d \theta\right\}^{\frac{1}{r}} \leq n\left\{\int_{0}^{2 \pi}\left|P\left(e^{i \theta}\right)\right|^{r} d \theta\right\}^{\frac{1}{r}} \tag{2}
\end{equation*}
$$

The inequality (1) is a classical result of Bernstein [10], where as the inequality (2) is due to Zygmund [14] who proved it for all trigonometric polynomials of
degree n and not only for those of the form $\mathrm{P}\left(\mathrm{e}^{\mathrm{i} \mathrm{\theta} \theta}\right)$. Arestov [1] proved that (2) remains true for $0<r<1$ as well. If we let $r \rightarrow \infty$ in (2) we get (1).

The above two inequalities (1) and (2) can be sharpened if we restrict ourselves to the class of polynomials having no zeros in $|z|<1$. In fact, if $\mathrm{P} \in \mathbb{P}_{n}$ and $\mathrm{P}(z) \neq 0$ in $|z|<1$, then (1) and (2) can be respectively replaced by

$$
\begin{equation*}
\max _{|z|=1}\left|\mathrm{P}^{\prime}(z)\right| \leq \frac{n}{2} \max _{|z|=1}|\mathrm{P}(z)| \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\{\int_{0}^{2 \pi}\left|P^{\prime}\left(e^{i \theta}\right)\right|^{r} d \theta\right\}^{\frac{1}{r}} \leq n C_{r}\left\{\int_{0}^{2 \pi}\left|P\left(e^{i \theta}\right)\right|^{r} d \theta\right\}^{\frac{1}{r}} \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{r}=\left\{\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|1+e^{i \gamma}\right|^{r} d \gamma\right\}^{\frac{-1}{r}} \tag{5}
\end{equation*}
$$

The inequality (3) was conjectured by Erdös and later verified by Lax [9], where as (4) was proved by De-Bruijn [6] for $r \geq 1$. Further, Rahman and Schmeisser [12] have shown that (4) holds for $0<r<1$ as well. If we let $r \rightarrow \infty$ in inequality (4), we get (3).

In the literature, there already exists various refinements and generalisations of (3) and (4), for example see Aziz [2], Aziz and Dawood [3], Mir and Baba [11], Zireh [13] etc.

## 2 Main results

In this paper, we shall use a parameter $\beta$ and obtain certain generalisations and refinements of inequalities (3) and (4).

Theorem 1 If $\mathrm{P} \in \mathbb{P}_{\mathrm{n}}$ and $\mathrm{P}(z) \neq 0$ in $|z|<1$, then for every $\beta \in \mathbb{C}$ with $|\beta| \leq 1,1 \leq s \leq n$ and $\gamma \geq 1$,

$$
\begin{align*}
& \left\{\int_{0}^{2 \pi}\left|e^{i s \theta} P^{(s)}\left(e^{i \theta}\right)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} P\left(e^{i \theta}\right)\right|^{\gamma} d \theta\right\}^{\frac{1}{\gamma}} \\
& \quad \leq n(n-1) \ldots(n-s+1) E_{\gamma}\left(1+\frac{|\beta|}{2^{s-1}}\right)\left\{\int_{0}^{2 \pi}\left|P\left(e^{i \theta}\right)\right|^{\gamma} d \theta\right\}^{\frac{1}{\gamma}}, \tag{6}
\end{align*}
$$

where

$$
\begin{equation*}
\mathrm{E}_{\gamma}=\left\{\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|1+e^{\mathrm{i} \alpha}\right|^{\gamma} \mathrm{d} \alpha\right\}^{\frac{-1}{\gamma}} \tag{7}
\end{equation*}
$$

Instead of proving Theorem 1, we prove the following more general result which includes not only Theorem 1 as a special case, but also leads to several interesting generalisations and refinements of (3) and (4).

Theorem 2 If $\mathrm{P} \in \mathbb{P}_{\mathrm{n}}$ and $\mathrm{P}(z) \neq 0$ in $|z|<1$, then for every $\beta, \delta \in \mathbb{C}$ with $|\beta| \leq 1,|\delta| \leq 1,1 \leq s \leq n$ and $\gamma \geq 1$,

$$
\begin{align*}
& \left\{\int_{0}^{2 \pi} \left\lvert\, e^{i s \theta} P^{(s)}\left(e^{i \theta}\right)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} P\left(e^{i \theta}\right)\right.\right. \\
& \left.\quad+\frac{\delta m n(n-1) \ldots(n-s+1)}{2}\left(\left|1+\frac{\beta}{2^{s}}\right|-\left|\frac{\beta}{2^{s}}\right|\right)^{\gamma} d \theta\right\}^{\frac{1}{\gamma}}  \tag{8}\\
& \leq n(n-1) \ldots(n-s+1) E_{\gamma}\left(1+\frac{|\beta|}{2^{s-1}}\right)\left\{\int_{0}^{2 \pi}\left|P\left(e^{i \theta}\right)\right|^{\gamma} d \theta\right\}^{\frac{1}{\gamma}}
\end{align*}
$$

where $\mathrm{m}=\min _{|z|=1}|\mathrm{P}(z)|$ and $\mathrm{E}_{\gamma}$ is defined by (7).

Now we present and discuss some consequences of these results. First, we point out that inequalities involving polynomials in the Chebyshev norm on the unit circle in the complex plane are a special case of the polynomial inequalities involving the integral norm. For example if we let $\gamma \rightarrow \infty$ in (6), noting that $\mathrm{E}_{\gamma} \rightarrow \frac{1}{2}$ we get the following result.

Corollary 1 If $\mathrm{P} \in \mathbb{P}_{\mathrm{n}}$ and $\mathrm{P}(z) \neq 0$ in $|z|<1$, then for every $\beta \in \mathbb{C}$ with $|\beta| \leq 1$ and $1 \leq \mathrm{s} \leq \mathrm{n}$,

$$
\begin{align*}
& \max _{|z|=1}\left|z^{s} P^{(s)}(z)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} P(z)\right| \\
& \leq \frac{n(n-1) \ldots(n-s+1)}{2}\left(1+\frac{|\beta|}{2^{s-1}}\right) \max _{|z|=1}|P(z)| . \tag{9}
\end{align*}
$$

If we take $s=1$ in (9), we get the following generalization of (3).

Corollary 2 If $\mathrm{P} \in \mathbb{P}_{\mathrm{n}}$ and $\mathrm{P}(z) \neq 0$ in $|z|<1$, then for every $\beta \in \mathbb{C}$ with $|\beta| \leq 1$,

$$
\begin{equation*}
\max _{|z|=1}\left|z P^{\prime}(z)+\frac{\beta n}{2} P(z)\right| \leq \frac{n}{2}(1+|\beta|) \max _{|z|=1}|P(z)| . \tag{10}
\end{equation*}
$$

Remark 1 For $\beta=0$, (10) reduces to (3). It should be noted that inequality (10) can also be obtained by simply applying the triangle inequality to the left hand side of it and estimating the first of the resulting terms directly by inequality (3).

Next, we show that Theorem 2 implies other inequalities in the Chebyshev norm on the unit circle of a polynomial. If we let $\gamma \rightarrow \infty$ in (8) and choose the argument of $\delta$ suitably with $|\delta|=1$, we get the following result.

Corollary 3 If $\mathrm{P} \in \mathbb{P}_{\mathrm{n}}$ and $\mathrm{P}(z) \neq 0$ in $|z|<1$, then for every $\beta \in \mathbb{C}$ with $|\beta| \leq 1$ and $1 \leq s \leq n$,

$$
\begin{gather*}
\max _{|z|=1}\left|z^{s} P^{(s)}(z)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} P(z)\right| \\
\leq \frac{n(n-1) \ldots(n-s+1)}{2}\left\{\left(1+\frac{|\beta|}{2^{s-1}}\right) \max _{|z|=1}|P(z)|\right.  \tag{11}\\
\left.-\left(\left|1+\frac{\beta}{2^{s}}\right|-\left|\frac{\beta}{2^{s}}\right|\right) m\right\},
\end{gather*}
$$

where $\mathrm{m}=\min _{|z|=1}|\mathrm{P}(z)|$.
Taking $s=1$ in inequality (11), we get the following refinement of (10).

Corollary 4 If $\mathrm{P} \in \mathbb{P}_{\mathrm{n}}$ and $\mathrm{P}(z) \neq 0$ in $|z|<1$, then for every $\beta \in \mathbb{C}$ with $|\beta| \leq 1$,

$$
\begin{equation*}
\max _{|z|=1}\left|z P^{\prime}(z)+\frac{\beta n}{2} P(z)\right| \leq \frac{n}{2}\left\{(1+|\beta|) \max _{|z|=1}|P(z)|-\left(\left|1+\frac{\beta}{2}\right|-\left|\frac{\beta}{2}\right|\right) m\right\}, \tag{12}
\end{equation*}
$$

where $\mathrm{m}=\min _{|z|=1}|\mathrm{P}(z)|$.
When $\beta=0$, the above inequality (12) recovers a result of Aziz and Dawood [1]. Several other interesting results easily follow from Theorem 2 and here, we mention a few of these. Taking $\beta=0$ in (8), we immediately get the following result.

Corollary 5 c2.5 If $\mathrm{P} \in \mathbb{P}_{\mathrm{n}}$ and $\mathrm{P}(z) \neq 0$ in $|z|<1$, then for every $\delta \in \mathbb{C}$ with $|\delta| \leq 1,1 \leq \mathrm{s} \leq \mathrm{n}$ and $\gamma \geq 1$,

$$
\begin{align*}
& \left\{\int_{0}^{2 \pi}\left|e^{i s \theta} P^{(s)}\left(e^{i \theta}\right)+\frac{\delta m n(n-1) \ldots(n-s+1)}{2}\right|^{\gamma} d \theta\right\}^{\frac{1}{\gamma}}  \tag{13}\\
& \quad \leq n(n-1) \ldots(n-s+1) E_{\gamma}\left\{\int_{0}^{2 \pi}\left|P\left(e^{i \theta}\right)\right|^{\gamma} d \theta\right\}^{\frac{1}{\gamma}}
\end{align*}
$$

where $\mathrm{m}=\min _{|z|=1}|\mathrm{P}(z)|$ and $\mathrm{E}_{\gamma}$ is defined by (7).
For $s=1$ and $\delta=0$, inequality (13) reduces to inequality (4).
Letting $\gamma \rightarrow \infty$ in (13) and choosing the argument of $\delta$ with $\delta=1$, we get the following interesting generalization of a result of Aziz and Dawood [1].

Corollary 6 If $\mathrm{P} \in \mathbb{P}_{\mathrm{n}}$ and $\mathrm{P}(z) \neq 0$ in $|z|<1$, then for $1 \leq s \leq \mathrm{n}$, we have

$$
\begin{equation*}
\max _{|z|=1}\left|\mathrm{P}^{(s)}(z)\right| \leq \frac{\mathfrak{n}(\mathfrak{n}-1) \ldots(\mathrm{n}-s+1)}{2}\left(\max _{|z|=1}|\mathrm{P}(z)|-\min _{|z|=1}|\mathrm{P}(z)|\right) . \tag{14}
\end{equation*}
$$

For the proof of Theorem 2, we need the following lemmas.

## 3 Lemmas

Lemma 1 Let $\mathrm{F} \in \mathbb{P}_{\mathrm{n}}$ and $\mathrm{F}(z)$ has all its zeros in $|z| \leq 1$. If $\mathrm{P}(z)$ is a polynomial of degree n such that

$$
|\mathrm{P}(z)| \leq|\mathrm{F}(z)| \text { for }|z|=1
$$

then for any $\beta \in \mathbb{C}$ with $|\beta| \leq 1$ and $1 \leq s \leq n$,

$$
\begin{aligned}
& \left|z^{s} \mathrm{P}^{(s)}(z)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} \mathrm{P}(z)\right| \\
& \leq\left|z^{s} \mathrm{~F}^{(s)}(z)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} \mathrm{~F}(z)\right| \text { for }|z| \geq 1
\end{aligned}
$$

The above lemma is due to Hans and Lal [8].
By applying Lemma 1 to polynomials $\mathrm{P}(z)$ and $z^{\mathfrak{n}} \min _{|z|=1}|\mathrm{P}(z)|$, we get the following result.

Lemma 2 If $\mathrm{P} \in \mathbb{P}_{\mathrm{n}}$ and $\mathrm{P}(z)$ has all its zeros in $|z| \leq 1$, then for every $\beta \in \mathbb{C}$ with $|\beta| \leq 1,1 \leq \mathrm{s} \leq \mathrm{n}$,

$$
\begin{aligned}
& \left|z^{s} P^{(s)}(z)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} P(z)\right| \\
& \quad \geq n(n-1) \ldots(n-s+1)|z|^{n}\left|1+\frac{\beta}{2^{s}}\right| \min _{|z|=1}|P(z)| \text { for }|z| \geq 1 .
\end{aligned}
$$

Lemma 3 If $\mathrm{P} \in \mathbb{P}_{\mathrm{n}}$ and $\mathrm{P}(z) \neq 0$ in $|z|<1$, then for every $\beta \in \mathbb{C}$ with $|\beta| \leq 1,1 \leq s \leq n$ and $|z|=1$,

$$
\begin{aligned}
& \left|z^{s} P^{(s)}(z)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} P(z)\right| \\
& \quad \leq\left|z^{s} Q^{(s)}(z)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} Q(z)\right| \\
& \quad-n(n-1) \ldots(n-s+1)\left\{\left|1+\frac{\beta}{2^{s}}\right|-\left|\frac{\beta}{2^{s}}\right|\right\} m,
\end{aligned}
$$

where $\mathrm{Q}(z)=z^{\mathrm{P}} \overline{\mathrm{P}\left(\frac{1}{\bar{z}}\right)}$ and $\mathrm{m}=\min _{|z|=1}|\mathrm{P}(z)|$.
Proof of Lemma 3.3. If $\mathrm{P}(z)$ has a zero on $|z|=1$, then $\mathrm{m}=0$ and the result follows by Lemma 1. Henceforth, we suppose that all the zeros of $\mathrm{P}(z)$ lie in $|z|>1$ and so $m>0$, we have $|\lambda m|<|\mathrm{P}(z)|$ on $|z|=1$ for any $\lambda$ with $|\lambda|<1$. It follows by Rouche's theorem that the polynomial $G(z)=P(z)-\lambda m$ has no zeros in $|z|<1$. Therefore, the polynomial $\mathrm{H}(z)=z^{n} \overline{\mathrm{G}\left(\frac{1}{\bar{z}}\right)}=\mathrm{Q}(z)-\mathrm{m} \overline{\bar{\lambda}} z^{n}$ will have all its zeros in $|z| \leq 1$. Also $|\mathrm{G}(z)|=|\mathrm{H}(z)|$ for $|z|=1$. On applying Lemma 1 , we get for every $\beta \in \mathbb{C}$ with $|\beta| \leq 1,1 \leq s \leq n$ and $|z| \geq 1$,

$$
\begin{aligned}
\mid z^{s} G^{(s)}(z)+ & \left.\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} G(z) \right\rvert\, \\
& \leq\left|z^{s} H^{(s)}(z)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} H(z)\right|
\end{aligned}
$$

Equivalently

$$
\begin{aligned}
\mid z^{s} P^{(s)}(z)+ & \left.\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}}(P(z)-\lambda m) \right\rvert\, \\
& \leq \mid\left(z^{s} Q^{(s)}(z)-\bar{\lambda} \operatorname{mn}(n-1) \ldots(n-s+1) z^{n}\right)
\end{aligned}
$$

$$
\left.+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}}\left(Q(z)-\bar{\lambda} m z^{n}\right) \right\rvert\,
$$

This implies that

$$
\begin{align*}
& \left\lvert\,\left(z^{s} P^{(s)}(z)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} P(z)\right)\right. \\
& \left.\quad-\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} \lambda m \right\rvert\, \\
& \quad \leq \left\lvert\,\left(z^{s} Q^{(s)}(z)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} Q(z)\right)\right.  \tag{15}\\
& \left.\quad-\bar{\lambda} \operatorname{mn}(n-1) \ldots(n-s+1) z^{n}\left(1+\frac{\beta}{2^{s}}\right) \right\rvert\,
\end{align*}
$$

Since $\mathrm{Q}(z)$ has all its zeros in $|z| \leq 1$, therefore, by Lemma 3.2 we have for every $\beta \in \mathbb{C}$ with $|\beta| \leq 1$ and $|z| \geq 1$,

$$
\begin{align*}
& \left|z^{s} Q^{(s)}(z)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} Q(z)\right| \\
& \quad \geq n(n-1) \ldots(n-s+1)|z|^{n}\left|1+\frac{\beta}{2^{s}}\right| \min _{|z|=1}|Q(z)|  \tag{16}\\
& \quad=n(n-1) \ldots(n-s+1)|z|^{n}\left|1+\frac{\beta}{2^{s}}\right| m .
\end{align*}
$$

Now choosing a suitable argument of $\lambda$ in the left-hand side of (15), in view of (16), we get for $|z|=1$,

$$
\begin{gathered}
\left|z^{s} P^{(s)}(z)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} P(z)\right|-|\lambda| n(n-1) \ldots(n-s+1)\left|\frac{\beta}{2^{s}}\right| m \\
\leq\left|z^{s} Q^{(s)}(z)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} Q(z)\right| \\
-n(n-1) \ldots(n-s+1)\left|1+\frac{\beta}{2^{s}}\right||\lambda| m .
\end{gathered}
$$

Equivalently

$$
\left|z^{s} \mathrm{P}^{(s)}(z)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} \mathrm{P}(z)\right|
$$

$$
\begin{aligned}
\leq \mid z^{s} Q^{(s)}(z)+ & \left.\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} Q(z) \right\rvert\, \\
& -n(n-1) \ldots(n-s+1)\left(\left|1+\frac{\beta}{2^{s}}\right|-\left|\frac{\beta}{2^{s}}\right|\right)|\lambda| m .
\end{aligned}
$$

Letting $|\lambda| \rightarrow 1$, we get for every $\beta \in \mathbb{C}$ with $|\beta| \leq 1$ and $|z|=1$,

$$
\begin{aligned}
\mid z^{s} P^{(s)}(z)+ & \left.\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} P(z) \right\rvert\, \\
\leq & \mid z^{s} Q^{(s)}(z) \\
& \left.\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} Q(z) \right\rvert\, \\
& \quad-n(n-1) \ldots(n-s+1)\left(\left|1+\frac{\beta}{2^{s}}\right|-\left|\frac{\beta}{2^{s}}\right|\right) m,
\end{aligned}
$$

which completes the proof of Lemma 3
The following lemma is due to Aziz and Rather [5].
Lemma 4 If $\mathrm{A}, \mathrm{B}, \mathrm{C}$ are non-negative real numbers such that $\mathrm{B}+\mathrm{C} \leq \mathrm{A}$, then for every real number $\alpha$,

$$
\left|(A-C) e^{i \alpha}+(B+C)\right| \leq\left|A e^{i \alpha}+B\right| .
$$

Lemma 5 If $\mathrm{P} \in \mathbb{P}_{n}$ and $\mathrm{Q}(z)=z^{n} \overline{\mathrm{P}\left(\frac{1}{\bar{z}}\right)}$, then for each $\alpha, 0 \leq \alpha<2 \pi$ and $\gamma>0$, we have

$$
\int_{0}^{2 \pi} \int_{0}^{2 \pi}\left|P^{\prime}\left(e^{i \theta}\right)+e^{i \alpha} Q^{\prime}\left(e^{i \theta}\right)\right|^{\gamma} d \theta d \alpha \leq 2 \pi n^{\gamma} \int_{0}^{2 \pi}\left|\mathrm{P}\left(e^{i \theta}\right)\right|^{\gamma} d \theta .
$$

The above lemma is due to Aziz and Rather [4].

## 4 Proof of the Theorem

Proof of Theorem 2.2. Since $\mathrm{P} \in \mathbb{P}_{n}, \mathrm{P}(z) \neq 0$ in $|z|<1$ and $\mathrm{Q}(z)=z^{n} \overline{\mathrm{P}\left(\frac{1}{\bar{z}}\right)}$, therefore, for each $\alpha, 0 \leq \alpha<2 \pi, \mathrm{~F}(z)=\mathrm{P}(z)+e^{\mathrm{i} \alpha} \mathrm{Q}(z) \in \mathbb{P}_{n}$ and we have

$$
\mathrm{F}^{(s)}(z)=\mathrm{P}^{(s)}(z)+\mathrm{e}^{\mathrm{i} \alpha} \mathrm{Q}^{(s)}(z),
$$

which is clearly a polynomial of degree $n-s, 1 \leq s \leq n$. By the repeated application of inequality (2), we have for each $\gamma \geq 1$,

$$
\begin{aligned}
& \int_{0}^{2 \pi}\left|P^{(s)}\left(e^{i \theta}\right)+e^{i \alpha} Q^{(s)}\left(e^{i \theta}\right)\right|^{\gamma} d \theta \\
& \quad \leq(n-s+1)^{\gamma} \int_{0}^{2 \pi}\left|P^{(s-1)}\left(e^{i \theta}\right)+e^{i \alpha} Q^{(s-1)}\left(e^{i \theta}\right)\right|^{\gamma} d \theta \\
& \vdots \\
& \quad \leq(n-s+1)^{\gamma}(n-s+2)^{\gamma} \ldots(n-1)^{\gamma} \int_{0}^{2 \pi}\left|P^{\prime}\left(e^{i \theta}\right)+e^{i \alpha} Q^{\prime}\left(e^{i \theta}\right)\right|^{\gamma} d \theta .
\end{aligned}
$$

Integrating (17) with respect to $\alpha$ on $[0,2 \pi]$ and using Lemma 4 we get

$$
\begin{align*}
& \int_{0}^{2 \pi} \int_{0}^{2 \pi}\left|P^{(s)}\left(e^{i \theta}\right)+e^{i \alpha} Q^{(s)}\left(e^{i \theta}\right)\right|^{\gamma} d \theta d \alpha \\
& \quad \leq 2 \pi(n-s+1)^{\gamma}(n-s+2)^{\gamma} \ldots(n-1)^{\gamma} n^{\gamma} \int_{0}^{2 \pi}\left|P\left(e^{i \theta}\right)\right|^{\gamma} d \theta . \tag{18}
\end{align*}
$$

Now by Lemma 3 for each $\theta, 0 \leq \theta<2 \pi, \beta \in \mathbb{C}$ with $|\beta| \leq 1$ and $1 \leq s \leq n$,

$$
\begin{align*}
\mid e^{i s \theta} P^{(s)}\left(e^{i \theta}\right) & \left.+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} P\left(e^{i \theta}\right) \right\rvert\, \\
& +\frac{m n(n-1) \ldots(n-s+1)}{2}\left(\left|1+\frac{\beta}{2^{s}}\right|-\left|\frac{\beta}{2^{s}}\right|\right) \\
& \leq\left|e^{i s \theta} Q^{(s)}\left(e^{i \theta}\right)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} Q\left(e^{i \theta}\right)\right|  \tag{19}\\
& -\frac{m n(n-1) \ldots(n-s+1)}{2}\left(\left|1+\frac{\beta}{2^{s}}\right|-\left|\frac{\beta}{2^{s}}\right|\right) .
\end{align*}
$$

Taking

$$
A=\left|e^{i s \theta} Q^{(s)}\left(e^{i \theta}\right)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} Q\left(e^{i \theta}\right)\right|
$$

$$
B=\left|e^{i s \theta} P^{(s)}\left(e^{i \theta}\right)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} P\left(e^{i \theta}\right)\right|
$$

and

$$
C=\frac{m n(n-1) \ldots(n-s+1)}{2}\left(\left|1+\frac{\beta}{2^{s}}\right|-\left|\frac{\beta}{2^{s}}\right|\right)
$$

in Lemma 3.4, so that by (19),

$$
B+C \leq A-C \leq A,
$$

we get for every real $\alpha$,

This implies for each $\gamma \geq 1$,

$$
\begin{align*}
& \int_{0}^{2 \pi}\left|F(\theta)+e^{i \alpha} G(\theta)\right|^{\gamma} \leq \int_{0}^{2 \pi}| | e^{i s \theta} P^{(s)}\left(e^{i \theta}\right)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} P\left(e^{i \theta}\right)  \tag{20}\\
& \quad+\left.e^{i \alpha}\left|e^{i s \theta} Q^{(s)}\left(e^{i \theta}\right)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} Q\left(e^{i \theta}\right)\right|\right|^{\gamma} d \theta
\end{align*}
$$

where

$$
\begin{aligned}
F(\theta)= & \left|e^{i s \theta} P^{(s)}\left(e^{i \theta}\right)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} P\left(e^{i \theta}\right)\right| \\
& +\frac{m n(n-1) \ldots(n-s+1)}{2}\left(\left|1+\frac{\beta}{2^{s}}\right|-\left|\frac{\beta}{2^{s}}\right|\right),
\end{aligned}
$$

and

$$
\begin{aligned}
G(\theta)= & \left|e^{i s \theta} Q^{(s)}\left(e^{i \theta}\right)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} Q\left(e^{i \theta}\right)\right| \\
& -\frac{m n(n-1) \ldots(n-s+1)}{2}\left(\left|1+\frac{\beta}{2^{s}}\right|-\left|\frac{\beta}{2^{s}}\right|\right) .
\end{aligned}
$$

Integrating both sides of (20) with respect to $\alpha$ from 0 to $2 \pi$, we get for each $\gamma \geq 1$,

$$
\begin{aligned}
& \int_{0}^{2 \pi} \int_{0}^{2 \pi}\left|F(\theta)+e^{i \alpha} G(\theta)\right|^{\gamma} d \theta d \alpha \\
& \leq \int_{0}^{2 \pi}\left\{\left.\int_{0}^{2 \pi}| | e^{i s \theta} P^{(s)}\left(e^{i \theta}\right)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} P\left(e^{i \theta}\right) \right\rvert\,\right. \\
&\left.+\left.e^{i \alpha}\left|e^{i s \theta} Q^{(s)}\left(e^{i \theta}\right)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} Q\left(e^{i \theta}\right)\right|\right|^{\gamma} d \alpha\right\} d \theta \\
&=\int_{0}^{2 \pi}\left\{\int_{0}^{2 \pi} \left\lvert\,\left(e^{i s \theta} P^{(s)}\left(e^{i \theta}\right)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} P\left(e^{i \theta}\right)\right)\right.\right. \\
&\left.+\left.e^{i \alpha \alpha}\left(e^{i s \theta} Q^{(s)}\left(e^{i \theta}\right)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} Q\left(e^{i \theta}\right)\right)\right|^{\gamma} d \alpha\right\} d \theta \\
&=\int_{0}^{2 \pi}\left\{\int_{0}^{2 \pi} \mid e^{i s \theta}\left(P^{(s)}\left(e^{i \theta}\right)+e^{i \alpha} Q^{(s)}\left(e^{i \theta}\right)\right)\right. \\
&\left.+\left.\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}}\left(P\left(e^{i \theta}\right)+e^{i \alpha} Q\left(e^{i \theta}\right)\right)\right|^{\gamma} d \alpha\right\} d \theta .
\end{aligned}
$$

Therefore, it follows by Minkowski's inequality that for $\gamma \geq 1$,

$$
\begin{align*}
& \left\{\int_{0}^{2 \pi} \int_{0}^{2 \pi}\left|F(\theta)+e^{i \alpha} G(\theta)\right|^{\gamma} \mathrm{d} \theta \mathrm{~d} \alpha\right\}^{\frac{1}{\gamma}} \\
& \leq\left\{\int_{0}^{2 \pi} \int_{0}^{2 \pi} \mid e^{i s \theta}\left(\mathrm{P}^{(s)}\left(e^{i \theta}\right)+e^{i \alpha} \mathrm{Q}^{(s)}\left(e^{i \theta}\right)\right)\right. \\
& \left.+\left.\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}}\left(\mathrm{P}\left(e^{i \theta}\right)+e^{i \alpha} \mathrm{Q}\left(e^{i \theta}\right)\right)\right|^{\gamma} \mathrm{d} \theta \mathrm{~d} \alpha\right\}^{\frac{1}{\gamma}}  \tag{21}\\
& \leq\left\{\int_{0}^{2 \pi}\left|P^{(s)}\left(e^{i \theta}\right)+e^{i \alpha} Q^{(s)}\left(e^{i \theta}\right)\right|^{\gamma} \mathrm{d} \theta \mathrm{~d} \alpha\right\}^{\frac{1}{\gamma}} \\
& \quad+\frac{|\beta| n(n-1) \ldots(n-s+1)}{2^{s}}\left\{\int_{0}^{2 \pi} \int_{0}^{2 \pi}\left|\mathrm{P}\left(e^{i \theta}\right)+e^{i \alpha} \mathrm{Q}\left(e^{i \theta}\right)\right|^{\gamma} \mathrm{d} \theta \mathrm{~d} \alpha\right\}^{\frac{1}{\gamma}} .
\end{align*}
$$

For $0 \leq \theta<2 \pi$, it can be easily verified that

$$
n P\left(e^{\mathfrak{i} \theta}\right)-e^{\mathfrak{i} \theta} P^{\prime}\left(e^{\mathfrak{i} \theta}\right)=e^{\mathfrak{i}(n-1) \theta} \overline{Q^{\prime}\left(e^{i \theta}\right)}
$$

and

$$
n Q\left(e^{i \theta}\right)-e^{i \theta} Q^{\prime}\left(e^{i \theta}\right)=e^{i(n-1) \theta} \overline{P^{\prime}\left(e^{i \theta}\right)} .
$$

Hence

$$
\begin{aligned}
n P\left(e^{i \theta}\right)+e^{i \alpha} n Q\left(e^{i \theta}\right) & =e^{i \theta} P^{\prime}\left(e^{i \theta}\right)+e^{i(n-1) \theta} \overline{Q^{\prime}\left(e^{i \theta}\right)} \\
& +e^{i \alpha}\left(e^{i \theta} Q^{\prime}\left(e^{i \theta}\right)+e^{\mathfrak{i}(n-1) \theta} \overline{P^{\prime}\left(e^{i \theta}\right)}\right)
\end{aligned}
$$

which gives

$$
\begin{align*}
\mathfrak{n}\left|P\left(e^{i \theta}\right)+e^{i \alpha} \mathrm{Q}\left(e^{i \theta}\right)\right| & \leq\left|\mathrm{P}^{\prime}\left(e^{i \theta}\right)+e^{i \alpha} \mathrm{Q}^{\prime}\left(e^{i \theta}\right)\right|+\left|\overline{\mathrm{Q}^{\prime}\left(e^{i \theta}\right)}+e^{i \alpha} \overline{\mathrm{P}^{\prime}\left(e^{i \theta}\right)}\right|  \tag{22}\\
& =2\left|\mathrm{P}^{\prime}\left(e^{\mathfrak{i} \theta}\right)+e^{i \alpha} \mathrm{Q}^{\prime}\left(e^{\mathfrak{i} \theta}\right)\right|
\end{align*}
$$

Using (18), (22) and Lemma in (21), we get for every $\gamma \geq 1, \beta \in \mathbb{C}$ with $|\beta| \leq 1$ and $1 \leq \mathrm{s} \leq \mathrm{n}$,

$$
\begin{align*}
& \left\{\int_{0}^{2 \pi} \int_{0}^{2 \pi}\left|F(\theta)+e^{i \alpha} G(\theta)\right|^{\gamma} \mathrm{d} \theta \mathrm{~d} \alpha\right\}^{\frac{1}{\gamma}} \\
& \quad \leq(2 \pi)^{\frac{1}{\gamma}} n(n-1) \ldots(n-s+1)\left(1+\frac{|\beta|}{2^{s-1}}\right)\left\{\int_{0}^{2 \pi}\left|\mathrm{P}\left(e^{i \theta}\right)\right|^{\gamma} \mathrm{d} \theta\right\}^{\frac{1}{\gamma}} \tag{23}
\end{align*}
$$

Now for every real $\alpha$ and $t \geq 1$, it is easy to verify that

$$
\left|t+e^{i \alpha}\right| \geq\left|1+e^{i \alpha}\right|
$$

Observe that for every $\gamma \geq 1$ and $a, b \in \mathbb{C}$ such that $|b| \geq|a|$, we have

$$
\begin{equation*}
\int_{0}^{2 \pi}\left|a+b e^{i \alpha}\right|^{\gamma} d \alpha \geq|a|^{\gamma} \int_{0}^{2 \pi}\left|1+e^{i \alpha}\right|^{\gamma} d \alpha . \tag{24}
\end{equation*}
$$

Indeed, if $a=0$, the above inequality (24) is obvious. In case of $a \neq 0$, we get

$$
\begin{aligned}
\int_{0}^{2 \pi}\left|1+e^{i \alpha} \frac{b}{a}\right| d \alpha & =\int_{0}^{2 \pi}\left|1+e^{i \alpha}\right| \frac{b}{a}| | d \alpha=\int_{0}^{2 \pi}| | \frac{b}{a}\left|+e^{i \alpha}\right| d \alpha \\
& \geq \int_{0}^{2 \pi}\left|1+e^{i \alpha}\right|^{\gamma} d \alpha
\end{aligned}
$$

If we take

$$
\begin{aligned}
a & =F(\theta), \\
b & =G(\theta),
\end{aligned}
$$

because $|\boldsymbol{b}| \geq|\mathfrak{a}|$ from (19), we get from (24) that

$$
\begin{equation*}
\int_{0}^{2 \pi}\left|\mathrm{~F}(\theta)+e^{\mathrm{i} \alpha} \mathrm{G}(\theta)\right|^{\gamma} \mathrm{d} \alpha \geq|\mathrm{F}(\theta)|^{\gamma} \int_{0}^{2 \pi}\left|1+e^{\mathrm{i} \alpha}\right|^{\gamma} \mathrm{d} \alpha \tag{25}
\end{equation*}
$$

Integrating both sides of (25) with respect to $\theta$ from 0 to $2 \pi$, we get from (23), that

$$
\begin{align*}
& \left\{\int _ { 0 } ^ { 2 \pi } | 1 + e ^ { i \alpha } | ^ { \gamma } d \alpha \int _ { 0 } ^ { 2 \pi } \left(\left|e^{i s \theta} p^{(s)}\left(e^{i \theta}\right)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} P\left(e^{i \theta}\right)\right|\right.\right. \\
& \left.\left.\quad+\frac{m n(n-1) \ldots(n-s+1)}{2}\left(\left|1+\frac{\beta}{2^{s}}\right|-\left|\frac{\beta}{2^{s}}\right|\right)\right)^{\gamma} d \theta\right\}^{\frac{1}{\gamma}}  \tag{26}\\
& \leq(2 \pi)^{\frac{1}{\gamma}} n(n-1) \ldots(n-s+1)\left(1+\frac{|\beta|}{2^{s-1}}\right)\left\{\int_{0}^{2 \pi}\left|P\left(e^{i \theta}\right)\right|^{\gamma} d \theta\right\}^{\frac{1}{\gamma}} .
\end{align*}
$$

Now using the fact that for every $\delta \in \mathbb{C}$ with $|\delta| \leq 1$,

$$
\begin{aligned}
\mid e^{i s \theta} P^{(s)}\left(e^{i \theta}\right) & +\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} P\left(e^{i \theta}\right) \\
& +\frac{\delta m n(n-1) \ldots(n-s+1)}{2}\left(\left|1+\frac{\beta}{2^{s}}\right|-\left|\frac{\beta}{2^{s}}\right|\right)|\leq| e^{i s \theta} p^{(s)}\left(e^{i \theta}\right) \\
& \left.+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} P\left(e^{i \theta}\right) \right\rvert\, \\
& +\frac{m n(n-1) \ldots(n-s+1)}{2}\left(\left|1+\frac{\beta}{2^{s}}\right|-\left|\frac{\beta}{2^{s}}\right|\right)
\end{aligned}
$$

we get from (26) that for every $\gamma \geq 1$,

$$
\begin{aligned}
& \left\{\int_{0}^{2 \pi} \left\lvert\, e^{i s \theta} P^{(s)}\left(e^{i \theta}\right)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} P\left(e^{i \theta}\right)\right.\right. \\
& \left.\quad+\left.\frac{\delta m n(n-1) \ldots(n-s+1)}{2}\left(\left|1+\frac{\beta}{2^{s}}\right|-\left|\frac{\beta}{2^{s}}\right|\right)\right|^{\gamma} d \theta\right\}^{\frac{1}{\gamma}} \\
& \quad \leq \frac{(2 \pi)^{\frac{1}{\gamma}} n(n-1) \ldots(n-s+1)}{\left\{\left\{\int_{0}^{2 \pi}\left|1+e^{i \alpha \alpha}\right|^{\gamma} d \alpha\right\}^{\frac{1}{\gamma}}\right.}\left(1+\frac{|\beta|}{2^{s-1}}\right)\left\{\int_{0}^{2 \pi}\left|P\left(e^{i \theta}\right)\right|^{\gamma} d \theta\right\}^{\frac{1}{\gamma}}
\end{aligned}
$$

which is equivalent to (8) and this completes the proof of Theorem 2

Note. Given a polynomial $\mathrm{P}(z)=\sum_{\nu=0}^{n} a_{\nu} z^{\nu} \in \mathbb{P}_{n}$, we associate with it the polynomial

$$
\overline{\mathrm{P}}(z):=\overline{\mathrm{P}(\bar{z})}=\sum_{v=0}^{\mathrm{n}} \overline{\mathrm{a}_{v}} z^{\nu}
$$

and

$$
\mathrm{Q}(z):=z^{n} \overline{\mathrm{P}\left(\frac{1}{\bar{z}}\right)}=\sum_{v=0}^{n} \overline{\mathrm{a}_{n-v}} z^{v}
$$

If $\mathrm{P}(z) \equiv \alpha \mathrm{Q}(z)$, where $|\alpha|=1$, then $\mathrm{P}(z)$ is said to be self-inversive.
It was shown by Dewan and Govil [7] that the inequality (4) is still valid if the condition that $P(z) \neq 0$ in $|z|<1$ is replaced by the condition that $\mathrm{P}(z)=\alpha \mathrm{Q}(z),|\alpha|=1$. Here we present the following result for self-inversive polynomials.

Preposition. If $P \in \mathbb{P}_{n}$ is self-inverse, then for every $\beta \in \mathbb{C}, 1 \leq s \leq n$ and $\gamma \geq 1$,

$$
\begin{aligned}
& \left\{\int_{0}^{2 \pi}\left|e^{i s \theta} P^{(s)}\left(e^{i \theta}\right)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} P\left(e^{i \theta}\right)\right|^{\gamma}\right\}^{\frac{1}{\gamma}} \\
& \leq n(n-1) \ldots(n-s+1) E_{\gamma}\left(1+\frac{|\beta|}{2^{s-1}}\right)\left\{\int_{0}^{2 \pi}\left|P\left(e^{i \theta}\right)\right|^{\gamma} d \theta\right\}^{\frac{1}{\gamma}}
\end{aligned}
$$

where $E_{\gamma}$ is defined by (7).
Proof. Since $P \in \mathbb{P}_{n}$ is a self-inversive polynomial, therefore, $P(z) \equiv \alpha Q(z)$, where $|\alpha|=1$ and $Q(z)=z^{n} \overline{P\left(\frac{1}{\bar{z}}\right)} \in \mathbb{P}_{n}$. This implies for every $\beta \in \mathbb{C}$ and $1 \leq \mathrm{s} \leq \mathrm{n}$,

$$
\begin{aligned}
& \left|e^{i s \theta} P^{(s)}\left(e^{i \theta}\right)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} P\left(e^{i \theta}\right)\right| \\
& =\left|e^{i s \theta} Q^{(s)}\left(e^{i \theta}\right)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} Q\left(e^{i \theta}\right)\right|
\end{aligned}
$$

for all $z \in \mathbb{C}$ so that

$$
\frac{\left|e^{i s \theta} P^{(s)}\left(e^{i \theta}\right)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} P\left(e^{i \theta}\right)\right|}{\left|e^{i s \theta} Q^{(s)}\left(e^{i \theta}\right)+\frac{\beta n(n-1) \ldots(n-s+1)}{2^{s}} Q\left(e^{i \theta}\right)\right|}=1
$$

Now proceeding similarly as in the proof of Theorem 2, the preposition follows.
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#### Abstract

The bucket recursive tree is a natural multivariate structure. In this paper, we apply a trivariate generating function approach for studying of the depth and distance quantities in this tree model with variable bucket capacities and give a closed formula for the probability distribution, the expectation and the variance. We show as $\mathfrak{j} \rightarrow \infty$, limiting distributions are Gaussian. The results are obtained by presenting partial differential equations for moment generating functions and solving them.


## 1 Introduction

Trees are defined as connected graphs without cycles, and their properties are basics of graph theory. For example, a connected graph is a tree, if and only if the number of edges equals the number of nodes minus 1 [5]. Furthermore,
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each pair of nodes is connected by a unique path. A rooted tree is a tree with a countable number of nodes, in which a particular node is distinguished from the others and called the root node. A recursive tree with $n$ nodes is an unordered rooted tree, where the nodes are labelled by distinct integers from $\{1,2,3, \ldots, n\}$ in such a way that the sequence of labels lying on the unique path from the root node to any node in the tree are always forming an increasing sequence. Call a random recursive tree a tree chosen uniformly at random from the ( $n-1$ )! possible recursive trees on $n$ nodes. A random recursive tree can also be constructed as follows. The node 1 is distinguished as the root. We imagine the nodes arriving one by one. For $k \geq 2$, node $k$ attaches itself to a node chosen uniformly at random from $1,2, \ldots, k-1$ (for more information and applications, see [11]) .

Mahmoud and Smythe introduced bucket recursive trees as a generalization of random recursive trees [10]. In this model the bucket is a node that can hold up to $b \geq 1$ labels. The capacity of a bucket $v(c=c(v))$ is defined by the number of its labels. They applied a probabilistic analysis for studying the height and depth of the largest label in these trees. Kuba and Panholzer analyzed these trees as a special instance of bucket increasing trees which is a family of some combinatorial objects [8]. They obtained exact and limiting distribution results for the parameters depth of a specified label, descendants of a specified label and degree of a specified label. A (probabilistic) description of random bucket recursive trees is given by a generalization of the stochastic growth rule for ordinary random recursive trees (which are the special instance $b=1$ ), where a tree grows by progressive attraction of increasing integer labels: when inserting element $n+1$ into an existing bucket recursive tree containing $n$ elements (i.e., containing the labels $\{1,2, \ldots, n\}$ ) all $n$ existing elements in the tree compete to attract the element $n+1$, where all existing elements have equal chance to recruit the new element. If the element winning this competition is contained in a node with less than $b$ elements (an unsaturated bucket or node), element $n+1$ is added to this node, otherwise if the winning element is contained in a node with already b elements (a saturated bucket or node), element $n+1$ is attached to this node as a new bucket containing only the element $n+1$. Starting with a single bucket as root node containing only element 1 leads after $n-1$ insertion steps, where the labels $2,3, \ldots, n$ are successively inserted according to this growth rule, to a so called random bucket recursive tree with $n$ elements and maximal bucket-size $b$. In this paper we consider a model of bucket trees where the nodes are buckets with variable capacities labelled with integers $1,2, \cdots, n$ (not the same capacities as bucket recursive trees).

Definition 1 [6] A size-n bucket recursive tree $\mathrm{T}_{\mathrm{n}}$ with variable bucket capacities and maximal bucket size b starts with the root labelled by 1. The tree grows by progressive attraction of increasing integer labels: when inserting label $\mathfrak{j}+1$ into an existing bucket recursive tree $\mathrm{T}_{\mathfrak{j}}$, except the labels in the non-leaf buckets with capacity $<\mathrm{b}$ all labels in the tree (containing label 1) compete to attract the label $\mathbf{j}+1$. For the root node and buckets with capacity $\mathfrak{b}$, we always produce a new bucket $\mathfrak{j}+1$. But for a leaf with capacity $\mathrm{c}<\mathrm{b}$, either the label $\mathfrak{j}+1$ is attached to this leaf as a new bucket containing only the label $\mathfrak{j}+1$ or is added to that leaf and make a bucket with capacity $\mathrm{c}+1$. This process ends with inserting the label $n$ (i.e., the largest label) in the tree.

Figure 1 illustrates such a tree of size 19 with $b=3$.


Figure 1: A bucket recursive tree with variable capacities of buckets with 19 elements and $\mathrm{b}=3$.

Bucket recursive trees with variable capacities of buckets are appeared in chemistry, social science, in some computer science applications and furthermore. They are appeared as a model for the spread of epidemics, for pyramid schemes, for the family trees of preserved copies of ancient texts. In the family trees, suppose males with the same ethical traits come together in each generation. Suppose up to 3 people are matched with the same attributes. Then a bucket recursive trees with variable capacities of buckets with maximal bucket size 3 is formed. In this case, and in a genealogy of $n$ people, the distance between two specific individuals is the quantity examined in this article. For another example, if $n$ atoms in a branching molecular structure are stochastically labelled with integers $1,2, \ldots, n$, then atoms in different functional groups can be considered as the labels of different buckets of a bucket recursive tree
(the size of the largest functional group is $\mathbf{b}$ ).
In passing, we give the combinatorial description of our model. Let $\mathrm{d}(v)$ be the out-degree of node $v$. It will be convenient to define for trees the size $|T|$ of a tree T via $|\mathrm{T}|=\sum_{v} \mathrm{c}(v)$. An increasing labelling of an ordered tree T is then a labelling of T , where the labels $\{1,2, \ldots,|\mathrm{~T}|\}$ are distributed amongst the nodes of T . Then a class $\mathcal{T}$ of a new family of bucket-increasing trees can be defined in the following way: A sequence of non-negative numbers $\left(\alpha_{k}\right)_{k \geq 0}$ with $\alpha_{0}>0$ and a sequence of non-negative numbers $\beta_{1}, \beta_{2}, \ldots, \beta_{b-1}$ is used to define the weight $w(\mathrm{~T})$ of any ordered tree T by $w(\mathrm{~T}):=\Pi_{v} w(v)$, where $v$ ranges over all nodes of T . It is natural that $\boldsymbol{w}(v)$ must be dependent on $\mathfrak{c}(v)$ and $\mathrm{d}(v)$. Thus the weight $w(v)$ of a node $v$ is given as follows:

$$
w(v):= \begin{cases}\alpha_{\mathrm{d}(v)}, & v \text { is root or complete }(\mathfrak{c}(v)=\mathrm{b})  \tag{1}\\ \beta_{\mathrm{c}(v)}, & v \text { is incomplete }(\mathfrak{c}(v)<\mathrm{b}) .\end{cases}
$$

The above definition is reasonable because the root is the only incomplete node that has outdegree $\geq 1$. Thus for complete nodes and root, the weight is dependent on the out-degree and described by the sequence $\alpha_{k}$, whereas for incomplete nodes except of root the weights are dependent on the capacities.

Furthermore, $\mathcal{L}(\mathcal{T})$ denotes the set of different increasing labelings of the tree T with distinct integers $\{1,2, \ldots,|\mathrm{~T}|\}$, where $\mathrm{L}(\mathrm{T}):=|\mathcal{L}(\mathcal{T})|$ denotes its cardinality. Then the family $\mathcal{T}$ consists of all trees T together with their weights $w(\mathrm{~T})$ and the set of increasing labelings $\mathcal{L}(\mathrm{T})$. For a given degree-weight sequence $\left(\alpha_{k}\right)_{k \geq 0}$ with a degree-weight generating function $\varphi(t):=\sum_{k \geq 0} \alpha_{k} t^{k}$ and a bucket-weight sequence $\beta_{1}, \beta_{2}, \ldots, \beta_{b-1}$, we define the exponential generating function

$$
\begin{equation*}
T_{r, k_{1}, \ldots k_{r}}(z):=\sum_{n=1}^{\infty} T_{n, b, r, k_{1}, \ldots k_{r}} \frac{z^{n}}{n!}, \tag{2}
\end{equation*}
$$

where $T_{n, b, r, k_{1}, \ldots . k_{r}}:=\sum_{|T|=n} w(T) \cdot L(T)$ is the total weights. For this model,

$$
\begin{align*}
& T_{n, b, r, k_{1}, \ldots k_{r}}=\frac{(n-1)!(b!)^{n\left(1-\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|\right)}}{b}, n \geq 1 \\
& \varphi\left(T_{r, k_{1}, \ldots k_{r}}(z)\right)=\frac{(b-1)!}{1-b!^{1-\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right| z}}, \tag{3}
\end{align*}
$$

where $\mathcal{P}_{k_{i}}$ is the set of all trees of size $k_{i}$ and $r$ is the degree of root node [6]. For simplicity, we set $\mathrm{T}_{\mathrm{n}, \mathrm{b}}:=\mathrm{T}_{\mathrm{n}, \mathrm{b}, \mathrm{r}, \mathrm{k}_{1}, \ldots, \mathrm{k}_{\mathrm{r}}}$ and $\mathrm{T}(z):=\mathrm{T}_{\mathrm{r}, \mathrm{k}_{1}, \ldots, k_{r}}(z)$.

Various studies are devoted to a distributional analysis of distances between random nodes in a lot of tree families of interest. For example, Mahmoud and

Neininger [9] for binary search trees, Christophi and Mahmoud [1] for the digital data structure, and Panholzer [13] for simply generated trees. Fewer studies are made to reveal the distribution of distances between specified nodes in labelled tree structures. Dobrow [3] and Dobrow and Smythe [4] have shown a central limit theorem for the distance between the nodes labelled by $j$ and $n$, respectively, in a random recursive tree of size $n$ and Devroye and Neininger [2] have shown a central limit theorem for the distance between the nodes labelled by $\boldsymbol{j}_{1}$ and $j_{2}$ in a random binary search tree of size $n$. Panholzer and Prodinger have studied the level of nodes in increasing trees [14]. Kuba and Panholzer have studied the distribution of distances between specified nodes in increasing trees [7]. Also Moon studied the distance between nodes in recursive trees [12].

If we denote by $D_{n, n}$ the random variable which measures the depth of node containing label $n$ in the our tree model of size $n$, then it was shown in [6]
 More precisely,

$$
\begin{align*}
& P\left(D_{n, n}=m\right)=b!\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right| \frac{S(n-1, m)}{(n-1)!} \\
& \mathbb{E}\left(D_{n, n}\right)=\mathbb{V a r}\left(D_{n, n}\right)=b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right| \log n+\mathcal{O}(1)} \tag{4}
\end{align*}
$$

where $S\left(m_{1}, m_{2}\right)$ are the signless Stirling numbers of first kind. We study the random variable level of label $\mathfrak{j}$, i.e., the number of edges from the root node to the bucket containing label $\mathfrak{j}$ denoted by $D_{n, j}$ in tree $T$ of size $n \geq \mathfrak{j}$. In this paper we extend the above results for $D_{n, n}$ to $D_{n, j}$. In passing, we study the random variable $\mathrm{H}_{\mathrm{n}, \mathrm{j}}$, which counts the distance, measured by the number of edges lying on the connecting path, between bucket containing label $j$ and bucket containing label $n$. Finally, we extend our results to the random variable $\mathrm{H}_{n, i, j}$ which counts the distance between the bucket containing label $i$ and bucket containing label $j$ in our random tree of size $n$.

## 2 The depth of label $j$

We can to sketch a combinatorial approach to obtain the differential equation on the trivariate generating function related to the level of an arbitrary label $j$. It is better to think of specifically tricolored trees, where the coloring is as follows: one bucket is colored white (containing label $\mathfrak{j}$ ), all buckets with smaller labels than the all labels in white bucket are colored black, and all buckets with larger labels than the white bucket are colored red. We are interested in
the level of the white bucket. Assume that the out-degree of the root node is $r \geq 1$ and the white bucket of T is not the root node (the case that the white bucket is the root of the tree corresponds to the initial condition, but does not appear explicitly in the differential equation itself). Then the white bucket is located in one of the r subtrees of the root of T ; let us assume that it is in the first subtree. After order preserving relabellings, each subtree $T_{1}, \ldots, T_{r}$ is a bucket recursive tree with variable capacities of buckets by itself. The first subtree is again a tricolored increasing tree with one white, $j_{1}$ black and $k_{1}$ red buckets, whereas the remaining $r-1$ subtrees are only bicolored. For a proper description of this combinatorial decomposition we use generating functions which are exponential in both variables $z$ and $\mathfrak{u}$, where $z$ marks the black buckets and $u$ marks the red buckets, i.e.,

$$
\sum_{j \geq 0} \sum_{k \geq 0} f_{j, k} \frac{z^{j}}{\mathfrak{j}!} \frac{u^{k}}{k!}
$$

for sequences $\boldsymbol{f}_{\mathfrak{j}, \mathrm{k}}$ and

$$
\sum_{j \geq 0} \sum_{k \geq 0} \sum_{m \geq 0} f_{j, k, m} \frac{z^{j}}{\mathfrak{j}!} \frac{u^{k}}{k!} v^{m}
$$

for sequences $\mathfrak{f}_{\mathfrak{j}, \mathrm{k}, \mathfrak{m}}$, where $v$ marks the level of the white bucket. Set $\mathfrak{f}_{\mathfrak{j}, \mathrm{k}}=$ $T_{k+j, b}$ and $f_{j, k, m}=P\left(D_{k+j+1, j+1}=m\right) T_{k+j+1, b}$. Thus the $r-1$ bicolored trees and the tricolored tree lead to

$$
\begin{equation*}
\alpha_{1}^{-\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} T_{n, b}(z+u)^{r-1} L(z, u, v), \tag{5}
\end{equation*}
$$

just similar to [6] where

$$
L(z, u, v)=\sum_{k \geq 0} \sum_{j \geq 0} \sum_{m \geq 0} P\left(D_{k+j+1, j+1}=m\right) T_{k+j+1, b} \frac{z^{j}}{j!} \frac{u^{k}}{k!} v^{m} .
$$

We recall that the total weights of the $r$ subtrees is

$$
\alpha_{1}^{-\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} T_{k_{1}, b} \cdots T_{k_{r}, b}
$$

The level of the white bucket in the tree is one more than the level of the white bucket in the subtree. This fact leads to a factor $v$. We additionally get a factor $r$, since the white bucket can be in the first, second, ..., $r$-th subtree. Furthermore, the root has out-degree $r$ that leads to a factor $\alpha_{r}$. Thus by summing over $r \geq 1$, (5) leads to

$$
\alpha_{1}^{-\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} v \varphi^{\prime}\left(\mathrm{T}_{\mathrm{n}, \mathrm{~b}}(z+u)\right) \mathrm{L}(z, u, v) .
$$

Since the root node labelled by 1 is colored black,

$$
\begin{equation*}
\frac{\partial}{\partial z} \mathrm{~L}(z, u, v)=\alpha_{1}^{-\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} v \varphi^{\prime}\left(\mathrm{T}_{\mathrm{n}, \mathrm{~b}}(z+u)\right) \mathrm{L}(z, u, v) \tag{6}
\end{equation*}
$$

Equation (6) has the general solution

$$
\mathrm{L}(z, u, v)=c(u, v) \exp \left\{\alpha_{1}^{-\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} v \int_{0}^{z} \varphi^{\prime}\left(\mathrm{T}_{\mathrm{n}, \mathrm{~b}}(\mathrm{t}+u)\right) d t\right\}
$$

with a function $c(u, v)$. Evaluating at $z=0$ and adapting to the initial condition gives now $c(u, v)=L(0, u, v)=T_{n, b}^{\prime}(u)=\alpha_{1}^{-\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} \varphi\left(T_{n, b}(u)\right)$. Thus

$$
\begin{align*}
\mathrm{L}(z, u, v) & =\alpha_{1}^{-\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} \varphi\left(\mathrm{T}_{\mathrm{n}, \mathrm{~b}}(u)\right) \exp \left\{\alpha_{1}^{-\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} v \int_{0}^{z} \varphi^{\prime}\left(\mathrm{T}_{\mathrm{n}, \mathrm{~b}}(\mathrm{t}+u)\right) \mathrm{dt}\right\} \\
& =\alpha_{1}^{-\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} \varphi\left(\mathrm{T}_{\mathrm{n}, \mathrm{~b}}(u)\right) \\
& \times \exp \left\{\alpha_{1}^{-\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} v \int_{0}^{z} \frac{\varphi^{\prime}\left(\mathrm{T}_{n, b}(\mathrm{t}+\mathrm{t})\right) \mathrm{T}_{\mathrm{n}, \mathrm{~b}}^{\prime}(\mathrm{t}+\mathrm{u})}{\alpha_{1}^{-\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} \varphi\left(\mathrm{T}_{\mathrm{n}, \mathrm{~b}}(\mathrm{t}+\mathrm{u})\right)} \mathrm{dt}\right\} \\
& =\alpha_{1}^{-\sum_{i=1}^{r}\left|\mathcal{P}_{\mathrm{k}_{\mathrm{i}}}\right|} \varphi\left(\mathrm{T}_{\mathrm{n}, \mathrm{~b}}(u)\right)\left(\frac{\varphi\left(\mathrm{T}_{\mathrm{n}, \mathrm{~b}}(z+u)\right)}{\varphi\left(\mathrm{T}_{\mathrm{n}, \mathrm{~b}}(u)\right)}\right)^{v} \\
& =\mathrm{T}_{n, b}^{\prime}(u)\left(\frac{\mathrm{T}_{n, b}^{\prime}(z+u)}{\mathrm{T}_{n, b}^{\prime}(u)}\right)^{v} \tag{7}
\end{align*}
$$

In the next results we use from the following facts [5]:

$$
\begin{align*}
& {\left[z^{n}\right] f(q z)=q^{n}\left[z^{n}\right] f(z)}  \tag{8}\\
& \sum_{n \geq 0} \sum_{m=0}^{n} S(n, m) \frac{z^{n}}{n!} v^{m}=\frac{1}{(1-z)^{v}}  \tag{9}\\
& {\left[z^{n}\right] \log \left(\frac{1}{1-z}\right)(1-z)^{-1}=H_{n}}  \tag{10}\\
& {\left[z^{n}\right] \log ^{2}\left(\frac{1}{1-z}\right)(1-z)^{-1}=H_{n}^{2}-H_{n}^{(2)}} \tag{11}
\end{align*}
$$

where $H_{n}$, the $n$-th harmonic number and $H_{n}^{(2)}$ is the $n$-th harmonic number of order 2 . In the following lemma we see that distribution of $D_{n, j}$ is independent of $n$.

Lemma 1 The probabilities $\mathrm{P}\left(\mathrm{D}_{\mathrm{n}, \mathrm{j}}=\mathrm{m}\right)$ are given by the following formula:

$$
\begin{equation*}
P\left(D_{n, j}=m\right)=b!\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right| \frac{S(j-1, m)}{(j-1)!}, \quad j \leq n \tag{12}
\end{equation*}
$$

and

$$
\left.\begin{array}{rl}
\mathbb{E}\left(\mathrm{D}_{\mathrm{n}, \mathrm{j}}\right) & =\mathrm{b}!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} H_{j-1} \\
\operatorname{Var}\left(\mathrm{D}_{\mathrm{n}, \mathrm{j}}\right) & =\mathrm{b}!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} H_{j-1}^{2}\left(1-b!\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|\right.
\end{array}\right)
$$

Proof. By (3), (7) and (10),

$$
\begin{aligned}
\mathbb{E}\left(D_{n, j}\right) & =\left.\frac{(j-1)!(n-j-1)!}{T_{n, b}}\left[z^{j-1} u^{n-j-1}\right] \frac{\partial L(z, u, v)}{\partial v}\right|_{v=1} \\
& =b!\sum_{i=1}^{r\left|\mathcal{P}_{k_{i}}\right|} H_{j-1}
\end{aligned}
$$

and by (11),

$$
\begin{aligned}
\mathbb{E}\left(D_{n, j}\left(D_{n, j}-1\right)\right) & =\left.\frac{(j-1)!(n-j-1)!}{T_{n, b}}\left[z^{j-1} u^{n-j-1}\right] \frac{\partial^{2} L(z, u, v)}{\partial v^{2}}\right|_{v=1} \\
& =b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|}\left(H_{j-1}^{2}-H_{j-1}^{(2)}\right)
\end{aligned}
$$

Proof of (13) is completed, since $\operatorname{Var}\left(D_{n, j}\right)=\mathbb{E}\left(D_{n, j}\left(D_{n, j}-1\right)\right)+\mathbb{E}\left(D_{n, j}\right)-$ $\mathbb{E}^{2}\left(D_{n, j}\right)$. By (8), the probability generating function

$$
\begin{aligned}
p(v) & =\sum_{m \geq 0} P\left(D_{k+j, j}=m\right) v^{m}=\frac{(j-1)!k!}{T_{k+j, b}}\left[z^{j-1} u^{k}\right] L(z, u, v) \\
& =b!\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|\left\{\frac{(j-1)!k!}{(k+j-1)!}\binom{v+j-2}{j-1}\binom{k+j-1}{k}\right\} \\
& =b!\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|\binom{v+j-2}{j-1}
\end{aligned}
$$

Thus one gets (12). Therefore the probability generating function and thus the distribution of $D_{k+j, j}$ is independent of $k$.
As an example, in the a tree family with 100 individuals, the probability that the distance from the ancestor to the 45 th individual is equal to 10 is calculated from relation (12) under specific conditions. Also, if the ancestor has 5 children, then the average distance to the 45 th individual is

$$
\mathbb{E}\left(\mathrm{D}_{100,45}\right)=\mathrm{H}_{44}=\frac{5884182435213075787}{1345655451257488800}
$$

Corollary 1 For $\mathrm{j}=\mathrm{n}$,

$$
\begin{aligned}
\mathbb{E}\left(D_{n, n}\right) & =b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} H_{n-1}, \\
\operatorname{Var}\left(D_{n, n}\right) & =b!\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right| H_{n-1}^{2}\left(1-b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|}\right) \\
& +b!\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|\left(H_{n-1}-H_{n-1}^{(2)}\right) .
\end{aligned}
$$

Theorem 1 As $\mathfrak{j} \rightarrow \infty$,

$$
\mathbb{E}\left(D_{n, j}\right)=\operatorname{Var}\left(D_{n, j}\right)=b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} \log j+\mathcal{O}(1), \quad j \leq n
$$

and

$$
\sup _{x \in R}\left|P\left\{\frac{D_{n, j}-b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} \log j}{\sqrt{b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} \log j}} \leq x\right\}-\Phi(x)\right|=\mathcal{O}\left(\frac{1}{\sqrt{\log j}}\right) .
$$

Proof. This is a direct application of the quasi power theorem for $v=\exp (s)$ in probability generating function $p(v)$ [5].

## 3 Distances

In this section we study the random variable $\mathrm{H}_{\mathrm{n}, \mathrm{j}}$, which counts the distance, measured by the number of edges lying on the connecting path, between bucket containing label $\boldsymbol{j}$ and bucket containing label n in a random bucket recursive tree T with variable capacities of buckets of size n . Let

$$
W(z, u, v)=\sum_{k \geq 1} \sum_{j \geq 1} \sum_{m \geq 0} P\left(H_{k+j, j}=m\right) T_{k+j, b} \frac{z^{j-1}}{(j-1)!} \frac{u^{k-1}}{(k-1)!} v^{m} .
$$

Again we apply a combinatorial description involving the counting of 4-colored bucket recursive tree with variable capacities of buckets. Since the arguments are very similar to $[7]$ we just sketch the derivation. The combinatorial objects considered are all possible 4 -colored trees of size $\geq 2$ with a coloring as specified next. In each tree $T$ the bucket containing the largest label (i.e., $n$ ) is colored green. From the remaining buckets exactly one bucket is colored red (bucket containing label $\mathfrak{j}$ ), all buckets with smaller labels than the red bucket are colored black, and all remaining buckets containing labels larger than the red bucket are colored white. We are interested in the distance between the red bucket and the green bucket. Finally

$$
\frac{\partial W(z, u, v)}{\partial z}=b!^{-\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} \varphi^{\prime}\left(T_{n, b}(z+u)\right) W(z, u, v)
$$

$$
\begin{equation*}
+b!^{-\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right| \frac{v^{2} \varphi^{\prime \prime}\left(T_{n, b}(z+u)\right)\left(T_{n, b}^{\prime}(z+u)\right)^{2 v}}{\left(T_{n, b}^{\prime}(u) \alpha_{0}\right)^{v-1}}} \tag{14}
\end{equation*}
$$

with initial condition

$$
\begin{aligned}
W(0, u, v) & =b!^{-\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} \frac{\partial}{\partial u} \mathrm{~L}(u, 0, v) \\
& =b!^{-\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right| v T_{n, b}^{\prime \prime}(u)\left(\frac{T_{n, b}^{\prime}(u)}{\alpha_{0}}\right)^{v-1}}
\end{aligned}
$$

where $z$ counts the black nodes, $u$ the white nodes, and $v$ the distance between the red and the green label.

Lemma 2 The probabilities $\mathrm{P}\left(\mathrm{H}_{\mathrm{n}, \mathrm{j}}=\mathrm{h}\right)$ are given by the following formula:

$$
\begin{align*}
P\left(H_{n, j}=h\right) & =\frac{b!\sum_{i=1}^{\sum_{p_{i}} \mid}}{(n-1)\binom{n-2}{j-1}}\left\{\sum_{\ell=0}^{n-j-1}\binom{n-\ell-2}{j-1} \frac{1}{\ell!} S(\ell, h-1)\right. \\
& \left.+\sum_{k=0}^{n-j-1}\binom{n-k-2}{j-1} \sum_{\ell=0}^{h-2} \frac{2^{\ell}}{k!} S(k, h-\ell-2)\right\}, 1 \leq j<n \tag{15}
\end{align*}
$$

Proof. The equation (14) has the following consequence:

$$
\begin{align*}
W(z, u, v) & =b!^{-\sum_{i=1}^{r} \mid \mathcal{P}_{k_{i}}} \frac{v T_{n, b}^{\prime \prime}(u) T_{n, b}^{\prime}(z+u)}{T_{n, b}^{\prime}(u)}\left(\frac{T_{n, b}^{\prime}(u)}{\alpha_{0}}\right)^{v-1} \\
& +b!^{-\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right| \frac{v^{2} T_{n, b}^{\prime}(z+u)}{\left(T_{n, b}^{\prime}(u) \alpha_{0}\right)^{v-1}}} \\
& \times \int_{0}^{z} \varphi^{\prime \prime}\left(T_{n, b}(t+u)\left(T_{n, b}^{\prime}(t+u)\right)^{2 v-1} d t\right. \tag{16}
\end{align*}
$$

By (3),

$$
\begin{aligned}
W(z, u, v) & =\frac{v}{b} \cdot \frac{b!^{1+v+m} v}{\left(1-b!^{1-m} u\right)^{v}\left(1-b!^{1-m}(z+u)\right)} \\
& +\frac{v^{2}}{b^{v}} \frac{b!^{1-m+v+m}(b-1)!^{1-v}}{(2 v-1)\left(1-b!^{1-m} u\right)^{1-v}\left(1-b!^{1-m}(z+u)\right)^{2 v}} \\
& -\frac{v^{2}}{b^{v}} \frac{b!^{1-m+v+m}(b-1)!^{1-v}}{(2 v-1)\left(1-b!^{1-m} u\right)^{v}\left(1-b!^{1-m}(z+u)\right)}
\end{aligned}
$$

where $m=\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|$. Thus

$$
P\left(H_{n, j}=h\right)=\frac{(j-1)!(n-j-1)!}{T_{n, b}}\left[z^{j-1} u^{n-j-1} v^{h}\right] W(z, u, v)
$$

and proof is completed (since these computations are essentially straightforward, but quite lengthy computations, they are omitted here. Similar considerations are done in [7] where the somewhat simpler recurrences appearing there are treated analogously).

Theorem 2 For $1 \leq \mathfrak{j}<\mathfrak{n}$,

$$
\begin{aligned}
\mathbb{E}\left(H_{n, j}\right) & =b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|}\left(H_{n-1}+H_{j}+\frac{1}{j}-2\right), \\
\mathbb{V a r}\left(H_{n, j}\right) & =b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} H_{n-1}\left(\frac{1}{j}-1-\frac{b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|}}{j}+2 b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|}\right) \\
& -b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} H_{j}\left(\frac{3}{j}+1+\frac{b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|}}{j}-2 b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|}\right) \\
& +\frac{b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|}}{j}\left(4 b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|}-1\right)+4 b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|}\left(2-b!\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|\right) \\
& -b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} H_{n-1}^{(2)}-3 b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} H_{j}^{(2)}+b!\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right| H_{n-1}^{2}\left(1-b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|}\right) \\
& +b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} H_{j}^{2}\left(1-b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|}\right)+2 b!\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right| H_{j} H_{n-1}\left(1-b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|}\right) \\
& -\frac{b!^{2 \sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|}}{j^{2}} .
\end{aligned}
$$

Proof. By (10),

$$
\begin{aligned}
\mathbb{E}\left(H_{n, j}\right) & =\left.\frac{(j-1)!(n-j-1)!}{T_{n, b}}\left[z^{j-1} u^{n-j-1}\right] \frac{\partial W(z, u, v)}{\partial v}\right|_{v=1} \\
& =b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|}\left(H_{n-1}+H_{j}+\frac{1}{j}-2\right)
\end{aligned}
$$

and by (11),

$$
\begin{aligned}
\mathbb{E}\left(D_{n, j}\left(D_{n, j}-1\right)\right) & =\left.\frac{(j-1)!(n-j-1)!}{T_{n, b}}\left[z^{j-1} u^{n-j-1}\right] \frac{\partial^{2} W(z, u, v)}{\partial v^{2}}\right|_{v=1} \\
& =b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} H_{n-1}\left(\frac{1}{j}-2\right)-b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} H_{j}\left(\frac{3}{j}+2\right) \\
& -2 \frac{b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|}}{j}+10 b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|}-b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} H_{n-1}^{(2)} \\
& -3 b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right| H_{j}^{(2)}+b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|} H_{n-1}^{2}+b!\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right| H_{j}^{2}} \\
& +2 b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right| H_{j} H_{n-1} .}
\end{aligned}
$$

Proof is completed just similar to the Lemma 1.

Corollary 2 For $1 \leq \mathfrak{j}<\mathfrak{n}$,

$$
\mathbb{E}\left(\mathrm{H}_{\mathrm{n}, \mathrm{j}}\right)=\mathbb{V} \operatorname{ar}\left(\mathrm{H}_{\mathrm{n}, \mathrm{j}}\right)=\mathrm{b}!^{\sum_{i=1}^{r}\left|\mathcal{P}_{\mathrm{k}_{\mathrm{i}}}\right|}(\log n+\log \mathfrak{j})+\mathcal{O}(1)
$$

Theorem 3 As $\mathfrak{n} \rightarrow \infty$,

$$
\mathrm{Z}=\frac{\mathrm{H}_{\mathrm{n}, \mathrm{j}}-\mathrm{b}!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|}(\log n+\log j)}{\sqrt{\mathrm{b}!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|}(\log n+\log \mathfrak{j})}} \xrightarrow{\mathrm{d}} \mathrm{~N}(0,1)
$$

for arbitrary sequences $(\mathrm{n}, \mathfrak{j}(\mathrm{n}))_{\mathrm{n} \in \mathbb{N}}$.
Proof. Let $\mathfrak{m}=\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|$ and

$$
\psi_{n, j}(v)=\mathbb{E}\left(v^{H_{n, j}}\right)=\sum_{h \geq 0} v^{h} P\left(H_{n, j}=h\right),
$$

be the probability generating function of $\mathrm{H}_{n, j}$. Thus

$$
\begin{aligned}
\psi_{n, j}(v) & =\frac{(j-1)!(n-j-1)!}{T_{n, b}}\left[z^{j-1} u^{n-j-1}\right] W(z, u, v) \\
& =v \frac{b!^{\left.\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right| \begin{array}{c}
n+v-2 \\
n-j-1
\end{array}\right)}}{(n-1)\binom{n-2}{j-1}} \\
& +\frac{v^{2}}{2 v-1} \frac{\left.b!\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right| \begin{array}{c}
n+v-2 \\
n-j-1
\end{array}\right)}{(n-1)\binom{n-2}{j-1}}\binom{2 v+j-2}{j-1} \\
& -\frac{v^{2}}{2 v-1} \frac{\left.b!\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right| \begin{array}{c}
n+v-2 \\
n-j-1
\end{array}\right)}{(n-1)\binom{n-2}{j-1}} .
\end{aligned}
$$

Let

$$
\begin{aligned}
& \mu_{n, j}:=b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|}(\log n+\log j), \\
& \sigma_{n, j}^{2}=b!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|}(\log n+\log j),
\end{aligned}
$$

and

$$
M_{n, j}(t)=\mathbb{E}\left(e^{t Z}\right)=\sum_{z \geq 0} e^{\mathrm{tz}} P(Z=z)
$$

be the moment generating function of

$$
\mathrm{Z}=\sigma_{\mathrm{n}, \mathrm{j}}{ }^{-1}\left(\mathrm{H}_{\mathrm{n}, \mathrm{j}}-\mu_{\mathrm{n}, \mathrm{j}}\right) .
$$

Then

$$
M_{n, j}(t)=e^{-\frac{\mu_{n, j}}{\sigma_{n, j}}} \psi_{n, j}\left(e^{\frac{t}{\sigma n, j}}\right) .
$$

Now we split the region $1 \leq \mathfrak{j}<\boldsymbol{n}$ into two cases: $\mathfrak{j}$ big and $\mathfrak{j} \geq \log n$, and $\mathfrak{j}$ small and $\mathfrak{j} \leq \log n$. With the same consideration of [7] proof is completed.
We get also as a corollary similar results for the random variable $H_{n, i, j}$, which counts the distance between the bucket containing label $\mathfrak{i}$ and bucket containing label $j$ in our random tree of size $n$.

Corollary 3 For $1 \leq \mathfrak{i}<\mathfrak{j}<\mathfrak{n}$,

$$
\begin{gathered}
\mathbb{E}\left(\mathrm{H}_{n, i, j}\right)=\operatorname{Var}\left(\mathrm{H}_{n, i, j}\right)=\mathrm{b}!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|}(\log \mathfrak{i}+\log \mathfrak{j})+\mathcal{O}(1) . \\
\text { If } \mu_{n, i, j}:=\mathrm{b}!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|}(\log \mathfrak{i}+\log \mathfrak{j}), \sigma_{n, i, j}^{2}=\mathrm{b}!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|}(\log \mathfrak{i}+\log \mathfrak{j}) \text {, then } \\
\mathrm{Z}=\frac{\mathrm{H}_{n, i, j}-\mathrm{b}!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|}(\log \mathfrak{i}+\log \mathfrak{j})}{\sqrt{\mathrm{b}!^{\sum_{i=1}^{r}\left|\mathcal{P}_{k_{i}}\right|}(\log \mathfrak{i}+\log \mathfrak{j})}} \xrightarrow{\mathrm{d}} \mathrm{~N}(0,1)
\end{gathered}
$$

for arbitrary sequences $(\mathrm{n}, \mathfrak{i}(\mathrm{n}), \mathfrak{j}(\mathrm{n}))_{\mathfrak{n} \in \mathbb{N}}$.

## 4 Conclusion

In this paper, we studied the random variable depth of label $j$ in a bucket recursive tree with variable bucket capacities and maximal bucket size $b(n \geq \mathfrak{j})$. We obtained a closed formula for the probability distribution, the expectation and the variance. We showed as $\mathfrak{j} \rightarrow \infty$, limiting distributions are Gaussian. In passing, we studied the random variable $\mathrm{H}_{\mathrm{n}, \mathrm{j}}$, which counts the distance, measured by the number of edges lying on the connecting path, between bucket containing label $\boldsymbol{j}$ and bucket containing label $\boldsymbol{n}$. Finally, we extend our results to the random variable $\mathrm{H}_{\mathrm{n}, \mathrm{i}, \mathrm{j}}$ which counts the distance between the bucket containing label $\mathfrak{i}$ and bucket containing label $\mathfrak{j}$ in our random tree of size $n$. We obtained this results by presenting partial differential equations for moment generating functions and solving them.
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#### Abstract

We give a new solution to the Rhoades' open problem on the discontinuity at fixed point via the notion of an S-metric. To do this, we develop a new technique by means of the notion of a Zamfirescu mapping. Also, we consider a recent problem called the "fixed-circle problem" and propose a new solution to this problem as an application of our technique.


## 1 Introduction and preliminaries

Fixed-point theory has been extensively studied by various aspects. One of these is the discontinuity problem at fixed points (see $[1,2,3,4,5,6,24,25,26$, 27] for some examples). Discontinuous functions have been widely appeared in many areas of science such as neural networks (for example, see [7, 12, 13, 14]). In this paper, we give a new solution to the Rhoades' open problem (see [28] for more details) on the discontinuity at fixed point in the setting of an Smetric space which is a recently introduced generalization of a metric space. S-metric spaces were introduced in [29] by Sedgi et al., as follows:

Definition 1 [29] Let X be a nonempty set and $\mathcal{S}: \mathrm{X} \times \mathrm{X} \times \mathrm{X} \rightarrow[0, \infty)$ a function satisfying the following conditions for all $x, y, z, a \in X$ :
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S1) $\mathcal{S}(x, y, z)=0$ if and only if $x=y=z$,
S2) $\mathcal{S}(x, y, z) \leq \mathcal{S}(x, x, a)+\mathcal{S}(y, y, a)+\mathcal{S}(z, z, a)$.
Then $\mathcal{S}$ is called an S -metric on X and the pair $(\mathrm{X}, \mathcal{S})$ is called an S -metric space.

Relationships between a metric and an S-metric were given as follows:
Lemma 1 [9] Let (X, d) be a metric space. Then the following properties are satisfied:

1. $\mathcal{S}_{\mathrm{d}}(\mathrm{x}, \mathrm{y}, \mathrm{z})=\mathrm{d}(\mathrm{x}, \mathrm{z})+\mathrm{d}(\mathrm{y}, \mathrm{z})$ for all $\mathrm{x}, \mathrm{y}, \mathrm{z} \in \mathrm{X}$ is an S -metric on X .
2. $x_{n} \rightarrow x$ in $(X, d)$ if and only if $x_{n} \rightarrow x$ in $\left(X, \mathcal{S}_{d}\right)$.
3. $\left\{\mathrm{x}_{\mathrm{n}}\right\}$ is Cauchy in $(\mathrm{X}, \mathrm{d})$ if and only if $\left\{\mathrm{x}_{\mathrm{n}}\right\}$ is Cauchy in $\left(\mathrm{X}, \mathcal{S}_{\mathrm{d}}\right)$.
4. $(\mathrm{X}, \mathrm{d})$ is complete if and only if $\left(\mathrm{X}, \mathcal{S}_{\mathrm{d}}\right)$ is complete.

The metric $\mathcal{S}_{\mathrm{d}}$ was called as the S -metric generated by d [17]. Some examples of an $S$-metric which is not generated by any metric are known (see [9, 17] for more details).

Furthermore, Gupta claimed that every $S$-metric on $X$ defines a metric $d_{S}$ on X as follows:

$$
\begin{equation*}
d_{S}(x, y)=\mathcal{S}(x, x, y)+\mathcal{S}(y, y, x) \tag{1}
\end{equation*}
$$

for all $x, y \in X[8]$. However, since the triangle inequality does not satisfied for all elements of $X$ everywhen, the function $d_{S}(x, y)$ defined in (1) does not always define a metric (see [17]).

In the following, we see an example of an S-metric which is not generated by any metric.

Example 1 [17] Let $\mathrm{X}=\mathbb{R}$ and the function $\mathcal{S}: \mathrm{X} \times \mathrm{X} \times \mathrm{X} \rightarrow[0, \infty)$ be defined as

$$
\mathcal{S}(x, y, z)=|x-z|+|x+z-2 y|
$$

for all $x, y, z \in \mathbb{R}$. Then $\mathcal{S}$ is an $S$-metric which is not generated by any metric and the pair $(\mathrm{X}, \mathcal{S})$ is an S -metric space.

The following lemma will be used in the next sections.
Lemma 2 [29] Let $(\mathrm{X}, \mathcal{S})$ be an S -metric space. Then we have

$$
\mathcal{S}(x, x, y)=\mathcal{S}(y, y, x)
$$

In this paper, our aim is to obtain a new solution to the Rhoades' open problem on the existence of a contractive condition which is strong enough to generate a fixed point but which does not force the map to be continuous at the fixed point. To do this, we inspire of a result of Zamfirescu given in [33].

On the other hand, a recent aspect to the fixed point theory is to consider geometric properties of the set Fix(T), the fixed point set of the self-mapping T. Fixed-circle problem (resp. fixed-disc problem) have been studied in this context (see $[6,18,19,20,21,22,23,26,27,30,31]$ ). As an application, we present a new solution to these problems. We give necessary examples to support our theoretical results.

## 2 Main results

From now on, we assume that $(X, \mathcal{S})$ is an $S$-metric space and $T: X \rightarrow X$ is a self-mapping. In this section, we use the numbers defined as

$$
M_{z}(x, y)=\max \left\{\operatorname{ad}(x, y), \frac{b}{2}[d(x, T x)+d(y, T y)], \frac{c}{2}[d(x, T y)+d(y, T x)]\right\}
$$

and

$$
M_{z}^{S}(x, y)=\max \left\{\begin{array}{c}
a \mathcal{S}(x, x, y), \frac{b}{2}[\mathcal{S}(x, x, T x)+\mathcal{S}(y, y, T y)] \\
\frac{c}{2}[\mathcal{S}(x, x, T y)+\mathcal{S}(y, y, T x)]
\end{array}\right\}
$$

where $a, b \in[0,1)$ and $c \in\left[0, \frac{1}{2}\right]$.
We give the following theorem as a new solution to the Rhoades' open problem.

Theorem 1 Let $(\mathrm{X}, \mathcal{S})$ be a complete S -metric space and T a self-mapping on X satisfying the conditions
i) There exists a function $\phi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$such that $\phi(\mathrm{t})<\mathrm{t}$ for each $\mathrm{t}>0$ and

$$
\mathcal{S}(T x, T x, T y) \leq \phi\left(M_{z}^{S}(x, y)\right)
$$

for all $x, y \in X$,
ii) There exists $a \delta=\delta(\varepsilon)>0$ such that $\varepsilon<M_{z}^{S}(x, y)<\varepsilon+\delta$ implies $\mathcal{S}(\mathrm{Tx}, \mathrm{Tx}, \mathrm{Ty}) \leq \varepsilon$ for a given $\varepsilon>0$.

Then T has a unique fixed point $\mathrm{u} \in \mathrm{X}$. Also, T is discontinuous at u if and only if $\lim _{x \rightarrow \mathfrak{u}} M_{z}^{S}(x, u) \neq 0$.

Proof. At first, we define the number

$$
\xi=\max \left\{a, \frac{2}{2-b}, \frac{c}{2-2 c}\right\} .
$$

Clearly, we have $\xi<1$.
By the condition (i), there exists a function $\phi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$such that $\phi(\mathrm{t})<\mathrm{t}$ for each $t>0$ and

$$
\mathcal{S}(\mathrm{Tx}, \mathrm{~T} x, \mathrm{~T} y) \leq \phi\left(\mathrm{M}_{z}^{S}(x, y)\right),
$$

for all $x, y \in X$. Using the properties of $\phi$, we obtain

$$
\begin{equation*}
\mathcal{S}(T x, T x, T y)<M_{z}^{S}(x, y), \tag{2}
\end{equation*}
$$

whenever $M_{z}^{S}(x, y)>0$.
Let us consider any $x_{0} \in X$ with $x_{0} \neq T x_{0}$ and define a sequence $\left\{x_{n}\right\}$ as $x_{n+1}=T x_{n}=T^{n} x_{0}$ for all $n=0,1,2,3, \ldots$ Using the condition (i) and the inequality (2), we get

$$
\begin{align*}
\mathcal{S}\left(x_{n}, x_{n}, x_{n+1}\right) & =\mathcal{S}\left(T x_{n-1}, T x_{n-1}, T x_{n}\right) \leq \phi\left(M_{z}^{S}\left(x_{n-1}, x_{n}\right)\right)  \tag{3}\\
& <M_{z}^{S}\left(x_{n-1}, x_{n}\right) \\
& =\max \left\{\begin{array}{c}
a \mathcal{L}\left(x_{n-1}, x_{n-1}, x_{n}\right), \\
\frac{b}{2}\left[\mathcal{S}\left(x_{n-1}, x_{n-1}, T x_{n-1}\right)+\mathcal{S}\left(x_{n}, x_{n}, T x_{n}\right)\right] \\
\frac{c}{2}\left[\mathcal{S}\left(x_{n-1}, x_{n-1}, T x_{n}\right)+\mathcal{S}\left(x_{n}, x_{n}, T x_{n-1}\right)\right]
\end{array}\right\} \\
& =\max \left\{\begin{array}{c}
a \mathcal{S}\left(x_{n-1}, x_{n-1}, x_{n}\right), \\
\frac{b}{2}\left[\mathcal{S}\left(x_{n-1}, x_{n-1}, x_{n}\right)+\mathcal{S}\left(x_{n}, x_{n}, x_{n+1}\right)\right] \\
\frac{c}{2}\left[\mathcal{S}\left(x_{n-1}, x_{n-1}, x_{n+1}\right)+\mathcal{S}\left(x_{n}, x_{n}, x_{n}\right)\right]
\end{array}\right\} \\
& =\max \left\{\begin{array}{c}
a \mathcal{S}\left(x_{n-1}, x_{n-1}, x_{n}\right), \\
\frac{b}{2}\left[\mathcal{S}\left(x_{n-1}, x_{n-1}, x_{n}\right)+\mathcal{S}\left(x_{n}, x_{n}, x_{n+1}\right)\right] \\
\frac{c}{2} \mathcal{S}\left(x_{n-1}, x_{n-1}, x_{n+1}\right)
\end{array}\right\} .
\end{align*}
$$

Assume that $M_{z}^{S}\left(x_{n-1}, x_{n}\right)=a \mathcal{S}\left(x_{n-1}, x_{n-1}, x_{n}\right)$. Then using the inequality (3), we have
$\mathcal{S}\left(x_{n}, x_{n}, x_{n+1}\right)<a \mathcal{S}\left(x_{n-1}, x_{n-1}, x_{n}\right) \leq \xi \mathcal{S}\left(x_{n-1}, x_{n-1}, x_{n}\right)<\mathcal{S}\left(x_{n-1}, x_{n-1}, x_{n}\right)$ and so

$$
\begin{equation*}
\mathcal{S}\left(x_{n}, x_{n}, x_{n+1}\right)<\mathcal{S}\left(x_{n-1}, x_{n-1}, x_{n}\right) . \tag{4}
\end{equation*}
$$

Let $M_{z}^{S}\left(x_{n-1}, x_{n}\right)=\frac{b}{2}\left[\mathcal{S}\left(x_{n-1}, x_{n-1}, x_{n}\right)+\mathcal{S}\left(x_{n}, x_{n}, x_{n+1}\right)\right]$. Again using the inequality (3), we get

$$
\mathcal{S}\left(x_{n}, x_{n}, x_{n+1}\right)<\frac{b}{2}\left[\mathcal{S}\left(x_{n-1}, x_{n-1}, x_{n}\right)+\mathcal{S}\left(x_{n}, x_{n}, x_{n+1}\right)\right]
$$

which implies

$$
\left(1-\frac{b}{2}\right) \mathcal{S}\left(x_{n}, x_{n}, x_{n+1}\right)<\frac{b}{2} \mathcal{S}\left(x_{n-1}, x_{n-1}, x_{n}\right)
$$

and hence

$$
\mathcal{S}\left(x_{n}, x_{n}, x_{n+1}\right)<\frac{b}{2-b} \mathcal{S}\left(x_{n-1}, x_{n-1}, x_{n}\right) \leq \xi \mathcal{S}\left(x_{n-1}, x_{n-1}, x_{n}\right)
$$

This yields

$$
\begin{equation*}
\mathcal{S}\left(x_{n}, x_{n}, x_{n+1}\right)<\mathcal{S}\left(x_{n-1}, x_{n-1}, x_{n}\right) \tag{5}
\end{equation*}
$$

Suppose that $M_{z}^{S}\left(x_{n-1}, x_{n}\right)=\frac{c}{2} \mathcal{S}\left(x_{n-1}, x_{n-1}, x_{n+1}\right)$. Then using the inequality (3), Lemma 2 and the condition (S2), we obtain

$$
\begin{aligned}
\mathcal{S}\left(x_{n}, x_{n}, x_{n+1}\right) & <\frac{c}{2} \mathcal{S}\left(x_{n-1}, x_{n-1}, x_{n+1}\right)=\frac{c}{2} \mathcal{S}\left(x_{n+1}, x_{n+1}, x_{n-1}\right) \\
& \leq \frac{c}{2}\left[\mathcal{S}\left(x_{n-1}, x_{n-1}, x_{n}\right)+2 \mathcal{S}\left(x_{n+1}, x_{n+1}, x_{n}\right)\right] \\
& =\frac{c}{2} \mathcal{S}\left(x_{n-1}, x_{n-1}, x_{n}\right)+c \mathcal{S}\left(x_{n+1}, x_{n+1}, x_{n}\right) \\
& =\frac{c}{2} \mathcal{S}\left(x_{n-1}, x_{n-1}, x_{n}\right)+c \mathcal{S}\left(x_{n}, x_{n}, x_{n+1}\right)
\end{aligned}
$$

which implies

$$
(1-c) \mathcal{S}\left(x_{n}, x_{n}, x_{n+1}\right)<\frac{c}{2} \mathcal{S}\left(x_{n-1}, x_{n-1}, x_{n}\right)
$$

Considering this, we find

$$
\mathcal{S}\left(x_{n}, x_{n}, x_{n+1}\right)<\frac{c}{2(1-c)} \mathcal{S}\left(x_{n-1}, x_{n-1}, x_{n}\right) \leq \xi \mathcal{S}\left(x_{n-1}, x_{n-1}, x_{n}\right)
$$

and so

$$
\begin{equation*}
\mathcal{S}\left(x_{n}, x_{n}, x_{n+1}\right)<\mathcal{S}\left(x_{n-1}, x_{n-1}, x_{n}\right) . \tag{6}
\end{equation*}
$$

If we set $\alpha_{n}=\mathcal{S}\left(x_{n}, x_{n}, x_{n+1}\right)$, then by the inequalities (4), (5) and (6), we find

$$
\begin{equation*}
\alpha_{n}<\alpha_{n-1} \tag{7}
\end{equation*}
$$

that is, $\alpha_{n}$ is a strictly decreasing sequence of positive real numbers whence the sequence $\alpha_{n}$ tends to a limit $\alpha \geq 0$.

Assume that $\alpha>0$. There exists a positive integer $k \in \mathbb{N}$ such that $n \geq k$ implies

$$
\begin{equation*}
\alpha<\alpha_{n}<\alpha+\delta(\alpha) \tag{8}
\end{equation*}
$$

Using the condition (ii) and the inequality (7), we get

$$
\begin{equation*}
\mathcal{S}\left(T x_{n-1}, T x_{n-1}, T x_{n}\right)=\mathcal{S}\left(x_{n}, x_{n}, x_{n+1}\right)=\alpha_{n}<\alpha \tag{9}
\end{equation*}
$$

for $n \geq k$. Then the inequality (9) contradicts to the inequality (8). Therefore, it should be $\alpha=0$.

Now we prove that $\left\{x_{n}\right\}$ is a Cauchy sequence. Let us fix an $\varepsilon>0$. Without loss of generality, we suppose that $\delta(\varepsilon)<\varepsilon$. There exists $k \in \mathbb{N}$ such that

$$
\mathcal{S}\left(x_{n}, x_{n}, x_{n+1}\right)=\alpha_{n}<\frac{\delta}{4}
$$

for $n \geq k$ since $\alpha_{n} \rightarrow 0$. Using the mathematical induction and the Jachymski's technique (see $[10,11]$ for more details), we show

$$
\begin{equation*}
\mathcal{S}\left(x_{k}, x_{k}, x_{k+n}\right)<\varepsilon+\frac{\delta}{2} \tag{10}
\end{equation*}
$$

for any $n \in \mathbb{N}$. At first, the inequality (10) holds for $n=1$ since

$$
\mathcal{S}\left(x_{k}, x_{k}, x_{k+1}\right)=\alpha_{k}<\frac{\delta}{4}<\varepsilon+\frac{\delta}{2}
$$

Assume that the inequality (10) holds for some $n$. We show that the inequality (10) holds for $n+1$. By the condition (S2), we get

$$
\mathcal{S}\left(x_{k}, x_{k}, x_{k+n+1}\right) \leq 2 \mathcal{S}\left(x_{k}, x_{k}, x_{k+1}\right)+\mathcal{S}\left(x_{k+n+1}, x_{k+n+1}, x_{k+1}\right) .
$$

From Lemma 2, we have

$$
\mathcal{S}\left(x_{k+n+1}, x_{k+n+1}, x_{k+1}\right)=\mathcal{S}\left(x_{k+1}, x_{k+1}, x_{k+n+1}\right)
$$

and so it suffices to prove

$$
\mathcal{S}\left(\mathrm{x}_{\mathrm{k}+1}, \mathrm{x}_{\mathrm{k}+1}, \mathrm{x}_{\mathrm{k}+\mathrm{n}+1}\right) \leq \varepsilon
$$

To do this, we show

$$
M_{z}^{S}\left(x_{k}, x_{k+n}\right) \leq \varepsilon+\delta
$$

Then we find

$$
\begin{aligned}
& a \mathcal{S}\left(x_{k}, x_{k}, x_{k+n}\right)<\mathcal{S}\left(x_{k}, x_{k}, x_{k+n}\right)<\varepsilon+\frac{\delta}{2} \\
& \quad \frac{b}{2}\left[\mathcal{S}\left(x_{k}, x_{k}, x_{k+1}\right)+\mathcal{S}\left(x_{k+n}, x_{k+n}, x_{k+n+1}\right)\right] \\
& <\mathcal{S}\left(x_{k}, x_{k}, x_{k+1}\right)+\mathcal{S}\left(x_{k+n}, x_{k+n}, x_{k+n+1}\right) \\
& <\frac{\delta}{4}+\frac{\delta}{4}=\frac{\delta}{2}
\end{aligned}
$$

and

$$
\begin{align*}
& \frac{c}{2}\left[\mathcal{S}\left(x_{k}, x_{k}, x_{k+n+1}\right)+\mathcal{S}\left(x_{k+n}, x_{k+n}, x_{k+1}\right)\right] \\
& \leq \frac{c}{2}\left[4 \mathcal{S}\left(x_{k}, x_{k}, x_{k+1}\right)+\mathcal{S}\left(x_{k+1}, x_{k+1}, x_{k+1+n}\right)+\mathcal{S}\left(x_{k}, x_{k}, x_{k+n}\right)\right] \\
& =c\left[2 \mathcal{S}\left(x_{k}, x_{k}, x_{k+1}\right)+\frac{\mathcal{S}\left(x_{k+1}, x_{k+1}, x_{k+1+n}\right)}{2}+\frac{\mathcal{S}\left(x_{k}, x_{k}, x_{k+n}\right)}{2}\right]  \tag{11}\\
& <c\left[\frac{\delta}{2}+\varepsilon+\frac{\delta}{2}\right]<\varepsilon+\delta .
\end{align*}
$$

Using the definition of $M_{z}^{S}\left(x_{k}, x_{k+n}\right)$, the condition (ii) and the inequalities (10) and (11), we obtain

$$
M_{z}^{S}\left(x_{k}, x_{k+n}\right) \leq \varepsilon+\delta
$$

and so

$$
\mathcal{S}\left(\mathrm{x}_{\mathrm{k}+1}, \mathrm{x}_{\mathrm{k}+1}, \mathrm{x}_{\mathrm{k}+\mathrm{n}+1}\right) \leq \varepsilon .
$$

Hence we get

$$
\mathcal{S}\left(x_{k}, x_{k}, x_{k+n+1}\right)<\varepsilon+\frac{\delta}{2}
$$

whence $\left\{x_{n}\right\}$ is Cauchy. From the completeness hypothesis, there exists a point $u \in X$ such that $x_{n} \rightarrow u$ for $n \rightarrow \infty$. Also we get

$$
\lim _{n \rightarrow \infty} T x_{n}=\lim _{n \rightarrow \infty} x_{n+1}=u
$$

Now we prove that $u$ is a fixed point of $T$. On the contrary, assume that $u$ is not a fixed point of T . Then using the condition (i) and the property of $\phi$, we obtain

$$
\mathcal{S}\left(T u, T u, T x_{n}\right) \leq \phi\left(M_{z}^{S}\left(u, x_{n}\right)\right)<M_{z}^{S}\left(u, x_{n}\right)
$$

$$
=\max \left\{\begin{array}{c}
a \mathcal{S}\left(u, u, x_{n}\right), \frac{b}{2}\left[\mathcal{S}(u, u, T u)+\mathcal{S}\left(x_{n}, x_{n}, T x_{n}\right)\right] \\
\frac{c}{2}\left[\mathcal{S}\left(u, u, T x_{n}\right)+\mathcal{S}\left(x_{n}, x_{n}, T u\right)\right]
\end{array}\right\} .
$$

Using Lemma 2 and taking limit for $\mathrm{n} \rightarrow \infty$, we find

$$
\mathcal{S}(\mathrm{Tu}, \mathrm{Tu}, u)<\max \left\{\frac{b}{2} \mathcal{S}(u, u, \mathrm{Tu}), \frac{c}{2} \mathcal{S}(u, u, T u)\right\}<\mathcal{S}(\mathrm{Tu}, \mathrm{Tu}, u)
$$

a contradiction. It should be $T u=u$. We show that $u$ is the unique fixed point of $T$. Let $v$ be another fixed point of $T$ such that $u \neq v$. From the condition (i) and Lemma 2, we have

$$
\begin{aligned}
\mathcal{S}(T u, T u, T v) & =\mathcal{S}(u, u, v) \leq \phi\left(M_{z}^{S}(u, v)\right)<M_{z}^{S}(u, v) \\
& =\max \left\{\begin{array}{c}
a \mathcal{S}(u, u, v), \frac{b}{2}[\mathcal{S}(u, u, T u)+\mathcal{S}(v, v, T v)] \\
\frac{c}{2}[\mathcal{S}(u, u, T v)+\mathcal{S}(v, v, T u)]
\end{array}\right\} \\
& =\max \{a \mathcal{S}(u, u, v), c \mathcal{S}(u, u, v)\}<\mathcal{S}(u, u, v)
\end{aligned}
$$

a contradiction. So it should be $u=v$. Therefore, $T$ has a unique fixed point $u \in X$.

Finally, we prove that $T$ is discontinuous at $u$ if and only if $\lim _{x \rightarrow u} M_{z}^{S}(x, u) \neq$ 0 . To do this, we can easily show that $T$ is continuous at $u$ if and only if $\lim _{x \rightarrow u} M_{z}^{S}(x, u)=0$. Suppose that $T$ is continuous at the fixed point $u$ and $x_{n} \rightarrow u$. Hence we get $T x_{n} \rightarrow T u=u$ and using the condition (S2), we find

$$
\mathcal{S}\left(x_{n}, x_{n}, T x_{n}\right) \leq 2 \mathcal{S}\left(x_{n}, x_{n}, u\right)+\mathcal{S}\left(T x_{n}, T x_{n}, u\right) \rightarrow 0
$$

as $x_{n} \rightarrow u$. So we get $\lim _{x_{n} \rightarrow u} M_{z}^{S}\left(x_{n}, u\right)=0$. On the other hand, assume $\lim _{x_{n} \rightarrow u} M_{z}^{S}\left(x_{n}, u\right)=0$. Then we obtain $\mathcal{S}\left(x_{n}, x_{n}, T x_{n}\right) \rightarrow 0$ as $x_{n} \rightarrow u$, which implies $T x_{n} \rightarrow T u=u$. Consequently, $T$ is continuous at $u$.

We give an example.
Example 2 Let $\mathrm{X}=\{0,2,4,8\}$ and $(\mathrm{X}, \mathcal{S})$ be the S -metric space defined as in Example 1. Let us define the self-mapping $\mathrm{T}: \mathrm{X} \rightarrow \mathrm{X}$ as

$$
\mathrm{T} x=\left\{\begin{array}{ll}
4 & ; \\
2 \leq 4 \\
2 & ; \\
x>4
\end{array},\right.
$$

for all $x \in\{0,2,4,8\}$. Then $T$ satisfies the conditions of Theorem 1 with $\mathrm{a}=$ $\frac{3}{4}, \mathrm{~b}=\mathrm{c}=0$ and has a unique fixed point $\mathrm{x}=4$. Indeed, we get the following table :

$$
\begin{aligned}
& \mathcal{S}(T x, T x, T y)=0 \quad \text { and } \quad 3 \leq M_{z}^{S}(x, y) \leq 6 \text { when } x, y \leq 4 \\
& \mathcal{S}(T x, T x, T y)=4 \quad \text { and } \quad 6 \leq M_{z}^{S}(x, y) \leq 12 \text { when } x \leq 4, y>4 \\
& \mathcal{S}(T x, T x, T y)=4 \quad \text { and } \quad 6 \leq M_{z}^{S}(x, y) \leq 12 \text { when } x>4, y \leq 4
\end{aligned}
$$

Hence T satisfies the conditions of Theorem 1 with

$$
\phi(t)=\left\{\begin{array}{lll}
5 & ; & t \geq 6 \\
\frac{t}{2} & ; & t<6
\end{array}\right.
$$

and

$$
\delta(\varepsilon)=\left\{\begin{array}{ccc}
6 & ; & \varepsilon \geq 3 \\
6-\varepsilon & ; & \varepsilon<3
\end{array} .\right.
$$

Now we give the following results as the consequences of Theorem 1.
Corollary 1 Let $(X, \mathcal{S})$ be a complete S -metric space and T a self-mapping on X satisfying the conditions
i) $\mathcal{S}(\mathrm{Tx}, \mathrm{Tx}, \mathrm{Ty})<\mathrm{M}_{z}^{S}(\mathrm{x}, \mathrm{y})$ for any $\mathrm{x}, \mathrm{y} \in \mathrm{X}$ with $\mathrm{M}_{z}^{S}(\mathrm{x}, \mathrm{y})>0$,
ii) There exists a $\delta=\delta(\varepsilon)>0$ such that $\varepsilon<M_{z}^{S}(x, y)<\varepsilon+\delta$ implies $\mathcal{S}(\mathrm{Tx}, \mathrm{Tx}, \mathrm{Ty}) \leq \varepsilon$ for a given $\varepsilon>0$.

Then T has a unique fixed point $\mathrm{u} \in \mathrm{X}$. Also, T is discontinuous at u if and only if $\lim _{x \rightarrow \mathfrak{u}} M_{z}^{S}(x, u) \neq 0$.

Corollary 2 Let $(\mathrm{X}, \mathcal{S})$ be a complete S -metric space and T a self-mapping on $X$ satisfying the conditions
i) There exists a function $\phi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$such that $\phi(\mathcal{S}(\mathrm{x}, \mathrm{x}, \mathrm{y}))<\mathcal{S}(\mathrm{x}, \mathrm{x}, \mathrm{y})$ and $\mathcal{S}(\mathrm{Tx}, \mathrm{Tx}, \mathrm{Ty}) \leq \phi(\mathcal{S}(\mathrm{x}, \mathrm{x}, \mathrm{y}))$,
ii) There exists a $\delta=\delta(\varepsilon)>0$ such that $\varepsilon<t<\varepsilon+\delta$ implies $\phi(\mathrm{t}) \leq \varepsilon$ for any $\mathrm{t}>0$ and a given $\varepsilon>0$.

Then T has a unique fixed point $\mathrm{u} \in \mathrm{X}$.
The following theorem shows that the power contraction of the type $M_{z}^{S}(x, y)$ allows also the possibility of discontinuity at the fixed point.

Theorem 2 Let $(\mathrm{X}, \mathcal{S})$ be a complete S -metric space and T a self-mapping on $X$ satisfying the conditions
i) There exists a function $\phi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$such that $\phi(\mathrm{t})<\mathrm{t}$ for each $\mathrm{t}>0$ and

$$
\mathcal{S}\left(T^{m} x, T^{m} x, T^{m} y\right) \leq \phi\left(M_{z}^{S^{*}}(x, y)\right)
$$

where

$$
M_{z}^{S^{*}}(x, y)=\max \left\{\begin{array}{c}
a \mathcal{S}(x, x, y), \frac{b}{2}\left[\mathcal{S}\left(x, x, T^{m} x\right)+\mathcal{S}\left(y, y, T^{m} y\right)\right] \\
\frac{c}{2}\left[\mathcal{S}\left(x, x, T^{m} y\right)+\mathcal{S}\left(y, y, T^{m} x\right)\right]
\end{array}\right\}
$$

for all $x, y \in X$,
ii) There exists a $\delta=\delta(\varepsilon)>0$ such that $\varepsilon<M_{z}^{S^{*}}(\mathrm{x}, \mathrm{y})<\varepsilon+\delta$ implies $\mathcal{S}\left(\mathrm{T}^{\mathrm{m}} \mathrm{x}, \mathrm{T}^{\mathrm{m}} \mathrm{x}, \mathrm{T}^{\mathrm{m}} \mathrm{y}\right) \leq \varepsilon$ for a given $\varepsilon>0$.

Then T has a unique fixed point $\mathrm{u} \in \mathrm{X}$. Also, T is discontinuous at u if and only if $\lim _{x \rightarrow \mathfrak{u}} M_{z}^{S^{*}}(x, u) \neq 0$.

Proof. By Theorem 1, the function $T^{m}$ has a unique fixed point $u$. Hence we have

$$
\mathrm{Tu}=\mathrm{T}^{\mathrm{m}} u=\mathrm{T}^{\mathrm{m}} \mathrm{Tu}
$$

and so $T u$ is another fixed point of $T^{m}$. From the uniqueness of the fixed point, we obtain $T u=u$, that is, $T$ has a unique fixed point $u$.

We note that if the $S$-metric $\mathcal{S}$ generates a metric $d$ then we consider Theorem 1 on the corresponding metric space as follows:

Theorem 3 Let ( $\mathrm{X}, \mathrm{d}$ ) be a complete metric space and T a self-mapping on X satisfying the conditions
i) There exists a function $\phi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$such that $\phi(\mathrm{t})<\mathrm{t}$ for each $\mathrm{t}>0$ and

$$
d(T x, T y) \leq \phi\left(M_{z}(x, y)\right)
$$

for all $x, y \in X$,
ii) There exists $a \delta=\delta(\varepsilon)>0$ such that $\varepsilon<M_{z}(x, y)<\varepsilon+\delta$ implies $\mathrm{d}(\mathrm{T} x, \mathrm{~T} y) \leq \varepsilon$ for a given $\varepsilon>0$.

Then T has a unique fixed point $\mathfrak{u} \in \mathrm{X}$. Also, T is discontinuous at u if and only if $\lim _{x \rightarrow u} M_{z}(x, u) \neq 0$.

Proof. By the similar arguments used in the proof of Theorem 1, the proof can be easily obtained.

## 3 An application to the fixed-circle problem

In this section, we investigate new solutions to the fixed-circle problem raised by Özgür and Taş in [19] related to the geometric properties of the set Fix(T) for a self mapping $T$ on an $S$-metric space $(X, \mathcal{S})$. Some fixed-circle or fixeddisc results, as the direct solutions of this problem, have been studied using various methods on a metric space or some generalized metric spaces (see $[15,16,20,21,22,23,26,27,30,31,32])$.

Now we recall the notions of a circle and a disc on an S-metric space as follows:

$$
C_{x_{0}, r}^{S}=\left\{x \in X: \mathcal{S}\left(x, x, x_{0}\right)=r\right\}
$$

and

$$
D_{x_{0}, r}^{S}=\left\{x \in X: \mathcal{S}\left(x, x, x_{0}\right) \leq r\right\},
$$

where $r \in[0, \infty)[20,29]$.
If $T x=x$ for all $x \in C_{x_{0}, r}^{S}$ (resp. $x \in D_{x_{0}, r}^{S}$ ) then the circle $C_{x_{0}, r}^{S}$ (resp. the disc $D_{x_{0}, r}^{S}$ ) is called as the fixed circle (resp. fixed disc) of $T$ (for more details see $[15,20]$ ).

We begin with the following definition.
Definition 2 A self-mapping T is called an $\mathcal{S}$-Zamfirescu type $\mathrm{x}_{0}$-mapping if there exist $x_{0} \in X$ and $a, b \in[0,1)$ such that
$\mathcal{S}(\mathrm{T} x, \mathrm{~T} x, x)>0 \Longrightarrow \mathcal{S}(\mathrm{~T} x, \mathrm{~T} x, x) \leq \max \left\{\begin{array}{c}\mathrm{a} \mathcal{S}\left(x, \mathrm{x}, \mathrm{x}_{0}\right), \\ \frac{\mathrm{b}}{2}\left[\mathcal{S}\left(\mathrm{~T} x_{0}, \mathrm{~T} x_{0}, \mathrm{x}\right)+\mathcal{S}\left(\mathrm{T} x, \mathrm{~T} x, x_{0}\right)\right]\end{array}\right\}$, for all $x \in X$.

We define the following number:

$$
\begin{equation*}
\rho:=\inf \{\mathcal{S}(T x, T x, x): T x \neq x, x \in X\} . \tag{12}
\end{equation*}
$$

Now we prove that the set Fix(T) contains a circle (resp. a disc) by means of the number $\rho$.

Theorem 4 If T is an $\mathcal{S}$-Zamfirescu type $\mathrm{x}_{0}$-mapping with $\mathrm{x}_{0} \in \mathrm{X}$ and the condition

$$
\mathcal{S}\left(\mathrm{T} x, \mathrm{~T} x, \mathrm{x}_{0}\right) \leq \rho
$$

holds for each $\mathrm{x} \in \mathrm{C}_{\mathrm{x}_{0}, \rho}^{\mathrm{S}}$ then $\mathrm{C}_{\mathrm{x}_{0}, \rho}^{\mathrm{S}}$ is a fixed circle of T , that is, $\mathrm{C}_{\mathrm{x}_{0}, \rho}^{\mathrm{S}} \subset \mathrm{Fix}(\mathrm{T})$.
Proof. At first, we show that $x_{0}$ is a fixed point of $T$. On the contrary, let $T x_{0} \neq$ $x_{0}$. Then we have $\mathcal{S}\left(T x_{0}, T x_{0}, x_{0}\right)>0$. By the definition of an $\mathcal{S}$-Zamfirescu type $x_{0}$-mapping and the condition (S1), we obtain

$$
\begin{aligned}
\mathcal{S}\left(T x_{0}, T x_{0}, x_{0}\right) & \leq \max \left\{a \mathcal{S}\left(x_{0}, x_{0}, x_{0}\right), \frac{b}{2}\left[\mathcal{S}\left(T x_{0}, T x_{0}, x_{0}\right)+\mathcal{S}\left(T x_{0}, T x_{0}, x_{0}\right)\right]\right\} \\
& =b \mathcal{S}\left(T x_{0}, T x_{0}, x_{0}\right)
\end{aligned}
$$

a contradiction because of $b \in[0,1)$. This shows that $T x_{0}=x_{0}$.
We have two cases:
Case 1: If $\rho=0$, then we get $C_{x_{0}, \rho}^{S}=\left\{x_{0}\right\}$ and clearly this is a fixed circle of T .

Case 2: Let $\rho>0$ and $x \in C_{x_{0}, \rho}^{S}$ be any point such that $T x \neq x$. Then we have

$$
\mathcal{S}(\mathrm{T} x, \mathrm{~T} x, x)>0
$$

and using the hypothesis we obtain,

$$
\begin{aligned}
\mathcal{S}(\mathrm{Tx}, \mathrm{Tx}, \mathrm{x}) & \leq \max \left\{\mathrm{a} \mathcal{S}\left(x, x, x_{0}\right), \frac{\mathrm{b}}{2}\left[\mathcal{S}\left(\mathrm{~T} x_{0}, \mathrm{~T} x_{0}, x\right)+\mathcal{S}\left(\mathrm{Tx}, \mathrm{~T} x, x_{0}\right)\right]\right\} \\
& \leq \max \{\mathrm{a} \rho, \mathrm{~b} \rho\}<\rho,
\end{aligned}
$$

which is a contradiction with the definition of $\rho$. Hence it should be $T x=x$ whence $C_{\chi_{0}, \rho}^{S}$ is a fixed circle of $T$.

Corollary 3 If T is an $\mathcal{S}$-Zamfirescu type $\mathrm{x}_{0}$-mapping with $\mathrm{x}_{0} \in \mathrm{X}$ and the condition

$$
\mathcal{S}\left(T x, T x, x_{0}\right) \leq \rho
$$

holds for each $\mathrm{x} \in \mathrm{D}_{\mathrm{x}_{0}, \rho}^{S}$ then $\mathrm{D}_{\mathrm{x}_{0}, \rho}^{S}$ is a fixed disc of T , that is, $\mathrm{D}_{\mathrm{x}_{0}, \mathrm{\rho}}^{S} \subset \operatorname{Fix}(\mathrm{~T})$.
Now we give an illustrative example to show the effectiveness of our results.
Example 3 Let $\mathrm{X}=\mathbb{R}$ and $(\mathrm{X}, \mathcal{S})$ be the S -metric space defined as in Example 1. Let us define the self-mapping $\mathrm{T}: \mathrm{X} \rightarrow \mathrm{X}$ as

$$
T x=\left\{\begin{array}{cc}
x & ; \\
x \in[-3,3] \\
x+1 & ; \\
x \notin[-3,3]
\end{array}\right.
$$

for all $x \in \mathbb{R}$. Then T is an $\mathcal{S}$-Zamfirescu type $\mathrm{x}_{0}$-mapping with $\mathrm{x}_{0}=0, a=\frac{1}{2}$ and $\mathrm{b}=0$. Indeed, we get

$$
\mathcal{S}(T x, T x, x)=2|T x-x|=2>0,
$$

for all $x \in(-\infty,-3) \cup(3, \infty)$. So we obtain

$$
\begin{aligned}
\mathcal{S}(\mathrm{T} x, \mathrm{~T} x, x) & =2 \leq \max \left\{\mathrm{aS}(x, x, 0), \frac{\mathrm{b}}{2}[\mathcal{S}(0,0, x)+\mathcal{S}(x+1, x+1,0)]\right\} \\
& =\frac{1}{2} .2|x| .
\end{aligned}
$$

Also we have

$$
\rho=\inf \{\mathcal{S}(T x, T x, x): T x \neq x, x \in X\}=2
$$

and

$$
\mathcal{S}(\mathrm{T} x, \mathrm{~T} x, 0)=\mathcal{S}(x, x, 0) \leq 2,
$$

for all $x \in C_{0,2}^{S}=\{x: \mathcal{S}(x, x, 0)=2\}=\{x: 2|x|=2\}=\{x:|x|=1\}$. Consequently, T fixes the circle $\mathrm{C}_{0,2}^{\mathrm{S}}$ and the disc $\mathrm{D}_{0,2}^{\mathrm{S}}$.
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#### Abstract

In the paper, by a general and fundamental, but non-extensively circulated, formula for derivatives of a ratio of two differentiable functions and by a recursive relation of the Hessenberg determinant, the author finds a new determinantal expression and a new recursive relation of the Delannoy numbers. Consequently, the author derives a recursive relation for computing central Delannoy numbers in terms of related Delannoy numbers.


## 1 Motivations

The Delannoy numbers, denoted by $D(p, q)$ for $p, q \geq 0$, form an array of positive integers which are related to lattice paths enumeration and other problems in combinatorics. For more information on their history and status in combinatorics, please refer to [1] and closely related references therein.
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In [1, Section 2] and [7], the explicit formulas

$$
D(p, q)=\sum_{i=0}^{p}\binom{p}{i}\binom{q}{i} 2^{i} \quad \text { and } \quad D(p, q)=\sum_{i=0}^{q}\binom{q}{i}\binom{p+q-i}{q}
$$

were given. It is well known [7] that the Delannoy numbers $D(p, q)$ satisfy a simple recurrence

$$
D(p, q)=D(p-1, q)+D(p-1, q-1)+D(p, q-1)
$$

and can be generated by

$$
\frac{1}{1-x-y-x y}=\sum_{p, q=0}^{\infty} D(p, q) x^{p} y^{q}
$$

When taking $\mathfrak{n}=\mathrm{p}=\mathrm{q}$, the numbers $\mathrm{D}(\mathrm{n})=\mathrm{D}(\mathrm{n}, \mathfrak{n})$ are known $[7]$ as central Delannoy numbers which have the generating function

$$
\begin{equation*}
\frac{1}{\sqrt{1-6 x+x^{2}}}=\sum_{n=0}^{\infty} D(n) x^{k}=1+3 x+13 x^{2}+63 x^{3}+\cdots \tag{1}
\end{equation*}
$$

In [6, Theorems 1.1 and 1.3], considering the generating function (1), among other things, the authors expressed central Delannoy numbers $D(n)$ by an integral

$$
\begin{equation*}
\mathrm{D}(\mathrm{n})=\frac{1}{\pi} \int_{3-2 \sqrt{2}}^{3+2 \sqrt{2}} \frac{1}{\sqrt{(\mathrm{t}-3+2 \sqrt{2})(3+2 \sqrt{2}-\mathrm{t})}} \frac{1}{\mathrm{t}^{\mathrm{n}+1}} \mathrm{dt} \tag{2}
\end{equation*}
$$

and by a determinant

$$
D(n)=(-1)^{n}\left|\begin{array}{ccccccc}
a_{1} & 1 & 0 & \cdots & 0 & 0 & 0 \\
a_{2} & a_{1} & 1 & \cdots & 0 & 0 & 0 \\
a_{3} & a_{2} & a_{1} & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
a_{n-2} & a_{n-3} & a_{n-4} & \cdots & a_{1} & 1 & 0 \\
a_{n-1} & a_{n-2} & a_{n-3} & \cdots & a_{2} & a_{1} & 1 \\
a_{n} & a_{n-1} & a_{n-2} & \cdots & a_{3} & a_{2} & a_{1}
\end{array}\right|
$$

for $n \in \mathbb{N}$, where

$$
a_{n}=\frac{(-1)^{n+1}}{6^{n}} \sum_{\ell=1}^{n}(-1)^{\ell} 6^{2 \ell} \frac{(2 \ell-3)!!}{(2 \ell)!!}\binom{\ell}{n-\ell} .
$$

Making use of the integral expression 2, the authors derived in [5, 6] some new analytic properties, including some product inequalities and determinantal inequalities, of central Delannoy numbers $D(n)$.

In this paper, by a general and fundamental, but non-extensively circulated, formula for derivatives of a ratio of two differentiable functions in [2, p. 40] and by a recursive relation of the Hessenberg determinant in [3, p. 222, Theorem], we find a new determinantal expression and a new recursive relation of the Delannoy numbers $D(p, q)$. Consequently, we derive a recursive relation for computing central Delannoy numbers $D(n)$ in terms of related Delannoy numbers $D(p, q)$.

## 2 A determinantal expression of the Delannoy numbers

In this section, by virtue of a general and fundamental, but non-extensively circulated, formula for derivatives of a ratio of two differentiable functions in $[2$, p. 40], we find a new determinantal expression of the Delannoy numbers $D(p, q)$.

Theorem 1 For $\mathrm{p}, \mathrm{q} \geq 0$, the Delannoy numbers $\mathrm{D}(\mathrm{p}, \mathrm{q})$ can be determinantally expressed by

$$
\begin{equation*}
D(p, q)=\frac{(-1)^{q}}{q!}\left|L_{(q+1) \times 1}(p) \quad M_{(q+1) \times q}(p)\right|_{(q+1) \times(q+1)} \tag{3}
\end{equation*}
$$

where

$$
\begin{aligned}
L_{(q+1) \times 1}(p) & =\left(\langle p\rangle_{0},\langle p\rangle_{1}, \ldots,\langle p\rangle_{q}\right)^{T}, \\
M_{(q+1) \times q}(p) & =\left((-1)^{i-j}\binom{i-1}{j-1}\langle p+1\rangle_{i-j}\right)_{\substack{1 \leq i \leq q+1 \\
1 \leq j \leq q}}, \\
\langle z\rangle_{n} & = \begin{cases}z(z-1) \cdots(z-n+1), & n \geq 1 ; \\
1, & n=0\end{cases}
\end{aligned}
$$

is known as the n -th falling factorial of the number $\boldsymbol{z} \in \mathbb{C}$, and T denotes the transpose of a matrix. Consequently, central Delannoy numbers $\mathrm{D}(\mathrm{n})$ for $\mathrm{n} \geq 0$ can be determinantally expressed as

$$
\begin{equation*}
D(n)=\frac{(-1)^{n}}{n!}\left|L_{(n+1) \times 1}(n) \quad M_{(n+1) \times n}(n)\right|_{(n+1) \times(n+1)} \tag{4}
\end{equation*}
$$

Proof. We recall a general and fundamental, but non-extensively circulated, formula for derivatives of a ratio of two differentiable functions. Let $u(t)$ and $v(\mathrm{t}) \neq 0$ be two n -th differentiable functions for $\mathrm{n} \in \mathbb{N}$. Exercise 5) in $[2$, p. 40] reads that the $n$-th derivative of the ratio $\frac{u(t)}{v(t)}$ can be computed by

$$
\begin{equation*}
\frac{\mathrm{d}^{\mathrm{n}}}{\mathrm{~d} x^{n}}\left[\frac{\mathrm{u}(\mathrm{t})}{v(\mathrm{t})}\right]=(-1)^{\mathrm{n}} \frac{\left|\mathrm{~W}_{(\mathrm{n}+1) \times(\mathrm{n}+1)}(\mathrm{t})\right|}{v^{\mathrm{n}+1}(\mathrm{t})} \tag{5}
\end{equation*}
$$

where $U_{(n+1) \times 1}(t)$ is an $(n+1) \times 1$ matrix whose elements satisfy $u_{k, 1}(t)=$ $u^{(k-1)}(t)$ for $1 \leq k \leq n+1, V_{(n+1) \times n}(t)$ is an $(n+1) \times n$ matrix whose elements meet $v_{i, j}(t)=\binom{\mathfrak{i}-1}{j-1} v^{(i-j)}(t)$ for $1 \leq i \leq n+1$ and $1 \leq j \leq n$, and $\left|W_{(n+1) \times(n+1)}(t)\right|$ is the determinant of the $(n+1) \times(n+1)$ matrix

$$
W_{(n+1) \times(n+1)}(t)=\left(U_{(n+1) \times 1}(t) \quad V_{(n+1) \times n}(t)\right)_{(n+1) \times(n+1)}
$$

It is easy to see that

$$
\frac{\partial^{p}}{\partial x^{p}}\left(\frac{1}{1-x-y-x y}\right)=\frac{p!(1+y)^{p}}{[1-x-(1+x) y]^{p+1}}
$$

Making use of the formula (5) gives

$$
\begin{gathered}
\frac{\partial^{p+q}}{\partial y^{q} \partial x^{p}}\left(\frac{1}{1-x-y-x y}\right)=p!\frac{\partial^{q}}{\partial y^{q}} \frac{(1+y)^{p}}{[1-x-(1+x) y]^{p+1}} \\
\times p!\frac{(-1)^{q}}{[1-x-(1+x) y]^{(p+1)(q+1)}} \\
\times \left\lvert\, \begin{array}{cc}
(1+y)^{p} & {[1-x-(1+x) y]^{p+1}} \\
\langle p\rangle_{1}(1+y)^{p-1} & (-1)^{1}\langle p+1\rangle_{1}(1+x)^{1}[1-x-(1+x) y]^{p} \\
\langle p\rangle_{2}(1+y)^{p-2} & (-1)^{2}\langle p+1\rangle_{2}(1+x)^{2}[1-x-(1+x) y]^{p-1} \\
\langle p\rangle_{3}(1+y)^{p-3} & (-1)^{3}\langle p+1\rangle_{3}(1+x)^{3}[1-x-(1+x) y]^{p-2} \\
\vdots & \vdots \\
\langle p\rangle_{q-2}(1+y)^{p-q+2} & (-1)^{q-2}\langle p+1\rangle_{q-2}(1+x)^{q-2}[1-x-(1+x) y]^{p-q+3} \\
\langle p\rangle_{q-1}(1+y)^{p-q+1} \\
\langle p\rangle_{q}(1+y)^{p-q} & (-1)^{q-1}\langle p+1\rangle_{q-1}(1+x)^{q-1}[1-x-(1+x) y]^{p-q+2} \\
(-1)^{q}\langle p+1\rangle_{q}(1+x)^{q}[1-x-(1+x) y]^{p-q+1}
\end{array}\right.
\end{gathered}
$$

$$
\begin{aligned}
& 0 \\
& \binom{1}{1}[1-x-(1+x) y]^{p+1} \\
& \binom{2}{1}(-1)^{1}\langle p+1\rangle_{1}(1+x)^{1}[1-x-(1+x) y]^{p} \\
& \binom{3}{1}(-1)^{2}\langle p+1\rangle_{2}(1+x)^{2}[1-x-(1+x) y]^{p-1} \\
& \binom{q-2}{1_{1}}(-1)^{q-3}\langle p+1\rangle_{q-3}(1+x)^{q-3}[1-x-(1+x) y]^{p-q+4} \\
& \binom{q-1}{\left(q^{q}\right)}(-1)^{q-2}\langle p+1\rangle_{q-2}(1+x)^{q-2}[1-x-(1+x) y]^{p-q+3} \\
& \binom{q}{1}(-1)^{q-1}\langle p+1\rangle_{q-1}(1+x)^{q-1}[1-x-(1+x) y]^{p-q+2} \\
& \begin{array}{r}
0 \\
0
\end{array} \\
& \begin{array}{l}
0 \\
0
\end{array} \\
& \binom{2}{2}[1-x-(1+x) y]^{p+1} \\
& \binom{3}{2}(-1)^{1}\langle p+1\rangle_{1}(1+x)^{1}[1-x-(1+x) y]^{p} \\
& \left({ }^{q-2}\right)(-1)^{q-4}\langle p+1\rangle_{q-4}(1+x)^{q-4}[1-x-(1+x) y]^{p-q+5} \quad \ldots \\
& \binom{q-1}{2}(-1)^{q-3}\langle p+1\rangle_{q-3}(1+x)^{q-3}[1-x-(1+x) y]^{p-q+4} \quad \cdots \\
& \binom{\mathrm{q}}{2}(-1)^{q-2}\langle p+1\rangle_{q-2}(1+x)^{q-2}[1-x-(1+x) y]^{p-q+3} \quad \ldots \\
& 0 \\
& 0 \\
& 0 \\
& 0 \\
& \binom{q-2}{q-2}[1-x-(1+x) y]^{p+1} \\
& \begin{array}{c}
\binom{q-1}{q-2}(-1)\langle p+1\rangle_{1}(1+x)[1-x-(1+x) y]^{p} \\
\binom{p}{q-2}\langle p+1\rangle_{2}(1+x)^{2}[1-x-(1+x) y]^{p-1}
\end{array} \\
& \begin{array}{l}
0 \\
0 \\
0
\end{array} \\
& 0 \\
& \binom{q-1}{q-1}[1-x-(1+x) y]^{p+1} \\
& \left.\binom{q}{q-1}(-1)\langle p+1\rangle_{1}(1+x)[1-x-(1+x) y]^{p} \right\rvert\,
\end{aligned}
$$

$$
\begin{aligned}
& \rightarrow \begin{array}{ccc}
\langle p\rangle_{0} & (-1)^{0}\langle p+1\rangle_{0} & 0 \\
\langle p\rangle_{1} & (-1)^{1}\langle p+1\rangle_{1} & \binom{1}{1}(-1)^{0}\langle p+1\rangle_{0} \\
\langle p\rangle_{2} & (-1)^{2}\langle p+1\rangle_{2} & \binom{2}{1}(-1)^{1}\langle p+1\rangle_{1} \\
\langle p\rangle_{3} & (-1)^{3}\langle p+1\rangle_{3} & \binom{3}{1}(-1)^{2}\langle p+1\rangle_{2}
\end{array} \\
& \langle p\rangle_{q-2} \quad(-1)^{q-2}\langle p+1\rangle_{q-2} \quad\binom{q-2}{1}(-1)^{q-3}\langle p+1\rangle_{q-3} \\
& \langle p\rangle_{q-1} \quad(-1)^{q-1}\langle p+1\rangle_{q-1} \quad\binom{q-1}{1}(-1)^{q-2}\langle p+1\rangle_{q-2} \\
& \langle p\rangle_{q} \quad(-1)^{q}\langle p+1\rangle_{q} \quad\binom{q}{1}(-1)^{q-1}\langle p+1\rangle_{q-1} \\
& \begin{array}{cccc}
0 & \cdots & 0 & 0 \\
0 & \cdots & 0 & 0 \\
\binom{2}{2}(-1)^{0}\langle p+1\rangle_{0} & \cdots & 0 & 0 \\
\binom{3}{2}(-1)^{1}\langle p+1\rangle_{1} & \cdots & 0 & 0
\end{array} \\
& \binom{q-2}{2}(-1)^{q-4}\langle p+1\rangle_{q-4} \quad \cdots \quad\binom{q-2}{q-2}(-1)^{0}\langle p+1\rangle_{0} \\
& \left.\begin{array}{c}
0 \\
\left(\begin{array}{c}
q-1 \\
q-1 \\
q
\end{array}\right)(-1)^{0}\langle p+1\rangle_{0} \\
q-1
\end{array}\right)(-1)^{1}\langle p+1\rangle_{1},
\end{aligned}
$$

as $x, y \rightarrow 0$. Consequently, we have

$$
\begin{aligned}
& D(p, q)=\frac{1}{p!q!} \frac{\partial^{p+q}}{\partial y^{q} \partial x^{p}}\left(\frac{1}{1-x-y-x y}\right) \\
& \quad=\frac{(-1)^{q}}{q!}\left|\left(\langle p\rangle_{i j}\right)_{\substack{0 \leq i \leq q}}^{j=1} \quad\left((-1)^{i-j}\binom{i-1}{j-1}\langle p+1\rangle_{i-j}\right)_{\substack{\leq i \leq q+1 \\
1 \leq j \leq q}}\right|_{(q+1) \times(q+1)}
\end{aligned}
$$

The determinantal expression (3) is thus proved.
From (3), we readily see that, when $n=p=q$, central Delannoy numbers $D(n)$ for $n \geq 0$ can be expressed as (4). The proof of Theorem 1 is complete.

## 3 A recursive relation of the Delannoy numbers

In this section, by virtue of a recursive relation of the Hessenberg determinant in $[3, \mathrm{p} .222$, Theorem $]$, we find a recursive relation of the Delannoy numbers $D(p, q)$.

Theorem 2 For $\mathrm{p}, \mathrm{q} \geq 0$, the Delannoy numbers $\mathrm{D}(\mathrm{p}, \mathrm{q})$ satisfy the recursive relation

$$
\begin{equation*}
D(p, q)=\binom{p}{q}+(-1)^{q-1} \sum_{r=0}^{q-1}(-1)^{r}\binom{p+1}{q-r} D(p, r) . \tag{6}
\end{equation*}
$$

Consequently, central Delannoy numbers $\mathrm{D}(\mathrm{n})$ for $\mathrm{n} \geq 0$ satisfy

$$
\begin{equation*}
D(n)=1+(-1)^{n+1} \sum_{r=0}^{n-1}(-1)^{r}\binom{n+1}{r+1} D(n, r) \tag{7}
\end{equation*}
$$

Proof. Let $Q_{0}=1$ and

$$
\mathrm{Q}_{n}=\left|\begin{array}{cccccc}
e_{1,1} & e_{1,2} & 0 & \ldots & 0 & 0 \\
e_{2,1} & e_{2,2} & e_{2,3} & \ldots & 0 & 0 \\
e_{3,1} & e_{3,2} & e_{3,3} & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
e_{n-2,1} & e_{n-2,2} & e_{n-2,3} & \ldots & e_{n-2, n-1} & 0 \\
e_{n-1,1} & e_{n-1,2} & e_{n-1,3} & \ldots & e_{n-1, n-1} & e_{n-1, n} \\
e_{n, 1} & e_{n, 2} & e_{n, 3} & \ldots & e_{n, n-1} & e_{n, n}
\end{array}\right|
$$

for $n \in \mathbb{N}$. In $\left[3, \mathrm{p} .222\right.$, Theorem], it was proved that the sequence $\mathrm{Q}_{\mathrm{n}}$ for $\mathrm{n} \geq 0$ satisfies $\mathrm{Q}_{1}=\mathrm{e}_{1,1}$ and

$$
\begin{equation*}
Q_{n}=\sum_{r=1}^{n}(-1)^{n-r} e_{n, r}\left(\prod_{j=r}^{n-1} e_{j, j+1}\right) Q_{r-1} \tag{8}
\end{equation*}
$$

for $n \geq 2$, where the empty product is understood to be 1 . Replacing the determinant $Q_{r}$ by $(-1)^{r-1}(r-1)!D(p, r-1)$ in (3) for $1 \leq r \leq n$ in the recursive relation (8) and simplifying give

$$
D(p, n-1)=\frac{\langle p\rangle_{n-1}}{(n-1)!}+(-1)^{n} \sum_{r=2}^{n}(-1)^{r} \frac{\langle p+1\rangle_{n-r+1}}{(n-r+1)!} D(p, r-2)
$$

which is equivalent to the recursive relation (6).
When $\mathfrak{n}=\mathrm{p}=\mathrm{q}$ in (6), we can see that central Delannoy numbers $\mathrm{D}(\mathrm{n})$ satisfy the recursive relation (7). The proof of Theorem 2 is complete.

Remark 1 This paper is a shortened version of the electronic preprint [4].
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#### Abstract

For a simple connected graph $G$ of order $n$ having distance signless Laplacian eigenvalues $\rho_{1}^{\mathrm{Q}} \geq \rho_{2}^{\mathrm{Q}} \geq \cdots \geq \rho_{\mathrm{n}}^{\mathrm{Q}}$, the distance signless $\operatorname{Laplacian} \operatorname{energy} \operatorname{DSLE}(G)$ is defined as $\operatorname{DSLE}(G)=\sum_{i=1}^{n}\left|\rho_{i}^{Q}-\frac{2 W(G)}{n}\right|$, where $W(G)$ is the Weiner index of $G$. We show that the complete split graph has the minimum distance signless Laplacian energy among all connected graphs with given independence number. Further, we prove that the graph $K_{k} \vee\left(K_{t} \cup K_{n-k-t}\right), 1 \leq t \leq\left\lfloor\frac{n-k}{2}\right\rfloor$ has the minimum distance signless Laplacian energy among all connected graphs with vertex connectivity k.


## 1 Introduction

A simple and finite graph is denoted by $G(V(G), E(G)$ ) (or simply by $G$ when there is no confusion), where $\mathrm{V}(\mathrm{G})=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ is its vertex set and $\mathrm{E}(\mathrm{G})$

2010 Mathematics Subject Classification: 05C12, 05C50, 15A18
Key words and phrases: distance signless Laplacian matrix; independence number; vertex connectivity; extremal graphs
is its edge set. The cardinality of $\mathrm{V}(\mathrm{G})$ and $\mathrm{E}(\mathrm{G})$ are respectively the order and size of G , and are denoted by n and m . The neighborhood $\mathrm{N}(v)$ of a vertex $v$ is the set of vertices adjacent to $v \in \mathrm{~V}(\mathrm{G})$, and its cardinality is the degree of $v$, denoted by $\mathrm{d}_{\mathrm{G}}(v)$ (we simply write $\mathrm{d}_{v}$ if it is clear from the context). Throughout this paper, $G$ will be connected. The adjacency matrix $A=\left[a_{i j}\right]$ of G is a $(0,1)$-square matrix of order $n$ whose $(i, j)$-entry is equal to 1 , if $v_{i}$ is adjacent to $v_{j}$ and equal to 0 , otherwise. The diagonal matrix of vertex degrees $d_{i}=d_{G}\left(v_{i}\right), i=1,2, \ldots, n$ associated to $G$ is $\operatorname{Deg}(G)=\operatorname{diag}\left[d_{1}, d_{2}, \ldots, d_{n}\right]$. The real symmetric and positive semi-definite matrices $L(G)=\operatorname{Deg}(G)-A(G)$ and $\mathrm{Q}(\mathrm{G})=\operatorname{Deg}(\mathrm{G})+\mathcal{A}(\mathrm{G})$ are respectively the Laplacian and the signless Laplacian matrices and their spectrum are respectively the Laplacian spectrum and signless Laplacian spectrum of the graph G. Recent work on signless Laplacian spectrum can be seen in [11, 20, 21, 22]. We use standard terminology, $\mathrm{K}_{\mathrm{n}}$ denotes a complete graph, $\mathrm{K}_{\mathrm{a}, \mathrm{n}-\mathrm{a}}$ is a complete bipartite graph with partite sets of cardinality $a$ and $n-a$. For other undefined notations and terminology, the readers are referred to [5, 13, 15, 16, 23].

In a connected graph G , the distance between two vertices $\nu_{1}, v_{2} \in \mathrm{~V}(\mathrm{G})$, denoted by $\mathrm{d}\left(v_{1}, v_{2}\right)$, is the length of a shortest path between $v_{1}$ and $v_{2}$. The diameter of G is the maximum distance between any two pair of vertices of G . The distance matrix of G , denoted by $\mathrm{D}(\mathrm{G})$, is defined as $\mathrm{D}(\mathrm{G})=\left[\mathrm{d}\left(v_{i}, v_{j}\right)\right]$ where $v_{i}, v_{j} \in \mathrm{~V}(\mathrm{G})$. The transmission $\operatorname{Tr}_{\mathrm{G}}(v)$ (or simply by $\operatorname{Tr}(v)$, when graph under consideration is clear) of a vertex $v$ is defined to be the sum of the distances from $v$ to all other vertices in $G$, that is, $\operatorname{Tr}(v)=\sum_{u \in V(G)} d_{\mathfrak{u v}}$. The transmission number or Wiener index of a graph $G$, denoted by $W(G)$, is the sum of distances between all unordered pairs of vertices in G. Clearly, $W(G)=\frac{1}{2} \sum_{v \in V(G)} \operatorname{Tr}(v)$. For any vertex $v_{i} \in \mathrm{~V}(\mathrm{G})$, the transmission $\operatorname{Tr}\left(v_{i}\right)$ is called the transmission degree, shortly denoted by $\mathrm{Tr}_{i}$ and the sequence $\left\{\mathrm{Tr}_{1}, \mathrm{Tr}_{2}, \ldots, \mathrm{Tr}_{\mathrm{n}}\right\}$ is called the transmission degree sequence of the graph G .

If $\operatorname{Tr}(\mathrm{G})=\operatorname{diag}\left[\operatorname{Tr}_{1}, \operatorname{Tr}_{2}, \ldots, \operatorname{Tr}_{\mathrm{n}}\right]$ is the diagonal matrix of vertex transmissions of G , the matrices $\mathrm{D}^{\mathrm{L}}(\mathrm{G})=\operatorname{Tr}(\mathrm{G})-\mathrm{D}(\mathrm{G})$ and $\mathrm{D}^{\mathrm{Q}}(\mathrm{G})=\operatorname{Tr}(\mathrm{G})+\mathrm{D}(\mathrm{G})$ are respectively called as the distance Laplacian matrix and the distance signless Laplacian matrix of G [3].

If $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n}$ are the adjacency eigenvalues of a graph $G$, the energy of $G[12]$, denoted by $E(G)$, is defined as $E(G)=\sum_{i=1}^{n}\left|\lambda_{i}\right|$. The reader is referred to the book [15] and for some recent work to [4, 9, 10].

Let $\rho_{1}^{\mathrm{D}} \geq \rho_{2}^{\mathrm{D}} \geq \ldots \geq \rho_{\mathrm{n}}^{\mathrm{D}}$ and $\rho_{1}^{\mathrm{Q}} \geq \rho_{2}^{\mathrm{Q}} \geq \ldots \geq \rho_{\mathrm{n}}^{\mathrm{Q}}$ be respectively, the
distance, and distance signless Laplacian eigenvalues of the graph G. The distance energy [14] of a graph $G$ is the sum of the absolute values of the distance eigenvalues of $G$, that is, $D E(G)=\sum_{i=1}^{n}\left|\rho_{i}^{D}\right|$. For some recent works on distance energy, we refer to $[2,6,8,18]$ and the references therein. The distance signless Laplacian energy DSLE (G) [6] of a connected graph $G$ is defined as

$$
\operatorname{DSLE}(G)=\sum_{i=1}^{n}\left|\rho_{i}^{\mathrm{Q}}-\frac{2 W(\mathrm{G})}{n}\right|
$$

Let $\sigma^{\prime}$ be the largest positive integer such that $\rho_{\sigma^{\prime}}^{Q} \geq \frac{2 W(G)}{n}$ and let $B_{b}^{Q}(G)=$ $\sum_{i=1}^{b} \rho_{i}^{Q}$ be the sum of $b$ largest distance signless Laplacian eigenvalues of $G$. Then, using $\sum_{i=1}^{n} \rho_{i}^{Q}=2 W(G)$, in [6], it is shown that

$$
\begin{aligned}
\operatorname{DSLE}(G) & =2\left(B_{\sigma^{\prime}}^{Q}(G)-\frac{2 \sigma^{\prime} W(G)}{n}\right)=2 \max _{1 \leq j \leq n}\left(\sum_{i=1}^{j} \rho_{i}^{Q}(G)-\frac{2 j W(G)}{n}\right) \\
& =2 \max _{1 \leq j \leq n}\left(B_{j}^{Q}(G)-\frac{2 j W(G)}{n}\right) .
\end{aligned}
$$

For some recent works on $\operatorname{DSLE}(G)$, see $[6,8,19]$.
In the next section, we show that the complete split graph has the minimum distance signless Laplacian energy among all connected graphs with given independence number. Further, we show that among all connected graphs with given vertex connectivity $k$, the graph $K_{k} \vee\left(K_{t} \cup K_{n-k-t}\right), 1 \leq t \leq\left\lfloor\frac{n-k}{2}\right\rfloor$ has the minimum distance signless Laplacian energy.

## 2 Distance signless Laplacian energy of graphs with given independence number and connectivity

Let $e=v_{i} v_{j}$ be an edge of a graph $G$ such that $G-e$ is connected. Then removing the edge $e$ increases the distance by at least one unit. Similarly adding an edge decreases the distance by at least one unit. By Perron-Frobenius theorem, if each entry of the first non negative matrix majorizes the second non negative matrix, then their spectrum is also majorized. This is summarized in next useful result, which can be found in [3].

Lemma 1 Let G be a connected graph of order n and size $\mathfrak{m}$, where $\mathfrak{m} \geq \mathrm{n}$ and let $\mathrm{G}^{\prime}=\mathrm{G}-e$ be a connected graph obtained from G by deleting an edge. Let $\rho_{1}^{\mathrm{Q}}(\mathrm{G}) \geq \rho_{2}^{\mathrm{Q}}(\mathrm{G}) \geq \cdots \geq \rho_{n}^{\mathrm{Q}}(\mathrm{G})$ and $\rho_{1}^{\mathrm{Q}}\left(\mathrm{G}^{\prime}\right) \geq \rho_{2}^{\mathrm{Q}}\left(\mathrm{G}^{\prime}\right) \geq \cdots \geq \rho_{n}^{\mathrm{Q}}\left(\mathrm{G}^{\prime}\right)$ be respectively, the distance signless Laplacian eigenvalues of G and $\mathrm{G}^{\prime}$. Then $\rho_{i}^{\mathrm{Q}}\left(\mathrm{G}^{\prime}\right) \geq \rho_{\mathrm{i}}^{\mathrm{Q}}(\mathrm{G})$ holds for all $1 \leq \mathfrak{i} \leq \mathrm{n}$.

Motivated by Lemma 1, we have the following observation, which says that the complete graph has minimum distance signless Laplacian energy among all graphs of order $n$.

Theorem 1 Let G be a connected graph of order n . Then

$$
\operatorname{DSLE}(G) \geq 2\left(n+b(n-2)-\frac{2 W(G)}{n}\right)
$$

equality occurs if and only if $\mathrm{G} \cong \mathrm{K}_{\mathrm{n}}$.
Proof. By Lemma 1, $\rho_{i}^{Q}(G) \geq \rho_{i}^{Q}\left(K_{n}\right)$ for each $\mathfrak{i}=1,2, \ldots, n$. So using the definition of $B_{b}^{Q}(G)$, we have

$$
\begin{equation*}
\mathrm{B}_{\mathrm{b}}^{\mathrm{Q}}(\mathrm{G}) \geq \mathrm{B}_{\mathrm{b}}^{\mathrm{Q}}\left(\mathrm{~K}_{\mathrm{n}}\right)=2 n-2+(\mathrm{b}-1)(\mathrm{n}-2), \tag{1}
\end{equation*}
$$

with equality if and only if $\mathrm{G} \cong \mathrm{K}_{\mathrm{n}}$. Let $\sigma^{\prime}$ be the positive integer such that $\rho_{\sigma^{\prime}}^{Q} \geq \frac{2 W(G)}{n}$. Then using (1) and the definition of distance signless Laplacian energy, we have

$$
\begin{aligned}
& \operatorname{DSLE}(G)=2\left(\sum_{i=1}^{\sigma^{\prime}} \rho_{i}^{Q}(G)-\frac{2 \sigma^{\prime} W(G)}{n}\right)=2 \max _{1 \leq j \leq n}\left(\sum_{i=1}^{j} \rho_{i}^{Q}(G)-\frac{2 j W(G)}{n}\right) \\
& \geq 2 \max _{1 \leq j \leq n}\left(\sum_{i=1}^{j} \rho_{i}^{Q}\left(K_{n}\right)-\frac{2 j W(G)}{n}\right)=2\left(n+b(n-2)-\frac{2(b-1) W(G)}{n}\right) .
\end{aligned}
$$

By Lemma 1 and Inequality (1), equality holds if and only if $G \cong K_{n}$.
A graph is complete split, denoted by $\mathrm{CS}_{\mathrm{n}, \alpha}$, if it can be partitioned into an independent set (a subset of vertices of a graph is said to be an independent set if the subgraph induced by them is an empty graph) on $\alpha$ vertices and a clique on $n-\alpha$ vertices, such that each vertex of the independent set is adjacent to every vertex of the clique.

The following result [17] gives the distance signless Laplacian spectrum of $C S_{n, \alpha}$.

Lemma 2 Let $\mathrm{CS}_{n, \alpha}$ be the complete split graph with independence number $\alpha$. Then the distance signless Laplacian spectrum of $\mathrm{CS}_{\mathrm{n}, \alpha}$ is given by $\left\{\frac{3 n+2 \alpha-6 \pm \sqrt{n^{2}+12 \alpha^{2}-\alpha(4 n+16)+4 n+4}}{2},(n+\alpha-4)^{[\alpha-1]},(n-2)^{[n-\alpha-1]}\right\}$.

Since independence number of the complete graph $K_{n}$ is 1 and its distance signless Laplacian energy is discussed in Theorem 1, so we assume $2 \leq \alpha \leq$ $n-2$, and discuss $\alpha=n-1$ separately. The following theorem shows that among all connected graphs with given independence number $\alpha$, the complete split graph $\mathrm{CS}_{\mathrm{n}, \alpha}$ has the minimum distance signless Laplacian energy.

Theorem 2 Let G be a connected graph of order $\mathrm{n} \geq 3$ having independence number $\alpha$, where $\frac{n+1-\sqrt{n^{2}+1-10 n}}{2}<\alpha<\frac{n+1+\sqrt{n^{2}+1-10 n}}{2}$. Then

$$
\operatorname{DSLE}(G) \geq \begin{cases}2\left(2 n+\alpha(n-3)+\alpha^{2}-2-\frac{2(\alpha+1) W(G)}{n}\right), & \text { if } \alpha \leq \frac{n}{2} \\ n+\sqrt{\theta}+\alpha(2 n-8)+2 \alpha^{2}+2-\frac{4 \alpha W(G)}{n}, & \text { if } \alpha>\frac{n}{2}\end{cases}
$$

where $\theta=n^{2}+12 \alpha^{2}+4 n-\alpha(4 n+16)+4$. Equality occurs in each of the inequalities if and only if $\mathrm{G} \cong \mathrm{CS}_{\mathrm{n}, \alpha}$.

Proof. Let $G$ be a connected graph of order $n \geq 3$ having independence number $\alpha$. Let $\mathrm{CS}_{n, \alpha}$ be the complete split graph having independence number $\alpha$. Clearly, $G$ is a spanning subgraph of $C S_{n, \alpha}$. Therefore, by Lemma 1, we have $\rho_{i}^{Q}(G) \geq \rho_{i}^{\mathrm{Q}}\left(C S_{n, \alpha}\right)$. Let $\sigma^{\prime}$ be the largest positive integer such that $\rho_{\sigma^{\prime}}^{Q}(G) \geq \frac{2 W(G)}{n}$. With this information, and using the equivalent definition of distance signless Laplacian energy, we have

$$
\begin{align*}
\operatorname{DSLE}(G) & =2\left(\sum_{i=1}^{\sigma^{\prime}} \rho_{i}^{Q}(G)-\frac{2 \sigma^{\prime} W(G)}{n}\right)=2 \max _{1 \leq j \leq n}\left(\sum_{i=1}^{j} \rho_{i}^{Q}(G)-\frac{2 j W(G)}{n}\right) \\
& \geq 2 \max _{1 \leq j \leq n}\left(\sum_{i=1}^{j} \rho_{i}^{Q}\left(C S_{n, \alpha}\right)-\frac{2 j W(G)}{n}\right) . \tag{2}
\end{align*}
$$

By using Lemma 2, the trace is $n^{2}+\alpha^{2}-n-\alpha$ and the average Wiener index is $\frac{2 W\left(C_{n}, \alpha\right)}{n}=\frac{n^{2}+\alpha^{2}-n-\alpha}{n}$. Therefore, it follows that $\frac{3 n+2 \alpha-6+\sqrt{n^{2}+12 \alpha^{2}-\alpha(4 n+16)+4 n+4}}{2}$ is the distance signless Laplacian spectral radius of $\mathrm{CS}_{n, \alpha}$. Next, for the eigenvalue $n+\alpha-4$, we have

$$
n+\alpha-4<\frac{2 W\left(\operatorname{CS}_{n, \alpha}\right)}{n}=\frac{n^{2}+\alpha^{2}-n-\alpha}{n}
$$

provided

$$
\begin{equation*}
\alpha^{2}-(n+1) \alpha+3 n>0 . \tag{3}
\end{equation*}
$$

Consider the polynomial $f(t)=t^{2}-(n+1) t+3 n$, for $1 \leq t \leq n-1$. The zeros of this polynomial are

$$
x_{1}=\frac{n+1-\sqrt{n^{2}+1-10 n}}{2} \text { and } x_{2}=\frac{n+1+\sqrt{n^{2}+1-10 n}}{2} .
$$

This implies that $f(t)>0$ for all $t<x_{1}$ and $f(t)>0$ for all $t>x_{2}$. From this, for

$$
\frac{n+1-\sqrt{n^{2}+1-10 n}}{2}<\alpha<\frac{n+1+\sqrt{n^{2}+1-10 n}}{2}
$$

we have $n+\alpha-4 \geq \frac{2 W\left(C S_{n, \alpha}\right)}{n}$. Similarly, for the second smallest distance signless Laplacian eigenvalue, we have

$$
\frac{3 n+2 \alpha-6-\sqrt{n^{2}+12 \alpha^{2}-\alpha(4 n+16)+4 n+4}}{2}<\frac{2 W\left(\operatorname{CS}_{n, \alpha}\right)}{n}
$$

which after simplification implies that

$$
\begin{equation*}
(12-8 \alpha) n^{3}+\left(-12-4 \alpha+12 \alpha^{2}\right) n^{2}+\left(16 \alpha-24 \alpha^{2}+8 \alpha^{3}\right) n+8 \alpha^{3}-4 \alpha^{2}-4 \alpha^{4}>0 . \tag{4}
\end{equation*}
$$

Inequality (4) is a function of two variables, and putting conditions on the independence number $\alpha$ we have verified that (4) holds true for $\alpha \leq \frac{n}{2}$. Also, the smallest distance signless Laplacian eigenvalue $\mathfrak{n}-2$ is always less than $\frac{2 W\left(C S_{n, \alpha}\right)}{n}$. Therefore, we have the following cases to consider.
Case (i). If $\alpha \leq \frac{n}{2}$, then $\sigma^{\prime}=\alpha$. Thus, from (2), it follows that

$$
\begin{aligned}
\operatorname{DSLE}(G) & \geq 2 \max _{1 \leq j \leq n}\left(\sum_{i=1}^{j} \rho_{i}^{Q}\left(\mathrm{CS}_{n, \alpha}\right)-\frac{2 j W(G)}{n}\right) \\
& \geq 2\left(\sum_{i=1}^{\alpha} \rho_{i}^{Q}\left(C S_{n, \alpha}\right)-\frac{2 \alpha W(G)}{n}\right) \\
& =2\left(\frac{3 n+2 \alpha-6+\sqrt{\theta}}{2}+(\alpha-1)(n+\alpha-4)-\frac{2 \alpha W(G)}{n}\right) \\
& =n+\alpha(2 n-8)+2 \alpha^{2}+2+\sqrt{\theta}-\frac{4 \alpha W(G)}{n},
\end{aligned}
$$

where $\theta=n^{2}+12 \alpha^{2}+4 n-\alpha(4 n+16)+4$.
Case (ii). If $\alpha>\frac{n}{2}$, then $\sigma^{\prime}=\alpha+1$. So, from (2), it follows that

$$
\begin{aligned}
\operatorname{DSLE}(G) & \geq 2 \max _{1 \leq j \leq n}\left(\sum_{i=1}^{j} \rho_{i}^{Q}\left(C S_{n, \alpha}\right)-\frac{2 j W(G)}{n}\right) \\
& \geq 2\left(\sum_{i=1}^{\alpha+1} \rho_{i}^{Q}\left(C S_{n, \alpha}\right)-\frac{2(\alpha+1) W(G)}{n}\right) \\
& =2\left(3 n+2 \alpha-6+(\alpha-1)(n+\alpha-4)-\frac{2(\alpha+1) W(G)}{n}\right) \\
& =2\left(2 n+\alpha(n-3)+\alpha^{2}-2-\frac{2(\alpha+1) W(G)}{n}\right)
\end{aligned}
$$

Equality occurs in all the inequalities above if and only if equality occurs in Inequality (2). It is clear that equality occurs in (2) if and only if $G \cong \mathrm{CS}_{\mathrm{n}, \alpha}$. This shows that equality occurs in all the inequalities above if and only if $\mathrm{G} \cong \mathrm{C} S_{\mathrm{n}, \alpha}$. This completes the proof.

When order $n$ of graph G increases, we observe that $\frac{n+1-\sqrt{n^{2}+1-10 n}}{2} \approx 3$ and $\frac{n+1+\sqrt{n^{2}+1-10 n}}{2} \approx n-2$. These remaining cases of independence are discussed as follows.

Proposition 1 Let $G$ be a graph of order $\mathfrak{n} \geq 3$ with independence number $\alpha \in\{2,3\}$. Then

$$
\operatorname{DSLE}(G) \geq \begin{cases}2\left(3 n-2-\frac{4 W(G)}{n}\right), & \text { if } \alpha=2 \\ 2\left(3 n-\frac{4 W(G)}{n}\right), & \text { if } \alpha=3\end{cases}
$$

equality occurs in first and second inequality if and only $\mathrm{G} \cong \mathrm{CS}_{\mathrm{n}, 2}$ and $\mathrm{CS}_{\mathrm{n}, 3}$ respectively.

Proof. By substituting $\alpha=2$ in Lemma 2, the distance signless Laplacian spectrum of $C_{n, 2}$ is given by $\left\{\frac{1}{2}\left(3 n-2 \pm \sqrt{n^{2}-4 n+20}\right),(n-2)^{[n-2]}\right\}$ and the Wiener index can be calculated to be $\frac{2 W(G)}{n}=\frac{n^{2}-n+2}{n}$. Clearly, $\frac{1}{2}(3 n-$ $2+\sqrt{n^{2}-4 n+20}$ ) is the spectral radius and it is always greater or equal to Wiener index. Next $\frac{1}{2}\left(3 n-2-\sqrt{n^{2}-4 n+20}\right)<\frac{n^{2}-n+2}{n}$ implies that $n^{2}\left(n^{2}-4 n+20\right)-16>0$ which is true for each $n \geq 1$. Also, the smallest distance signless Laplacian eigenvalue is always strictly less than $\frac{2 W(G)}{2}$. Thus,
we have $\sigma^{\prime}=2$ and the distance signless Laplacian energy is given by

$$
\begin{equation*}
\operatorname{DSLE}(G) \geq 2\left(\sum_{i=1}^{2} \rho_{i}^{Q}(G)-\frac{4 W(G)}{n}\right)=2\left(3 n-2-\frac{4 W(G)}{2}\right) . \tag{5}
\end{equation*}
$$

By using similar arguments, we can easily prove the second inequality. Equality holds as in Theorem 2.

Now, we obtain a lower bound for the distance signless Laplacian energy when independence number is $\alpha=n-2$, or $n-1$.

Proposition 2 Let $G$ be a graph of order $\mathfrak{n} \geq 6$ with independence number $\alpha \in\{n-2, n-1\}$. Then
$\operatorname{DSLE}(G) \geq \begin{cases}n(4 n-19)+\sqrt{9 n^{2}-52 n+84}+26-\frac{4 W(G)}{n}, & \text { if } \alpha=n-2, \\ 5 n+\sqrt{9 n^{2}-32 n+32}-8-\frac{4 W(G)}{n}, & \text { if } \alpha=n-1,\end{cases}$
equality occurs in first and second inequality if and only $\mathrm{G} \cong \mathrm{CS}_{n, n-2}$ and $\mathrm{CS}_{\mathrm{n}, \mathrm{n}-1}$ respectively.

Proof. From Lemma 2, the distance signless Laplacian spectrum of $\mathrm{CS}_{n, n-2}$ with independence number $n-2$ is given by

$$
\left\{\frac{1}{2}\left(5 n-10 \pm \sqrt{9 n^{2}-52 n+84}\right),(2 n-6)^{[n-3]}, n-2\right\}
$$

and Wiener index is $\frac{2 W(G)}{n}=\frac{2 n^{2}-6 n+6}{n}$. Now, it is clear that $\frac{1}{2}(5 n-10+$ $\left.\sqrt{9 n^{2}-52 n+84}\right)$ is the spectral radius and is always greater or equal to $\frac{2 W(G)}{n}$. Also, $2 n-6<\frac{2 W(G)}{n}$ implies that $6>0$, which is always true. For the second smallest distance signless Laplacian eigenvalue $\frac{1}{2}\left(5 n-10-\sqrt{9 n^{2}-52 n+84}\right)$, we have $\frac{1}{2}\left(5 n-10-\sqrt{9 n^{2}-52 n+84}\right)<\frac{n^{2}-n+2}{n}$, which implies that $n^{4}-$ $7 n^{3}+13 n^{2}+6 n-18>0$, and is true for each $n \geq 2$. Also, the smallest distance signless Laplacian eigenvalue is always strictly less than $\frac{2 W(G)}{2}$. Thus, we have $\sigma^{\prime}=n-2$ and the distance Laplacian energy is given by

$$
\begin{aligned}
& \operatorname{DSLE}(G) \geq 2\left(\sum_{i=1}^{n-2} \rho_{i}^{Q}(G)-\frac{2(n-2) W(G)}{n}\right) \\
= & 2\left(\frac{5 n-10+\sqrt{9 n^{2}-52 n+84}}{2}+(n-3)(2 n-6)-\frac{2(n-2) W(G)}{2}\right)
\end{aligned}
$$

$$
=n(4 n-19)+26+\sqrt{9 n^{2}-52 n+84}-\frac{4(n-2) W(G)}{2}
$$

By using similar arguments, we can easily prove the second inequality. By Lemma 1, equality holds as in Theorem 2.

The vertex connectivity of a graph $G$, denoted by $\kappa(G)$, is the minimum number of vertices of $G$ whose deletion disconnects $G$. Let $\mathcal{F}_{\mathrm{n}}$ be the family of simple connected graphs on $n$ vertices and let

$$
\mathcal{V}_{\mathrm{n}}^{\mathrm{k}}=\left\{\mathrm{G} \in \mathcal{F}_{\mathrm{n}}: \kappa(\mathrm{G}) \leq \mathrm{k}\right\},
$$

that is, $\mathcal{V}_{n}^{k}$ is the family of graphs with vertex connectivity at most $k$.

Let $G_{1}\left(V_{1}, E_{1}\right)$ and $G_{2}\left(V_{2}, E_{2}\right)$ be two graphs on disjoint vertex sets $V_{1}$ and $V_{2}$ with orders $n_{1}$ and $n_{2}$, respectively. Then their union is the graph $G_{1} \cup G_{2}=\left(V_{1} \cup V_{2}, E_{1} \cup E_{2}\right)$. The join of graphs $G_{1}$ and $G_{2}$, denoted by $G_{1} \vee G_{2}$, is the graph consisting of $G_{1} \cup G_{2}$ and all edges joining the vertices in $V_{1}$ and the vertices in $V_{2}$. In other words, the join of two graphs $G_{1}$ and $G_{2}$, denoted by $G_{1} \vee G_{2}$, is the graph obtained from $G_{1}$ and $G_{2}$ by joining each vertex of $G_{1}$ to every vertex of $G_{2}$.

The following result [17] gives the distance signless Laplacian spectrum of the join of a connected graph $G_{1}$ with the union of two connected graphs $G_{2}$ and $G_{3}$, in terms of the adjacency spectrum of the graphs $G_{1}, G_{2}$ and $G_{3}$.

Theorem 3 Let $G_{i}$ be $r_{i}$ regular graphs of orders $n_{i}$, having adjacency eigenvalues $\lambda_{i, 1}=r_{i} \geq \lambda_{i, 2} \geq \cdots \geq \lambda_{i, n_{i}}$, for $\mathfrak{i}=1,2,3$. Then the distance signless Laplacian eigenvalues of $G_{1} \vee\left(G_{2} \cup G_{3}\right)$ are $\left(n+n_{1}-r_{1}-\lambda_{1, k}-4\right)^{\left[n_{1}-1\right]},(2 n-$ $\left.n_{1}-r_{2}-\lambda_{2, k}-4\right)^{\left[n_{2}-1\right]},\left(2 n-n_{1}-r_{3}-\lambda_{3, k}-4\right)^{\left[n_{3}-1\right]}$, where $k=2,3, \ldots, n_{i}$, for $\mathfrak{i}=1,2,3$ and $\mathfrak{n}=\mathfrak{n}_{1}+\mathfrak{n}_{2}+\mathfrak{n}_{3}$. The remaining three eigenvalues are given by the equitable quotient matrix

$$
\left[\begin{array}{ccc}
n+3 n_{1}-2 r_{1}-4 & n_{2} & n_{3} \\
n_{1} & 2 n+2 n_{2}-n_{1}-2 r_{2}-4 & 2 n_{3} \\
n_{1} & 2 n_{2} & 2 n+2 n_{3}-n_{1}-2 r_{3}-4
\end{array}\right]
$$

Corollary 1 Let $\mathrm{G}=\mathrm{K}_{\mathrm{k}} \vee\left(\mathrm{K}_{\mathrm{t}} \cup \mathrm{K}_{\mathrm{n}-\mathrm{t}-\mathrm{k}}\right)$, where $\vee$ is the join and $\cup$ is the union, be the connected graph with connectivity k . Then the distance signless Laplacian spectrum of $G$ consists of the eigenvalue $\frac{4 n-k-4 \pm \sqrt{k^{2}+16 n t-16 k t-16 t^{2}}}{2}$, the eigenvalue $(2 n-k-t-2)$ with multiplicity $\mathrm{t}-1$, the eigenvalue $(\mathrm{n}+\mathrm{t}-2)$ with multiplicity $\mathrm{n}-\mathrm{k}-\mathrm{t}-1$ and the eigenvalue $(\mathrm{n}-2)$ with multiplicity k .

Proof. Let $\mathrm{G}_{1}=\mathrm{K}_{\mathrm{k}}, \mathrm{G}_{2}=\mathrm{K}_{\mathrm{t}}$ and $\mathrm{G}_{3}=\mathrm{K}_{\mathrm{n}-\mathrm{t}-\mathrm{k}}$. Then substituting $\mathrm{r}_{1}=$ $\mathrm{k}-1, \mathrm{r}_{2}=\mathrm{t}-1$, and $\mathrm{r}_{3}=\mathrm{n}-\mathrm{k}-\mathrm{t}-1$ and noting that the adjacency spectrum of $K_{\omega}$ is $\left\{n-1,(-1)^{[\omega]}\right\}$, the result follows by Theorem 3 .

The following lemma says that for each $G \in \mathcal{V}_{n}^{k}$, the graph $K_{k} \vee\left(K_{t} \cup K_{n-t-k}\right)$ has the minimum value of $B_{i}^{Q}, 1 \leq i \leq n-1$, that is, the sum of $\mathfrak{i}^{\text {th }}$ largest distance signless Laplacian eigenvalues.

Lemma 3 Let G be a connected graph of order n with vertex connectivity k , $1 \leq k \leq n-1$. Then

$$
B_{i}^{Q}(G) \geq B_{i}^{Q}\left(K_{k} \vee\left(K_{t} \cup K_{n-t-k}\right)\right)
$$

with equality if and only if $\mathrm{G} \cong \mathrm{K}_{\mathrm{k}} \vee\left(\mathrm{K}_{\mathrm{t}} \cup \mathrm{K}_{\mathrm{n}-\mathrm{t}-\mathrm{k}}\right)$.
Proof. Let $G$ be a connected graph of order $n$ with vertex connectivity $k$, $1 \leq k \leq n-1$. We first show that $B_{i}^{Q}(G) \geq B_{i}^{Q}\left(K_{k} \vee\left(K_{t} \cup K_{n-t-k}\right)\right)$, for all $i=1,2, \ldots, n$. Suppose that $1 \leq k \leq n-2$. Then $G$ is the connected graph of order $n$ with vertex connectivity $k$ for which the spectral parameter $B_{i}^{Q}(G)$ has the minimum possible value. It is clear that $G \in \mathcal{V}_{n}^{k}$ and $B_{i}^{Q}(G)$ attains the minimum value for G . Let $\mathrm{U} \subseteq \mathrm{V}(\mathrm{G})$ be such that $\mathrm{G}-\mathrm{U}$ is disconnected and has $r$ connected components, say $G_{1}, G_{2}, \ldots, G_{r}$. We are required to show that $r=2$. For if, $r>2$, then we can construct a new graph $G^{\prime}=G+e$ by adding an edge between any two components, say $G_{1}$ and $G_{2}$ of $G-S$, which is such that $G^{\prime} \in \mathcal{V}_{n}^{k}$. By Lemma 1 , we have $B_{i}^{Q}(G)>B_{i}^{Q}\left(G^{\prime}\right)$. This is a contradiction to the fact $B_{i}^{Q}(G)$ attains the minimum possible value for $G$. Therefore, we must have $\mathrm{r}=2$. Further, we claim that each of the components $\mathrm{G}_{1}, \mathrm{G}_{2}$ and the vertex induced subgraph $\langle\mathrm{U}\rangle$ are cliques. For if one among them say $\mathrm{G}_{1}$ is not a clique, then adding an edge between the two non adjacent vertices of $G_{1}$ gives a graph $H \in \mathcal{V}_{n}^{k}$ and by Lemma 1 , we have $B_{i}^{Q}(G)>B_{i}^{Q}(H)$. This is again a contradiction, as $B_{i}^{Q}(G)$ attains minimum possible value for $G$. Again $|\mathrm{U}| \leq \mathrm{k}$, and we prove that $|\mathrm{U}|=\mathrm{k}$. Assume that $|\mathrm{U}|<\mathrm{k}$. In a similar way, we can form a new graph $\mathrm{G}+e=\mathrm{L} \in \mathcal{V}_{\mathrm{n}}^{\mathrm{k}}$, where $e$ is adjacent to a vertex of $\mathrm{G}_{1}$ with a vertex of $G_{2}$. Thus, by Lemma $1, B_{i}^{Q}(G)>B_{i}^{Q}(H)$, which is not true. Hence $G$ must be of the form $G=K_{k} \vee\left(K_{t} \cup K_{n-k-t}\right), 1 \leq t \leq\left\lfloor\frac{n-k}{2}\right\rfloor$. This shows that for all $G \in \mathcal{V}_{n}^{k}$, the spectral parameter $B_{i}^{Q}(G)$ has the minimum possible value for the graph $K_{k} \vee\left(K_{t} \cup K_{n-k-t}\right)$.

As $1 \leq k=\leq n-1$ and $t \leq n-k-t$, we have $t \leq\left\lfloor\frac{n-k}{2}\right\rfloor$. Also, the distance signless Laplacian energy for $k=n-1$ is given by Theorem 1 , so we avoid the case $k=n-1$, and thus $1 \leq t \leq\left\lfloor\frac{n-k}{2}\right\rfloor$ makes sense.

Now, we prove that among all connected graphs with given vertex connectivity $k$, the graph $K_{k} \vee\left(K_{t} \cup K_{n-k-t}\right)$ has the minimum distance signless Laplacian energy.

Theorem 4 Let $G \in \mathcal{V}_{n}^{k}$ be a connected graph of order $n \geq 4$ with vertex connectivity number $k$ satisfying $\mathrm{a}_{2} \leq \mathrm{k} \leq \mathrm{a}_{1}$. Then
$\operatorname{DSLE}(G) \geq\left\{\begin{array}{l}\sqrt{D}+2 t(2 n-k-t-1)+k-\frac{4 t W(G)}{n}, \\ \sqrt{D}+2 n^{2}+n(4 t-2 k-6)-4 k t-4 t^{2}+5 k+4-\frac{4(n-k-1) W(G)}{n},\end{array}\right.$
according as $\mathrm{k}<\frac{\mathrm{n}(\mathrm{t}+1)}{2 \mathrm{t}}-\mathrm{t}$ or $\mathrm{k} \geq \frac{\mathrm{n}(\mathrm{t}+1)}{2 \mathrm{t}}-\mathrm{t}$, where
$a_{i}=\frac{n^{2}(10 t+1)-n^{3}-n\left(10 t^{2}+4 t\right)+8 t^{3} \pm \sqrt{n^{4}-n^{3}(12 t+2)+n^{2}\left(40 t^{2}+12 t+1\right)+n\left(8 t^{3}-36 t^{2}\right)+4 t^{4}}}{4\left(n t-2 t^{2}\right)}$ and $D=k^{2}+16 n t-16 k t-16 t^{2}$. Equality occurs in each of these inequalities if and only if $\mathrm{G} \cong \mathrm{K}_{\mathrm{k}} \vee\left(\mathrm{K}_{\mathrm{t}} \cup \mathrm{K}_{\mathrm{n}-\mathrm{k}-\mathrm{t}}\right)$ with $1 \leq \mathrm{t} \leq\left\lfloor\frac{\mathrm{n}-\mathrm{k}}{2}\right\rfloor$.

Proof. Let $G$ be a connected graph of order $n$ with vertex connectivity $k$, $2 \leq k \leq n-2$. Then, by Lemma 3, for each $G \in \mathcal{V}_{n}^{k}$, the spectral parameter $B_{i}^{Q}(G)$ has the minimum possible value for the graph $K_{k} \vee\left(K_{t} \cup K_{n-k-t}\right)$. That is, for all $G \in \mathcal{V}_{n}^{k}$, we have $B_{i}^{Q}(G) \geq B_{i}^{Q}\left(K_{k} \vee\left(K_{t} \cup K_{n-t-k}\right)\right)$. With this, from the definition of distance signless Laplacian energy, it follows that

$$
\begin{align*}
\operatorname{DSLE}(G) & =2\left(B_{\sigma^{\prime}}(G)-\frac{2 \sigma^{\prime} W(G)}{n}\right)=2 \max _{1 \leq j \leq n}\left(\sum_{i=1}^{j} \rho_{i}^{Q}(G)-\frac{2 j W(G)}{n}\right) \\
& \geq 2 \max _{1 \leq j \leq n}\left(\sum_{i=1}^{j} \rho_{i}^{Q}\left(K_{k} \vee\left(K_{t} \cup K_{n-t-k}\right)\right)-\frac{2 j W(G)}{n}\right) \tag{6}
\end{align*}
$$

By Corollary 1, the distance signless Laplacian spectrum of the graph $\mathrm{K}_{\mathrm{k}} \vee$ $\left(K_{t} \cup K_{n-t-k}\right)$ is $\left\{\frac{4 n-k-4 \pm \sqrt{k^{2}+16 n t-16 k t-16 t^{2}}}{2},(2 n-k-t-2)^{[t-1]},(n+t-2)^{[n-k-t-1]},(n-2)^{k}\right\}$.
Let $\sigma^{\prime}$ be the number of distance signless Laplacian eigenvalues of $K_{k} \vee$ $\left(K_{t} \cup K_{n-t-k}\right)$ which are greater than or equal to that $\frac{2 W\left(K_{k} \vee\left(K_{t} \cup K_{n-t-k}\right)\right)}{n}=$ $\frac{n^{2}-n+2 n t-2 t^{2}-2 k t}{n}$. Clearly, $\frac{4 n-k-4+\sqrt{k^{2}+16 n t-16 k t-16 t^{2}}}{2}$ is the distance signless Laplacian spectral radius of the graph $\mathrm{K}_{\mathrm{k}} \vee\left(\mathrm{K}_{\mathrm{t}} \cup \mathrm{K}_{\mathrm{n}-\mathrm{t}-\mathrm{k}}\right)$ and is always greater than $\frac{2 W\left(K_{k} \vee\left(K_{t} \cup K_{n-t-k}\right)\right)}{n}$. Now, for the eigenvalue $2 n-k-t-2$, we have

$$
2 n-k-t-2 \geq \frac{2 W\left(K_{k} \vee\left(K_{t} \cup K_{n-t-k}\right)\right)}{n}=\frac{n^{2}-n+2 n t-2 t^{2}-2 k t}{n}
$$

which implies that

$$
\begin{equation*}
2 t^{2}-(3 n-2 k) t+\left(n^{2}-n-k n\right) \geq 0 \tag{7}
\end{equation*}
$$

The roots of the polynomial $g_{1}(t)=2 t^{2}-(3 n-2 k) t+\left(n^{2}-n-k n\right)=0$ are

$$
r_{1}=\frac{3 n-2 k+\sqrt{(n-2 k)^{2}+8 n}}{2} \text { and } r_{2}=\frac{3 n-2 k-\sqrt{(n-2 k)^{2}+8 n}}{2} .
$$

This shows that $g_{1}(t) \geq 0$, for all $t \leq r_{2}$ and $t \geq r_{1}$. Since,

$$
t=\frac{n-k}{2}<\frac{3 n-2 k-\sqrt{(n-2 k)^{2}+8 n}}{2}=r_{2}
$$

gives $k \leq n-2$, which is the maximum value for connectivity. Thus, $g_{1}(t) \geq 0$, for all $t \leq \frac{n-k}{2}$. For the eigenvalue $n+t-2$, we have

$$
n+t-2 \geq \frac{2 W\left(K_{k} \vee\left(K_{t} \cup K_{n-t-k}\right)\right)}{n}=\frac{n^{2}-n+2 n t-2 t^{2}-2 k t}{n}
$$

which implies that $\mathrm{k} \geq \frac{\mathrm{n}(\mathrm{t}+1)}{2 \mathrm{t}}-\mathrm{t}$. This shows that

$$
n+t-2 \geq \frac{2 W\left(K_{k} \vee\left(K_{t} \cup K_{n-t-k}\right)\right)}{n}
$$

for all $k \geq \frac{n(t+1)}{2 t}-t$ and

$$
n+t-2<\frac{2 W\left(K_{k} \vee\left(K_{\mathrm{t}} \cup K_{\mathrm{n}-\mathrm{t}-\mathrm{k}}\right)\right)}{n},
$$

for all $k<\frac{n(t+1)}{2 t}-t$. For the second smallest distance signless Laplacian eigenvalue

$$
\frac{4 n-k-4-\sqrt{k^{2}+16 n t-16 k t-16 t^{2}}}{2}
$$

we have

$$
\begin{aligned}
\frac{4 n-k-4+\sqrt{k^{2}+16 n t-16 k t-16 t^{2}}}{2} & \geq \frac{2 W\left(K_{k} \vee\left(K_{t} \cup K_{n-t-k}\right)\right)}{n} \\
& =\frac{n^{2}-n+2 n t-2 t^{2}-2 k t}{n}
\end{aligned}
$$

implying that

$$
\begin{aligned}
f(k) & =k^{2}\left(16 t^{2}-8 n t\right)+k\left(4 n^{2}-4 n^{3}-16 n t+40 n^{2} t-40 n t^{2}+32 t^{3}\right) \\
& -8 n^{3}+4 n^{4}+4 n^{2}+16 n^{2} t-32 n^{3} t-16 n t^{2}+48 n^{2} t^{2}-32 n t^{3}+16 t^{4} \\
& \geq 0 .
\end{aligned}
$$

which in turn implies that

$$
\frac{4 n-k-4-\sqrt{k^{2}+16 n t-16 k t-16 t^{2}}}{2}<\frac{2 W\left(K_{k} \vee\left(K_{t} \cup K_{n-t-k}\right)\right)}{n}
$$

for $a_{2}<k<a_{1}$, where
$a_{i}=\frac{n^{2}(10 t+1)-n^{3}-n\left(10 t^{2}+4 t\right)+8 t^{3} \pm \sqrt{n^{4}-n^{3}(12 t+2)+n^{2}\left(40 t^{2}+12 t+1\right)+n\left(8 t^{3}-36 t^{2}\right)+4 t^{4}}}{4\left(n t-2 t^{2}\right)}$,
$i=1,2$, are the zeros of $f(k)$. From these calculations it follows that, if $k<$ $\frac{n(t+1)}{2 t}-t$, then $\sigma^{\prime}=t$, and if $k \geq \frac{n(t+1)}{2 t}-t$, then $\sigma^{\prime}=n-k-1$. Therefore, for $k<\frac{n(t+1)}{2 t}-t$, it follows from Inequality (6) that

$$
\begin{aligned}
& \operatorname{DSLE}(G) \geq 2 \max _{1 \leq j \leq n}\left(\sum_{i=1}^{j} \rho_{i}^{Q}\left(K_{k} \vee\left(K_{t} \cup K_{n-t-k}\right)\right)-\frac{2 j W(G)}{n}\right) \\
& \geq 2\left(\sum_{i=1}^{t} \rho_{i}^{Q}\left(K_{k} \vee\left(K_{t} \cup K_{n-t-k}\right)\right)-\frac{2 t W(G)}{n}\right) \\
& = \\
& 2\left(\frac{4 n-k-4+\sqrt{k^{2}+16 n t-16 k t-16 t^{2}}}{2}\right. \\
& \left.\quad+(t-1)(2 n-k-t-2)-\frac{2 t W(G)}{n}\right) \\
& = \\
& { }^{k^{2}+16 n t-16 k t-16 t^{2}}+2 t(2 n-k-t-1)+k-\frac{4 t W(G)}{n} .
\end{aligned}
$$

If $k \geq \frac{n(t+1)}{2 t}-t$, from (6), we have

$$
\begin{aligned}
& \operatorname{DSLE}(G) \geq 2 \max _{1 \leq j \leq n}\left(\sum_{i=1}^{j} \rho_{i}^{Q}\left(K_{k} \vee\left(K_{t} \cup K_{n-t-k}\right)\right)-\frac{2 j W(G)}{n}\right) \\
& \geq 2\left(\sum_{i=1}^{n-k-1} \rho_{i}^{Q}\left(K_{k} \vee\left(K_{t} \cup K_{n-t-k}\right)\right)-\frac{2(n-k-1) W(G)}{n}\right) \\
& =2\left(\frac{4 n-k-4+\sqrt{D}}{2}+(t-1)(2 n-k-t-2)+(n-k-t-1)(n+t-2)\right) \\
& -\frac{4(n-k-1) W(G)}{n}=\sqrt{D}+2 n^{2}+n(4 t-2 k-6)-4 k t-4 t^{2}+5 k+4 \\
& -\frac{4(n-k-1) W(G)}{n},
\end{aligned}
$$

where $D=k^{2}+16 n t-16 k t-16 t^{2}$. By Lemmas 1 and 3, equality holds if and only if $G \cong K_{k} \vee\left(K_{t} \cup K_{n-t-k}\right)$. This completes the proof.

The next result is the special case of $G \in \mathcal{V}_{n}^{k}$, for $t=1$.
Proposition 3 Let $\mathrm{G} \in \mathcal{V}_{n}^{k}$ and $\mathrm{t}=1$. Then

$$
\operatorname{DSLE}(G) \geq 2\left(4 n-k-4-\frac{8 W(G)}{n}\right)
$$

with equality if and only if $G \cong K_{k} \vee\left(\mathrm{~K}_{1} \cup \mathrm{~K}_{\mathrm{n}-1-\mathrm{k}}\right)$.
Proof. By letting $t=1$ in Corollary 1 , the distance signless Laplacian spectrum of $K_{k} \vee\left(K_{1} \cup K_{n-1-k}\right)$ is given by

$$
\left\{\frac{4 n-k-4 \pm \sqrt{k^{2}-16 k+16 n-16}}{2},(n-1)^{[n-k-2]},(n-2)^{[k]}\right\} .
$$

Clearly, the distance signless Laplacian eigenvalue $\frac{4 n-k-4+\sqrt{k^{2}-16 k+16 n-16}}{2}$ is the distance signless spectral radius and is always greater than

$$
\frac{2 W\left(K_{k} \vee\left(K_{1} \cup K_{n-1-k}\right)\right)}{n}=\frac{n^{2}+n-2 k-2}{n} .
$$

For the eigenvalue $\mathrm{n}-1$, we have

$$
n-1<\frac{2 W\left(K_{k} \vee\left(K_{1} \cup K_{n-1-k}\right)\right)}{n}
$$

if $n+k>1$, which is always true as $n \geq 4$ and $k \geq 2$.
Lastly, for the eigenvalue $\frac{4 n-k-4-\sqrt{k^{2}-16 k+16 n-16}}{2}$, we see if

$$
\frac{4 n-k-4-\sqrt{k^{2}-16 k+16 n-16}}{2}<\frac{2 W\left(K_{k} \vee\left(K_{1} \cup K_{n-1-k}\right)\right)}{n}
$$

then after simplification, we have

$$
h(k)=k^{2}(8 n-16)-k\left(44 n^{3}-4 n^{3}-56 n+32\right)-4 n^{4}+40 n^{3}-68 n^{2}+48 n-16<0 .
$$

The zeros of $h(k)$ are $n-1$ and $\frac{9 n^{2}-n^{3}-8 n+4}{2(n-2)}$. This implies that

$$
\frac{4 n-k-4-\sqrt{k^{2}-16 k+16 n-16}}{2} \geq \frac{2 W\left(K_{k} \vee\left(K_{1} \cup K_{n-1-k}\right)\right)}{n}
$$

for

$$
\frac{9 n^{2}-n^{3}-8 n+4}{2(n-2)} \leq k \leq n-1 .
$$

Thus, from (6), we have

$$
\begin{aligned}
\operatorname{DSLE}(G) & \geq 2 \max _{1 \leq j \leq n}\left(\sum_{i=1}^{j} \rho_{i}^{Q}\left(K_{k} \vee\left(K_{1} \cup K_{n-1-k}\right)\right)-\frac{2 j W(G)}{n}\right) \\
& \geq 2\left(\sum_{i=1}^{2} \rho_{i}^{Q}\left(K_{k} \vee\left(K_{1} \cup K_{n-1-k}\right)\right)-\frac{2 j W(G)}{n}\right) \\
& =2\left(4 n-k-4-\frac{4 W(G)}{n}\right) .
\end{aligned}
$$

Clearly, equality occurs by Lemma 1 .
For $G \in \mathcal{V}_{n}^{k}$, with $k=t=1$, we have the following observation.
Corollary 2 Let $\mathrm{G} \in \mathcal{V}_{\mathrm{n}}^{1}$. Then, for $\mathrm{t}=1$, we have

$$
\operatorname{DSLE}(G) \geq 2\left(4 n-k-4-\frac{8 W(G)}{n}\right)
$$

with equality if and only if $\mathrm{G} \cong \mathrm{K}_{1} \vee\left(\mathrm{~K}_{1} \cup \mathrm{~K}_{\mathrm{n}-2}\right)$.
Proof. From Corollary 1, the distance signless Laplacian spectrum of $K_{1} \vee$ $\left(K_{1} \cup K_{n-2}\right)$ is given by

$$
\left\{\frac{4 n-5 \pm \sqrt{16 n-31}}{2},(n-1)^{[n-3]}, n-2\right\} .
$$

It can be easily seen that $\frac{4 n-5+\sqrt{16 n-31}}{2}$ is the distance signless spectral radius and is always greater than $\frac{2 W\left(K_{k} \vee\left(K_{1} \cup K_{n-t-k}\right)\right)}{n}=\frac{n^{2}+n-4}{n}$. For the eigenvalue $n-1$, we have $n-1<\frac{2 W\left(K_{k} \vee\left(K_{1} \cup K_{n-t-k}\right)\right)}{n}$ if $n>2$, which is always true. Next for the eigenvalue $\frac{4 n-5-\sqrt{16 n-31}}{2}$, we see that $\frac{4 n-5-\sqrt{16 n-31}}{2} \geq \frac{n^{2}+n-4}{n}$, which after simplification gives $n^{4}-11 n^{3}+28 n^{2}-28 n+16 \geq 0$, which is true for $n \geq 8$. Thus, from (6), we have

$$
\begin{aligned}
\operatorname{DSLE}(G) & \geq 2 \max _{1 \leq j \leq n}\left(\sum_{i=1}^{j} \rho_{i}^{Q}\left(K_{1} \vee\left(K_{1} \cup K_{n-2}\right)\right)-\frac{2 j W(G)}{n}\right) \\
& \geq 2\left(\sum_{i=1}^{2} \rho_{i}^{Q}\left(K_{1} \vee\left(K_{1} \cup K_{n-2}\right)\right)-\frac{2 j W(G)}{n}\right) \\
& =2\left(4 n-5-\frac{4 W(G)}{n}\right) .
\end{aligned}
$$

## Conclusions

We observe that the investigation of the graph invariant $\mathrm{B}_{\mathrm{b}}^{\mathrm{Q}}(\mathrm{G})=\sum_{\mathrm{i}=1}^{\mathrm{b}} \rho_{\mathrm{i}}^{\mathrm{Q}}, 1 \leq$ $\mathrm{b} \leq \mathrm{n}-1$, that is, the sum of the $\mathrm{b} \geq 1$ largest signless Laplacian eigenvalues is an interesting problem. By Lemma 1, Theorem 2, Lemma 3 and Theorem 4, we see that $C S_{n, \alpha}$ and $K_{k} \vee\left(K_{t} \cup K_{n-t-k}\right)$ have minimum value of $B_{b}^{Q}$ among the graphs with independence $\alpha$ and connectivity $k$. In a similar manner, it can be shown that $K_{n}$ and $K_{a, n-a}$ have minimum value of $B_{b}^{Q}$ among all graphs and among all the bipartite graphs. In [1], upper bounds for $B_{b}^{Q}$ were discussed for graphs with diameter 1 and 2, split graphs, threshold graphs and a conjecture was also put forward. It will be interesting to find the lower bounds for $B_{b}^{Q}$ for an arbitrary graph $G$ and characterization of the extremal graphs. By using Lemma 1 and proceeding as in Theorems 2 and 4, we can show that $\mathrm{K}_{\mathrm{a}, \mathfrak{n}-\mathrm{a}}$ has the minimum distance signless Laplacian energy among all graphs bipartite graphs. A difficult problem is to investigate the graphs with maximum distance signless Laplacian energy. In particular, it will be interesting to study the graphs with maximum signless Laplacian energy among bipartite graphs, split graphs, graphs with fixed connectivity, perfect matching and other families. The graph invariant $\sigma^{\prime}$, that is, the number of distance signless Laplacian eigenvalues which are greater or equal to $\frac{2 W(G)}{n}$ is an interesting graph invariant. Several papers exist in the literature in this direction and various open problems were asked in case of Laplacian [7] and signless Laplaian matrices. The same is true for distance signless Laplacian matrix and attractive problems of $\sigma^{\prime}$ can be investigated, like characterization of graphs having $\sigma^{\prime}=1,2, \frac{n}{2}$ and $\sigma^{\prime}=n-1$.
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#### Abstract

The object of the present paper is to study para-Kenmotsu manifolds satisfying different conditions of semi-symmetric type.


## 1 Introduction

Recently, A. A. Shaikh and H. Kundu [8] studied the equivalency of various geometric structures. They have proved that the conditions
i) $R \cdot R=0, R \cdot \tilde{C}=0$ and $R \cdot P=0$ are equivalent and we call such a class $\mathrm{G}_{1}$;
ii) $\mathrm{C} \cdot \mathrm{R}=0, \mathrm{C} \cdot \tilde{\mathrm{C}}=0$ and $\mathrm{C} \cdot \mathrm{P}=0$ are equivalent and we call such a class $\mathrm{G}_{2}$;
iii) $\tilde{\mathrm{C}} \cdot \mathrm{R}=0, \tilde{\mathrm{C}} \cdot \tilde{\mathrm{C}}=0$ and $\tilde{\mathrm{C}} \cdot \mathrm{P}=0$ are equivalent and we call such a class $\mathrm{G}_{3}$;
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iv) $H \cdot R=0, H \cdot \tilde{C}=0$ and $H \cdot P=0$ are equivalent and we call such a class $\mathrm{G}_{4}$;
v) $\mathrm{R} \cdot \mathrm{C}=0$ and $\mathrm{R} \cdot \mathrm{H}=0$ are equivalent and we call such a class $\mathrm{G}_{5}$;
vi) $\mathrm{C} \cdot \mathrm{H}=0$ and $\mathrm{C} \cdot \mathrm{C}=0$ are equivalent and we call such a class $\mathrm{G}_{6}$;
vii) $\tilde{\mathrm{C}} \cdot \mathrm{H}=0$ and $\tilde{\mathrm{C}} \cdot \mathrm{C}=0$ are equivalent and we call such a class $\mathrm{G}_{7}$;
viii) $\mathrm{H} \cdot \mathrm{H}=0$ and $\mathrm{H} \cdot \mathrm{C}=0$ are equivalent and we call such a class $\mathrm{G}_{8}$,
where $R, C, \tilde{C}, H$ and $P$ are the Riemannian, conformal, concircular, conharmonic and projective curvature tensors, respectively.

In an $n$-dimensional Riemannian manifold $\left(M^{n}, g\right)(n>3)$, the conformal curvature tensor C [2], conharmonic curvature tensor H [3], concircular curvature tensor $\tilde{C}[13]$ and projective curvature tensor $P$ [7] are defined respectively by

$$
\begin{align*}
C(X, Y) Z & =R(X, Y) Z-\frac{1}{n-2}[S(Y, Z) X-S(X, Z) Y  \tag{1}\\
& +g(Y, Z) Q X-g(X, Z) Q Y] \\
& +\frac{r}{(n-1)(n-2)}[g(Y, Z) X-g(X, Z) Y] \\
H(X, Y) Z & =R(X, Y) Z-\frac{1}{n-2}[S(Y, Z) X-S(X, Z) Y  \tag{2}\\
& +g(Y, Z) Q X-g(X, Z) Q Y] \\
\tilde{C}(X, Y) Z= & R(X, Y) Z-\frac{r}{n(n-1)}[g(Y, Z) X-g(X, Z) Y]  \tag{3}\\
P(X, Y) Z & =R(X, Y) Z-\frac{1}{n-1}[S(Y, Z) X-S(X, Z) Y] \tag{4}
\end{align*}
$$

where $\mathrm{Q}, \mathrm{S}$ and r are the Ricci operator, the Ricci curvature tensor and the scalar curvature of $M^{n}$. The Ricci operator $Q$ and the ( 0,2 )-tensor $S^{2}$ are defined as

$$
S(X, Y)=g(Q X, Y) \text { and } S^{2}(X, Y)=S(Q X, Y)=g\left(Q^{2} X, Y\right)
$$

The present paper is structured as follows. In Section 2, we briefly recall some known results for para-Kenmotsu manifolds. In Section 3, we study paraKenmotsu manifolds belonging to the class $G_{i}(i=1,2, \ldots, 8)$ and we prove that a para-Kenmotsu manifold belonging to the class $G_{1}$ is Einstein, whereas such a manifold belonging to the class $G_{5}$ is $\eta$-Einstein.

## 2 Para-Kenmotsu manifolds

The notion of almost paracontact structure was introduced by I. Sato. According to his definition [9], an almost paracontact structure $(\Phi, \xi, \eta)$ on an odd-dimensional manifold $M^{n}$ consists of a (1,1)-tensor field $\Phi$, called the structure endomorphism, a vector field $\xi$, called the characteristic vector field and a 1 -form $\eta$, called the contact form, which satisfy the following conditions:

$$
\begin{gather*}
\Phi^{2}=\mathrm{I}-\eta \otimes \xi  \tag{5}\\
\eta(\xi)=1  \tag{6}\\
\Phi \xi=0, \eta \circ \Phi=0, \operatorname{rank} \Phi=\mathrm{n}-1 . \tag{7}
\end{gather*}
$$

Moreover, if g is a pseudo-Riemannian metric satisfying

$$
\begin{equation*}
g(\Phi X, \Phi Y)=-g(X, Y)+\eta(X) \eta(Y) \tag{8}
\end{equation*}
$$

for any vector fields $X$ and $Y$ on $M^{n}$, then the manifold $M^{n}[9]$ is said to admit an almost paracontact Riemannian structure ( $\Phi, \xi, \eta, g$ ). Remark that from the above conditions we get

$$
\begin{equation*}
\mathrm{g}(X, \xi)=\eta(X), \tag{9}
\end{equation*}
$$

for any vector field $X$ on $M^{n}$. Examples of almost paracontact metric structures are given in $[4,1]$.

An analogue of the Kenmotsu manifold [5] in paracontact geometry will be further considered.

Definition 1 [6] The almost paracontact metric structure ( $\Phi, \xi, \eta, g$ ) is called para-Kenmotsu if the Levi-Civita connection $\nabla$ of g satisfies

$$
\left(\nabla_{X} \Phi\right) Y=g(\Phi X, Y) \xi-\eta(Y) \Phi X
$$

for any vector fields X and Y on $\mathrm{M}^{\mathrm{n}}$.

The para-Kenmotsu structure was also considered by J. Welyczko in [12] for 3-dimensional normal almost paracontact metric structures. A similar notion called P-Kenmotsu structure appears in the paper of B. B. Sinha and K. L. Sai Prasad [11]. We shall further give some immediate properties of this structure.

Proposition 1 If $\left(M^{n}, \Phi, \xi, \eta, g\right)$ is a para-Kenmotsu manifold, then [11]:

$$
\begin{gather*}
S(X, \xi)=-(n-1) \eta(X)  \tag{10}\\
R(X, Y) \xi=\eta(X) Y-\eta(Y) X  \tag{11}\\
\eta(R(X, Y) Z)=g(X, Z) \eta(Y)-g(Y, Z) \eta(X), \tag{12}
\end{gather*}
$$

where S is the Ricci curvature tensor and R is the Riemannian curvature tensor.

In view of (12), one can easily bring out the followings:

$$
\begin{align*}
g(C(X, Y) Z, \xi)= & \eta(C(X, Y) Z))  \tag{13}\\
= & \frac{1}{n-2}\left[\left(\frac{r}{n-1}+1\right)(g(Y, Z) \eta(X)-g(X, Z) \eta(Y))\right. \\
- & (S(Y, Z) \eta(X)-S(X, Z) \eta(Y))] \\
g(H(X, Y) Z, \xi)= & \eta(H(X, Y) Z))  \tag{14}\\
= & \frac{1}{n-2}[g(Y, Z) \eta(X)-g(X, Z) \eta(Y) \\
& -(S(Y, Z) \eta(X)-S(X, Z) \eta(Y))] \\
g(\tilde{C}(X, Y) Z, \xi)= & \eta(\tilde{C}(X, Y) Z))  \tag{15}\\
= & \left(\frac{r}{n(n-1)}+1\right)[g(X, Z) \eta(Y)-g(Y, Z) \eta(X)] \\
g(P(X, Y) Z, \xi)= & \eta(P(X, Y) Z)  \tag{16}\\
= & g(X, Z) \eta(Y)-g(Y, Z) \eta(X) \\
& -\frac{1}{n-1}[S(Y, Z) \eta(X)-S(X, Z) \eta(Y)] .
\end{align*}
$$

Definition 2 [10] An almost paracontact Riemannian manifold $M^{n}$ is said to be an $\eta$-Einstein manifold if the Ricci curvature tensor S is of the form

$$
S=a g+b \eta \otimes \eta
$$

where a and b are smooth functions on $\mathrm{M}^{\mathfrak{n}}$ and $\eta$ is a 1-form.
In particular, if $b=0$, then $M^{n}$ is said to be an Einstein manifold.

## 3 Main results

In this section we consider different types of semi-symmetric para-Kenmotsu manifolds, namely, para-Kenmotsu manifolds belonging to the classes $G_{i}(i=$ $1,2, \ldots, 8)$.

### 3.1 Para-Kenmotsu manifolds belonging to the class $\mathrm{G}_{1}$

We consider para-Kenmotsu manifolds admitting the condition

$$
(R(X, Y) \cdot R)(Z, U) V=0
$$

which implies

$$
\begin{align*}
& g(R(\xi, Y) R(Z, U) V, \xi)-g(R(R(\xi, Y) Z, U) V, \xi)  \tag{17}\\
& -g(R(Z, R(\xi, Y) U) V, \xi)-g(R(Z, U) R(\xi, Y) V, \xi)=0 .
\end{align*}
$$

Putting $Y=Z=e_{i}$ in (17), where $\left\{e_{1}, e_{2}, e_{3}, \ldots, e_{n-1}, e_{n}=\xi\right\}$ is an orthonormal basis of the tangent space at each point of the manifold $M^{n}$ and taking the summation over $\mathfrak{i}, 1 \leq \mathfrak{i} \leq \mathfrak{n}$, we get

$$
\begin{align*}
& \sum_{i=1}^{n} g\left(R\left(\xi, e_{i}\right) R\left(e_{i}, u\right) V, \xi\right)-\sum_{i=1}^{n} g\left(R\left(R\left(\xi, e_{i}\right) e_{i}, u\right) V, \xi\right)  \tag{18}\\
& -\sum_{i=1}^{n} g\left(R\left(e_{i}, R\left(\xi, e_{i}\right) u\right) V, \xi\right)-\sum_{i=1}^{n} g\left(R\left(e_{i}, u\right) R\left(\xi, e_{i}\right) V, \xi\right)=0
\end{align*}
$$

Using (10)-(12) we obtain

$$
\begin{gather*}
\sum_{i=1}^{n} g\left(R\left(\xi, e_{i}\right) R\left(e_{i}, U\right) V, \xi\right)=-g(U, V)+\eta(U) \eta(V)-S(U, V)  \tag{19}\\
\sum_{i=1}^{n} g\left(R\left(R\left(\xi, e_{i}\right) e_{i}, u\right) V, \xi\right)=-(n-1)[-g(U, V)+\eta(U) \eta(V)]  \tag{20}\\
\sum_{i=1}^{n} g\left(R\left(e_{i}, R\left(\xi, e_{i}\right) U\right) V, \xi\right)=-g(U, V)+\eta(U) \eta(V)  \tag{21}\\
\sum_{i=1}^{n} g\left(R\left(e_{i}, U\right) R\left(\xi, e_{i}\right) V, \xi\right)=(n-1) \eta(U) \eta(V) \tag{22}
\end{gather*}
$$

By virtue of (19), (20), (21) and (22), the equation (18) yields

$$
\begin{equation*}
S(U, V)=-(n-1) g(U, V) . \tag{23}
\end{equation*}
$$

Thus, we state the following theorem.
Theorem 1 A para-Kenmotsu manifold belonging to the class $\mathrm{G}_{1}$ is always an Einstein manifold with the Ricci curvature tensor given by (23).

### 3.2 Para-Kenmotsu manifolds belonging to the class $G_{2}$

We consider para-Kenmotsu manifolds admitting the condition

$$
(C(X, Y) \cdot R)(Z, U) V=0,
$$

which implies

$$
\begin{align*}
& g(C(\xi, Y) R(Z, U) V, \xi)-g(R(C(\xi, Y) Z, U) V, \xi)  \tag{24}\\
& -g(R(Z, C(\xi, Y) U) V, \xi)-g(R(Z, U) C(\xi, Y) V, \xi)=0 .
\end{align*}
$$

Putting $\mathrm{Y}=\mathrm{Z}=\boldsymbol{e}_{\mathrm{i}}$ in (24) and taking the summation over $\mathfrak{i}, 1 \leq \mathfrak{i} \leq \mathrm{n}$, we get

$$
\begin{align*}
& \sum_{i=1}^{n} g\left(C\left(\xi, e_{i}\right) R\left(e_{i}, U\right) V, \xi\right)-\sum_{i=1}^{n} g\left(R\left(C\left(\xi, e_{i}\right) e_{i}, U\right) V, \xi\right)  \tag{25}\\
& -\sum_{i=1}^{n} g\left(R\left(e_{i}, C\left(\xi, e_{i}\right) U\right) V, \xi\right)-\sum_{i=1}^{n} g\left(R\left(e_{i}, U\right) C\left(\xi, e_{i}\right) V, \xi\right)=0 .
\end{align*}
$$

Using (10)-(12) and (1) we obtain

$$
\begin{align*}
& \sum_{i=1}^{n} g\left(C\left(\xi, e_{i}\right) R\left(e_{i}, U\right) V, \xi\right)=\frac{1}{n-2}\left[\left(\frac{r}{n-1}+1\right) S(U, V)-S^{2}(U, V)(26)\right. \\
&\left.-\left(\frac{r}{n-1}+n\right) \eta(R(\xi, U) V)\right] \\
& \sum_{i=1}^{n} g\left(R\left(C\left(\xi, e_{i}\right) e_{i}, U\right) V, \xi\right)=0 \\
& \sum_{i=1}^{n} g\left(R\left(e_{i}, C\left(\xi, e_{i}\right) U\right) V, \xi\right)=\frac{1}{n-2}\left[-\left(\frac{r}{n-1}+1\right) \eta(R(\xi, U) V)(28)\right.  \tag{28}\\
&-S(U, V)-(n-1) \eta(U) \eta(V)]
\end{align*}
$$

$$
\begin{equation*}
\sum_{i=1}^{n} g\left(R\left(e_{i}, U\right) C\left(\xi, e_{i}\right) V, \xi\right)=0 \tag{29}
\end{equation*}
$$

By virtue of (26), (27), (28), (29) and using (12), the equation (25) yields

$$
\begin{equation*}
\left(\frac{r}{n-1}+2\right) S(U, V)=-(n-1) g(U, V)+S^{2}(U, V) \tag{30}
\end{equation*}
$$

Thus, we state the following theorem.
Theorem 2 The Ricci curvature tensor of a para-Kenmotsu manifold belonging to the class $\mathrm{G}_{2}$ satisfies (30).

### 3.3 Para-Kenmotsu manifolds belonging to the class $G_{3}$

We consider para-Kenmotsu manifolds admitting the condition

$$
(\tilde{C}(X, Y) \cdot R)(Z, U) V=0
$$

which implies

$$
\begin{align*}
& g(\tilde{C}(\xi, Y) R(Z, U) V, \xi)-g(R(\tilde{C}(\xi, Y) Z, U) V, \xi)  \tag{31}\\
& -g(R(Z, \tilde{C}(\xi, Y) U) V, \xi)-g(R(Z, U) \tilde{C}(\xi, Y) V, \xi)=0 .
\end{align*}
$$

Putting $Y=Z=e_{i}$ in (31) and taking the summation over $\mathfrak{i}, 1 \leq \mathfrak{i} \leq n$, we get

$$
\begin{align*}
& \sum_{i=1}^{n} g\left(\tilde{C}\left(\xi, e_{i}\right) R\left(e_{i}, u\right) V, \xi\right)-\sum_{i=1}^{n} g\left(R\left(\tilde{C}\left(\xi, e_{i}\right) e_{i}, u\right) V, \xi\right)  \tag{32}\\
& -\sum_{i=1}^{n} g\left(R\left(e_{i}, \tilde{C}\left(\xi, e_{i}\right) u\right) V, \xi\right)-\sum_{i=1}^{n} g\left(R\left(e_{i}, u\right) \tilde{C}\left(\xi, e_{i}\right) V, \xi\right)=0
\end{align*}
$$

Using (10)-(12) and (3) we obtain

$$
\begin{align*}
& \sum_{i=1}^{n} g\left(\tilde{C}\left(\xi, e_{i}\right) R\left(e_{i}, U\right) V, \xi\right)=\left(\frac{r}{n(n-1)}+1\right)[-g(U, V)+\eta(U) \eta(V)-S(U, V)] \\
& \sum_{i=1}^{n} g\left(R\left(\tilde{C}\left(\xi, e_{i}\right) e_{i}, u\right) V, \xi\right)=\left(\frac{r}{n(n-1)}+1\right)(n-1)[g(U, V)-\eta(U) \eta(V)] \tag{33}
\end{align*}
$$

$$
\begin{gather*}
\sum_{i=1}^{n} g\left(R\left(e_{i}, \tilde{C}\left(\xi, e_{i}\right) U\right) V, \xi\right)=\left(\frac{r}{n(n-1)}+1\right)[-g(U, V)+\eta(U) \eta(V)]  \tag{35}\\
\sum_{i=1}^{n} g\left(R\left(e_{i}, U\right) \tilde{C}\left(\xi, e_{i}\right) V, \xi\right)=\left(\frac{r}{n(n-1)}+1\right)(n-1) \eta(U) \eta(V) \tag{36}
\end{gather*}
$$

By virtue of $(33),(34),(35)$ and (36), the equation (32) yields

$$
\begin{equation*}
\left(\frac{r}{n(n-1)}+1\right)[S(U, V)+(n-1) g(U, V)]=0 \tag{37}
\end{equation*}
$$

Thus, we state the following theorem.
Theorem 3 The Ricci curvature tensor of a para-Kenmotsu manifold belonging to the class $\mathrm{G}_{3}$ satisfies (37).

### 3.4 Para-Kenmotsu manifolds belonging to the class $G_{4}$

We consider para-Kenmotsu manifolds admitting the condition

$$
(\mathrm{H}(\mathrm{X}, \mathrm{Y}) \cdot \mathrm{R})(\mathrm{Z}, \mathrm{U}) \mathrm{V}=0
$$

which implies

$$
\begin{align*}
& g(H(\xi, Y) R(Z, U) V, \xi)-g(R(H(\xi, Y) Z, U) V, \xi)  \tag{38}\\
& -g(R(Z, H(\xi, Y) U) V, \xi)-g(R(Z, U) H(\xi, Y) V, \xi)=0 .
\end{align*}
$$

Putting $Y=Z=e_{i}$ in (38) and taking the summation over $\mathfrak{i}, 1 \leq \mathfrak{i} \leq n$, we get

$$
\begin{align*}
& \sum_{i=1}^{n} g\left(H\left(\xi, e_{i}\right) R\left(e_{i}, u\right) V, \xi\right)-\sum_{i=1}^{n} g\left(R\left(H\left(\xi, e_{i}\right) e_{i}, u\right) V, \xi\right)  \tag{39}\\
& -\sum_{i=1}^{n} g\left(R\left(e_{i}, H\left(\xi, e_{i}\right) u\right) V, \xi\right)-\sum_{i=1}^{n} g\left(R\left(e_{i}, u\right) H\left(\xi, e_{i}\right) V, \xi\right)=0
\end{align*}
$$

Using (10)-(12) and (2) we obtain

$$
\begin{align*}
\sum_{i=1}^{n} g\left(H\left(\xi, e_{i}\right) R\left(e_{i}, u\right) V, \xi\right) & =\frac{1}{n-2}[n g(U, V)-n \eta(U) \eta(V)  \tag{40}\\
& \left.+S(U, V)-S^{2}(U, V)\right]
\end{align*}
$$

$$
\begin{gather*}
\sum_{i=1}^{n} g\left(R\left(H\left(\xi, e_{i}\right) e_{i}, U\right) V, \xi\right)=\frac{1}{n-2}[r g(U, V)-r \eta(U) \eta(V)]  \tag{41}\\
\sum_{i=1}^{n} g\left(R\left(e_{i}, H\left(\xi, e_{i}\right) U\right) V, \xi\right)=\frac{1}{n-2}[g(U, V)-n \eta(U) \eta(V)-S(U, V)]  \tag{42}\\
\sum_{i=1}^{n} g\left(R\left(e_{i}, U\right) H\left(\xi, e_{i}\right) V, \xi\right)=\frac{1}{n-2} r \eta(U) \eta(V) \tag{43}
\end{gather*}
$$

By virtue of (40), (41), (42) and (43), the equation (39) yields

$$
\begin{equation*}
S(U, V)=-\frac{n-r-1}{2} g(U, V)+\frac{1}{2} S^{2}(U, v) \tag{44}
\end{equation*}
$$

Thus, we state the following theorem.
Theorem 4 The Ricci curvature tensor of a para-Kenmotsu manifold belonging to the class $\mathrm{G}_{4}$ satisfies (44).

### 3.5 Para-Kenmotsu manifolds belonging to the class $\mathrm{G}_{5}$

We consider para-Kenmotsu manifolds admitting the condition

$$
(\mathrm{R}(\mathrm{X}, \mathrm{Y}) \cdot \mathrm{C})(\mathrm{Z}, \mathrm{U}) \mathrm{V}=0
$$

which implies

$$
\begin{align*}
& g(R(\xi, Y) C(Z, U) V, \xi)-g(C(R(\xi, Y) Z, U) V, \xi)  \tag{45}\\
& -g(C(Z, R(\xi, Y) U) V, \xi)-g(C(Z, U) R(\xi, Y) V, \xi)=0 .
\end{align*}
$$

Putting $\mathrm{Y}=\mathrm{Z}=\mathrm{e}_{\mathrm{i}}$ in (45) and taking the summation over $\mathfrak{i}, 1 \leq \mathfrak{i} \leq \mathrm{n}$, we get

$$
\begin{align*}
& \sum_{i=1}^{n} g\left(R\left(\xi, e_{i}\right) C\left(e_{i}, u\right) V, \xi\right)-\sum_{i=1}^{n} g\left(C\left(R\left(\xi, e_{i}\right) e_{i}, u\right) V, \xi\right)  \tag{46}\\
& -\sum_{i=1}^{n} g\left(C\left(e_{i}, R\left(\xi, e_{i}\right) U\right) V, \xi\right)-\sum_{i=1}^{n} g\left(C\left(e_{i}, u\right) R\left(\xi, e_{i}\right) V, \xi\right)=0
\end{align*}
$$

Using (10)-(12) and (1) we obtain

$$
\begin{equation*}
\sum_{i=1}^{n} g\left(R\left(\xi, e_{i}\right) C\left(e_{i}, u\right) v, \xi\right)=\eta(C(\xi, u) v) \tag{47}
\end{equation*}
$$

$$
\begin{gather*}
\sum_{i=1}^{n} g\left(C\left(R\left(\xi, e_{i}\right) e_{i}, u\right) V, \xi\right)=-(n-1) \eta(C(\xi, u) V)  \tag{48}\\
\sum_{i=1}^{n} g\left(C\left(e_{i}, R\left(\xi, e_{i}\right) U\right) V, \xi\right)=\eta(C(\xi, u) V)  \tag{49}\\
\sum_{i=1}^{n} g\left(C\left(e_{i}, u\right) R\left(\xi, e_{i}\right) V, \xi\right)=0 \tag{50}
\end{gather*}
$$

By virtue of (47), (48), (49), (50) and using (13), the equation (46) yields

$$
\begin{equation*}
S(U, V)=\left(\frac{r}{n-1}+1\right) g(U, V)-\left(\frac{r}{n-1}+n\right) \eta(U) \eta(V) \tag{51}
\end{equation*}
$$

Thus, we state the following theorem.
Theorem 5 A para-Kenmotsu manifold belonging to the class $\mathrm{G}_{5}$ is always an $\eta$-Einstein manifold with the Ricci curvature tensor given by (51).

### 3.6 Para-Kenmotsu manifolds belonging to the class $\mathrm{G}_{6}$

We consider para-Kenmotsu manifolds admitting the condition

$$
(\mathrm{C}(\mathrm{X}, \mathrm{Y}) \cdot \mathrm{H})(\mathrm{Z}, \mathrm{U}) \mathrm{V}=0
$$

which implies

$$
\begin{align*}
& g(C(\xi, Y) H(Z, U) V, \xi)-g(H(C(\xi, Y) Z, U) V, \xi)  \tag{52}\\
& -g(H(Z, C(\xi, Y) U) V, \xi)-g(H(Z, U) C(\xi, Y) V, \xi)=0 .
\end{align*}
$$

Putting $Y=Z=e_{i}$ in (52) and taking the summation over $\mathfrak{i}, 1 \leq i \leq n$, we get

$$
\begin{align*}
& \sum_{i=1}^{n} g\left(C\left(\xi, e_{i}\right) H\left(e_{i}, u\right) V, \xi\right)-\sum_{i=1}^{n} g\left(H\left(C\left(\xi, e_{i}\right) e_{i}, u\right) V, \xi\right)  \tag{53}\\
& -\sum_{i=1}^{n} g\left(H\left(e_{i}, C\left(\xi, e_{i}\right) u\right) V, \xi\right)-\sum_{i=1}^{n} g\left(H\left(e_{i}, u\right) C\left(\xi, e_{i}\right) V, \xi\right)=0 .
\end{align*}
$$

Using (10)-(12), (1) and (2) we obtain

$$
\begin{equation*}
\sum_{i=1}^{n} g\left(C\left(\xi, e_{i}\right) H\left(e_{i}, u\right) V, \xi\right) \tag{54}
\end{equation*}
$$

$$
\begin{align*}
= & \frac{1}{(n-2)^{2}}\left[-r\left(\frac{r}{n-1}+1\right) g(U, V)-n S^{2}(U, V)+r S(U, V)\right. \\
+ & \left.\|Q\|^{2} g(U, V)-(n-2)\left(\frac{r}{n-1}+n\right) \eta(H(\xi, U) V)\right] \\
& \sum_{i=1}^{n} g\left(H\left(C\left(\xi, e_{i}\right) e_{i}, U\right) V, \xi\right)=0,  \tag{55}\\
& \sum_{i=1}^{n} g\left(H\left(e_{i}, C\left(\xi, e_{i}\right) U\right) V, \xi\right)  \tag{56}\\
= & \frac{1}{(n-2)^{2}}\left[-(n-2)\left(\frac{r}{n-1}+1\right) \eta(H(\xi, U) V)-S^{2}(U, V)\right. \\
+ & S(U, V)+n(n-1) \eta(U) \eta(V)], \\
= & -\frac{1}{(n-2)^{2}}\left[\frac{r^{2}}{n-1}+2 r-\|Q\|^{2}+n(n-1)\right] \eta(U) \eta(V) . \tag{57}
\end{align*}
$$

By virtue of (54), (55), (56), (57) and using (14), the equation (53) yields

$$
\begin{align*}
& (n+r-2) S(U, V)  \tag{58}\\
= & {\left[r\left(\frac{r}{n-1}+1\right)+n-1-\|Q\|^{2}\right] g(U, V) } \\
+ & {\left[\|Q\|^{2}-r\left(\frac{r}{n-1}+2\right)-n(n-1)\right] \eta(U) \eta(V)+(n-1) S^{2}(U, V) . }
\end{align*}
$$

Thus, we state the following theorem.
Theorem 6 The Ricci curvature tensor of a para-Kenmotsu manifold belonging to the class $\mathrm{G}_{6}$ satisfies (58).

### 3.7 Para-Kenmotsu manifolds belonging to the class $\mathrm{G}_{7}$

We consider para-Kenmotsu manifolds admitting the condition

$$
(\tilde{\mathrm{C}}(\mathrm{X}, \mathrm{Y}) \cdot \mathrm{H})(\mathrm{Z}, \mathrm{U}) \mathrm{V}=0,
$$

which implies

$$
\begin{align*}
& g(\tilde{C}(\xi, Y) H(Z, U) V, \xi)-g(H(\tilde{C}(\xi, Y) Z, U) V, \xi)  \tag{59}\\
& -g(H(Z, \tilde{C}(\xi, Y) U) V, \xi)-g(H(Z, U) \tilde{C}(\xi, Y) V, \xi)=0 .
\end{align*}
$$

Putting $\mathrm{Y}=\mathrm{Z}=\mathrm{e}_{\mathrm{i}}$ in (59) and taking the summation over $\mathfrak{i}, 1 \leq \mathfrak{i} \leq \mathrm{n}$, we get

$$
\begin{align*}
& \sum_{i=1}^{n} g\left(\tilde{C}\left(\xi, e_{i}\right) H\left(e_{i}, U\right) V, \xi\right)-\sum_{i=1}^{n} g\left(H\left(\tilde{C}\left(\xi, e_{i}\right) e_{i}, U\right) V, \xi\right)  \tag{60}\\
& -\sum_{i=1}^{n} g\left(H\left(e_{i}, \tilde{C}\left(\xi, e_{i}\right) U\right) V, \xi\right)-\sum_{i=1}^{n} g\left(H\left(e_{i}, U\right) \tilde{C}\left(\xi, e_{i}\right) V, \xi\right)=0 .
\end{align*}
$$

Using (10)-(12), (2) and (3) we obtain

$$
\begin{equation*}
\sum_{i=1}^{n} g\left(\tilde{C}\left(\xi, e_{i}\right) H\left(e_{i}, u\right) V, \xi\right)=\left(\frac{r}{n(n-1)}+1\right)\left[\eta(H(\xi, U) V)+\frac{r}{n-2} g(U, V)\right] \tag{61}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{i=1}^{n} g\left(H\left(\tilde{C}\left(\xi, e_{i}\right) e_{i}, U\right) V, \xi\right)=-\left(\frac{r}{n(n-1)}+1\right)(n-1) \mathfrak{\eta}(H(\xi, U) V) \tag{62}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{i=1}^{n} g\left(H\left(e_{i}, \tilde{C}\left(\xi, e_{i}\right) U\right) V, \xi\right)=\left(\frac{r}{n(n-1)}+1\right) \eta(H(\xi, U) V) \tag{63}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{i=1}^{n} g\left(H\left(e_{i}, U\right) \tilde{C}\left(\xi, e_{i}\right) V, \xi\right)=\left(\frac{r}{n(n-1)}+1\right) \frac{r}{n-2} \eta(U) \mathfrak{n}(V) \tag{64}
\end{equation*}
$$

By virtue of (61), (62), (63), (64) and using (14), the equation (60) yields

$$
\begin{equation*}
\left(\frac{r}{n(n-1)}+1\right)\left[S(U, V)-\left(\frac{r}{n-1}+1\right) g(U, V)-\left(\frac{r}{n-1}-n\right) \eta(U) \eta(V)\right]=0 \tag{65}
\end{equation*}
$$

Thus, we state the following theorem.

Theorem 7 The Ricci curvature tensor of a para-Kenmotsu manifold belonging to the class $\mathrm{G}_{7}$ satisfies (65).

### 3.8 Para-Kenmotsu manifolds belonging to the class $\mathrm{G}_{8}$

We consider para-Kenmotsu manifolds admitting the condition

$$
(\mathrm{H}(\mathrm{X}, \mathrm{Y}) \cdot \mathrm{H})(\mathrm{Z}, \mathrm{U}) \mathrm{V}=0,
$$

which implies

$$
\begin{align*}
& g(H(\xi, Y) H(Z, U) V, \xi)-g(H(H(\xi, Y) Z, U) V, \xi)  \tag{66}\\
& -g(H(Z, H(\xi, Y) U) V, \xi)-g(H(Z, U) H(\xi, Y) V, \xi)=0 .
\end{align*}
$$

Putting $\mathrm{Y}=\mathrm{Z}=\boldsymbol{e}_{\mathfrak{i}}$ in (66) and taking the summation over $\mathfrak{i}, 1 \leq \mathfrak{i} \leq \mathrm{n}$, we get

$$
\begin{align*}
& \sum_{i=1}^{n} g\left(H\left(\xi, e_{i}\right) H\left(e_{i}, U\right) V, \xi\right)-\sum_{i=1}^{n} g\left(H\left(H\left(\xi, e_{i}\right) e_{i}, U\right) V, \xi\right)  \tag{67}\\
& -\sum_{i=1}^{n} g\left(H\left(e_{i}, H\left(\xi, e_{i}\right) U\right) V, \xi\right)-\sum_{i=1}^{n} g\left(H\left(e_{i}, U\right) H\left(\xi, e_{i}\right) V, \xi\right)=0 .
\end{align*}
$$

Using (10)-(12) and (2) we obtain

$$
\begin{gather*}
\quad \sum_{i=1}^{n} g\left(H\left(\xi, e_{i}\right) H\left(e_{i}, U\right) V, \xi\right)  \tag{68}\\
=\frac{1}{(n-2)^{2}}\left[-n(n-2) \eta(H(\xi, U) V)-n S^{2}(U, V)+r S(U, V)\right. \\
\left.+\|Q\|^{2} g(U, V)-r g(U, V)\right] \\
\sum_{i=1}^{n} g\left(H\left(H\left(\xi, e_{i}\right) e_{i}, U\right) V, \xi\right)=-\frac{r}{n-2} \eta(H(\xi, U) V),  \tag{69}\\
=\frac{\sum_{i=1}^{n} g\left(H\left(e_{i}, H\left(\xi, e_{i}\right) U\right) V, \xi\right)}{(n-2)^{2}}\left[-(n-2) \eta(H(\xi, U) V)-S^{2}(U, V)\right.  \tag{70}\\
\quad+S(U, V)+n(n-1) \eta(U) \eta(V)],
\end{gather*}
$$

By virtue of (68), (69), (70), (71) and (14), the equation (67) yields

$$
\begin{align*}
(n-2) S(U, V) & =\left[(n-1)-\|Q\|^{2}\right] g(U, V)  \tag{72}\\
-[n(n-1)-(n-2) r & \left.-\|Q\|^{2}\right] \eta(U) \eta(V)+(n-1) S^{2}(U, V)
\end{align*}
$$

Thus, we state the following theorem.
Theorem 8 The Ricci curvature tensor of a para-Kenmotsu manifold belonging to the class $\mathrm{G}_{8}$ satisfies (72).

We can conclude the followings.
Remark 1 Let $\mathrm{M}^{\mathfrak{n}}$ be a para-Kenmotsu manifold of dimension $\mathfrak{n}>3$.
i) If $M^{n}$ belongs to the class $\mathrm{G}_{1}$, then $\mathrm{M}^{\mathrm{n}}$ is an Einstein manifold of constant negative scalar curvature $\mathrm{r}=-\mathrm{n}(\mathrm{n}-1)$.
ii) If $M^{n}$ belongs to the class $G_{2}$, then the Ricci operator satisfies

$$
\|Q\|^{2} \geq(n-1)^{2}
$$

iii) If $M^{n}$ belongs to the class $G_{3}$, then $M^{n}$ is of constant negative scalar curvature $\mathrm{r}=-\mathrm{n}(\mathrm{n}-1)$.
iv) If $M^{n}$ belongs to the class $\mathrm{G}_{4}$, then the scalar curvature satisfies

$$
r=\frac{n(n-1)}{n-2}-\frac{1}{n-2}\|Q\|^{2} \leq \frac{n(n-1)}{n-2}
$$

v) If $M^{n}$ belongs to the class $\mathrm{G}_{5}$, then $\mathrm{M}^{n}$ is an $\eta$-Einstein manifold.
vi) If $M^{n}$ belongs to the class $G_{7}$, then $M^{n}$ is of vanishing or constant negative scalar curvature $\mathrm{r}=-\mathrm{n}(\mathrm{n}-1)$.
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#### Abstract

In this paper our main interest is to introduce a new type of generalized open sets defined in terms of an operation on a generalized topological space. We have studied some properties of this newly defined sets. As an application, we have introduced some weak separation axioms and discussed some of their properties. Finally, we have studied some preservation theorems in terms of some irresolute functions.


## 1 Introduction

In 1979, Kasahara [5] introduced the notion of an operation on a topological space and introduced the concept of $\alpha$-closed graph of a function. After then Janković defined [4] the concept of $\alpha$-closed sets and investigated some properties of functions with $\alpha$-closed graphs. On the other hand, in 1991 Ogata [7] introduced the notion of $\gamma$-open sets to investigate some new separation axioms on a topological space. The notion of operations on the family of all semi-open sets and pre-open sets are investigated by Krishnan et al. [6] and Van An et al. [11]. Recently, the concept of $\gamma_{\mu}$-Lindelöf spaces was studied by Roy and Noiri in [9, 10].
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In this paper our aim is to study an operation based on generalized $\gamma_{\mu^{-}}$ closed like sets, where the operation is defined on the collection of generalized open sets. The most common properties of different open like sets or weakly open sets are that they are closed under arbitary unions and contain the null set. Observing these, Császár introduced the concept of generalized open sets. We now recall some notions defined in [1]. Let $X$ be a non-empty set. A subcollection $\mu \subseteq \mathcal{P}(X)$ (where $\mathcal{P}(X)$ denotes the power set of $X$ ) is called a generalized topology [1], (briefly, GT) if $\varnothing \in \mu$ and any union of elements of $\mu$ belongs to $\mu$. A set $X$ with a GT $\mu$ on the set $X$ is called a generalized topological space (briefly, GTS) and is denoted by $(X, \mu)$. If for a GTS $(X, \mu)$, $X \in \mu$, then $(X, \mu)$ is known as a strong GTS. Throughout the paper, we assume that $(X, \mu)$ and (Y, $\lambda$ ) are strong GTS's. The elements of $\mu$ are called $\mu$-open sets and $\mu$-closed sets are their complements. The $\mu$-closure of a set $A \subseteq X$ is denoted by $c_{\mu}(A)$ and defined by the smallest $\mu$-closed set containing $A$ which is equivalent to the intersection of all $\mu$-closed sets containing $A$. We use the symbol $i_{\mu}(\mathcal{A})$ to mean the $\mu$-interior of $A$ and it is defined as the union of all $\mu$-open sets contained in $\mathcal{A}$ i.e., the largest $\mu$-open set contained in $\mathcal{A}$ (see $[3,2,1]$ ).

## $2 \quad \gamma_{\mu}$ g-closed sets and their related properties

Definition $1[9] \operatorname{Let}(X, \mu)$ be a GTS. An operation $\gamma_{\mu}$ on a generalized topology $\mu$ is a mapping from $\mu$ to $\mathcal{P}(\mathrm{X})$ (where $\mathcal{P}(\mathrm{X})$ is the power set of X ) with $\mathrm{G} \subseteq \gamma_{\mu}(\mathrm{G})$, for each $\mathrm{G} \in \mu$. This operation is denoted by $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(\mathrm{X})$. Note that $\gamma_{\mu}(A)$ and $A^{\gamma_{\mu}}$ are two different notations for the same set.

Definition 2 [9] Let $(X, \mu)$ be a GTS and $\gamma_{\mu}$ be an operation on $\mu$. A subset G of $(\mathrm{X}, \mu)$ is called $\gamma_{\mu}$-open if for each point $\chi$ of G , there exists a $\mu$-open set U containing x such that $\gamma_{\mu}(\mathrm{U}) \subseteq \mathrm{G}$.

A subset of a GTS $(X, \mu)$ is called $\gamma_{\mu}$-closed if its complement is $\gamma_{\mu}$-open in $(X, \mu)$. We shall use the symbol $\gamma_{\mu}$ to mean the collection of all $\gamma_{\mu}$-open sets of the GTS $(X, \mu)$.

Definition 3 [9] Let $(X, \mu)$ be a GTS and $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(X)$ be an operation. It is easy to see that the family of all $\gamma_{\mu}$-open sets forms a $G T$ on X . The $\gamma_{\mu}-$ closure of a set A of X is denoted by $\mathrm{c}_{\gamma_{\mu}}(\mathrm{A})$ and is defined as $\mathrm{c}_{\gamma_{\mu}}(\mathrm{A})=\cap\{\mathrm{F}: \mathrm{F}$ is a $\gamma_{\mu}$-closed set and $\left.\mathrm{A} \subseteq \mathrm{F}\right\}$.

It is easy to check that for each $x \in X, x \in c_{\gamma_{\mu}}(\mathcal{A})$ if and only if $V \cap A \neq \varnothing$, for any $V \in \gamma_{\mu}$ with $x \in V$. Note that if $\gamma_{\mu}=\operatorname{id}_{\mu}$, then $c_{\gamma_{\mu}}(A)=c_{\mu}(A)$.

Definition 4 Let $(X, \mu)$ be a GTS and $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(X)$ be an operation. $A$ subset $\mathcal{A}$ of X is said to be $\gamma_{\mu} \mathrm{g}$-closed if $\mathrm{c}_{\gamma_{\mu}}(\mathrm{A}) \cong \mathrm{U}$, whenever $\mathrm{A} \cong \mathrm{U}$ and U is a $\gamma_{\mu}$-open set in $(X, \mu)$.

Every $\gamma_{\mu}$-closed set is $\gamma_{\mu}$ g-closed but the converse is not true as shown in the next example. Also note that if $\gamma_{\mu}=\operatorname{id}_{\mu}$, then $\gamma_{\mu} g$-closed set reduces to a $\mu \mathrm{g}$-closed set [8].

Example 1 Let $\mathrm{X}=\{1,2,3\}$ and $\mu=\{\varnothing,\{1\},\{1,2\},\{2,3\}, \mathrm{X}\}$. Then $(X, \mu)$ is a GTS. Now $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(\mathrm{X})$ defined by

$$
\gamma_{\mu}(A)=\left\{\begin{array}{c}
A, \text { if } 1 \in A \\
\{2,3\}, \text { otherwise }
\end{array}\right.
$$

is an operation. It can be easily checked that $\{1,3\}$ is a $\gamma_{\mu} \mathrm{g}$-closed set but not a $\gamma_{\mu}$-closed set.

Theorem 1 Let $(X, \mu)$ be a GTS and $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(X)$ be an operation. $A$ subset $\mathcal{A}$ of X is $\gamma_{\mu} \mathrm{g}$-closed if and only if $\mathrm{c}_{\gamma_{\mu}}(\{\mathrm{x}\}) \cap \mathcal{A} \neq \varnothing$, holds for every $x \in \mathrm{c}_{\gamma_{\mu}}(\mathcal{A})$.

Proof. First let the given condition hold and let U be a $\gamma_{\mu}$-open set with $A \subseteq U$ and $x \in \mathrm{c}_{\gamma_{\mu}}(A)$. As $\mathrm{c}_{\gamma_{\mu}}(\{x\}) \cap A \neq \varnothing$, there exists a $z \in \mathrm{c}_{\gamma_{\mu}}(\{x\})$ such that $z \in A \subseteq U$. Thus $\mathrm{U} \cap\{x\} \neq \varnothing$. Hence $x \in \mathrm{U}$. Thus $\mathrm{c}_{\gamma_{\mu}}(A) \subseteq \mathrm{U}$, proving $A$ to be a $\gamma_{\mu} g$-closed set.

Conversely, let $A$ be a $\gamma_{\mu} g$-closed subset of $X$ and $x \in c_{\gamma_{\mu}}(A)$ with $c_{\gamma_{\mu}}(\{x\}) \cap$ $A=\varnothing$. Then $A \subseteq X \backslash c_{\gamma_{\mu}}(\{x\})$ which implies that $c_{\gamma_{\mu}}(A) \subseteq X \backslash c_{\gamma_{\mu}}(\{x\})$ (as $A$ is $\gamma_{\mu} g$-closed), which is a contradiction to the fact that $x \in c_{\gamma_{\mu}}(\{x\})$. Thus $c_{\gamma_{\mu}}(\{x\}) \cap A \neq \varnothing$.

Theorem 2 Let $(X, \mu)$ be a GTS and $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(\mathrm{X})$ be an operation. If $\mathrm{c}_{\gamma_{\mu}}(\{\chi\}) \cap A \neq \varnothing$ for every $\chi \in \mathrm{c}_{\gamma_{\mu}}(A)$, then $\mathbf{c}_{\gamma_{\mu}}(A) \backslash A$ does not contain any non-empty $\gamma_{\mu}$-closed set.

Proof. If possible, let there exist a non-empty $\gamma_{\mu}$-closed set $F$ such that $F \subseteq$ $c_{\gamma_{\mu}}(A) \backslash A$. Let $x \in F$. Then $x \in c_{\gamma_{\mu}}(A)$. Since $\varnothing \neq c_{\gamma_{\mu}}(\{x\}) \cap A \subseteq F \cap A$, we have $\mathrm{F} \cap A \neq \varnothing$, which is a contradiction.

Corollary 1 Let $(\mathrm{X}, \mu)$ be a GTS and $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(\mathrm{X})$ be an operation. A subset $A$ of a GTS $(\mathrm{X}, \mu)$ is $\gamma_{\mu}$-closed if and only if $\mathrm{A}=\mathrm{F} \backslash \mathrm{N}$, where F is $\gamma_{\mu}$-closed and N contains no non-empty $\gamma_{\mu}$-closed subset of X .

Proof. One part of the theorem follows from Theorems 1 and 2 by taking $F=c_{\gamma_{\mu}}(A)$ and $N=c_{\gamma_{\mu}}(A) \backslash A$.

Conversely, suppose that $A=F \backslash N$ and $A \subseteq U$, where $U$ is $\gamma_{\mu}$-open. Then $\mathrm{F} \cap(\mathrm{X} \backslash \mathrm{U})$ is a $\gamma_{\mu}$-closed subset of N and hence it must be empty. Thus $c_{\gamma_{\mu}}(A) \subseteq \mathrm{F} \subseteq \mathrm{U}$.

Theorem 3 Let $(X, \mu)$ be a GTS and $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(X)$ be an operation. Let $A$ be a $\gamma_{\mu} \mathrm{g}$-closed subset of X and $\mathrm{A} \subseteq \mathrm{B} \subseteq \mathrm{c}_{\gamma_{\mu}}(\mathrm{A})$. Then B is also $\gamma_{\mu} \mathrm{g}$-closed.

Proof. Let $A$ be a $\gamma_{\mu}$ g-closed set such that $A \subseteq B \subseteq c_{\gamma_{\mu}}(A)$ and $U$ be a $\gamma_{\mu^{-}}$ open set with $\mathrm{B} \subseteq \mathrm{U}$. Then $A \subseteq \mathrm{U}$ and hence $\mathrm{c}_{\gamma_{\mu}}(A) \subseteq \mathrm{U}$. Thus $\mathrm{c}_{\gamma_{\mu}}(\mathrm{B}) \subseteq \mathrm{U}$. Thus B is $\gamma_{\mu}$ g-closed.

Theorem 4 Let $(X, \mu)$ be a strong GTS and $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(X)$ be an operation. For each $x \in X$, either $\{x\}$ is $\gamma_{\mu}$-closed or $X \backslash\{x\}$ is a $\gamma_{\mu}$ g-closed set in $(X, \mu)$.

Proof. If $\{x\}$ is $\gamma_{\mu}$-closed, then we have nothing to prove. Suppose that $\{x\}$ is not $\gamma_{\mu}$-closed. Then $X \backslash\{x\}$ is not $\gamma_{\mu}$-open. Let $U$ be any $\gamma_{\mu}$-open set such that $X \backslash\{x\} \subseteq$ U. Hence $\mathrm{U}=\mathrm{X}$. Thus $\mathrm{c}_{\gamma_{\mu}}(\mathrm{X} \backslash\{x\}) \subseteq$ U. Thus $X \backslash\{x\}$ is a $\gamma_{\mu} g$-closed set.

Definition 5 Let $(\mathrm{X}, \mu)$ be a GTS and $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(\mathrm{X})$ be an operation. Then $(\mathrm{X}, \mu)$ is said to be $\gamma_{\mu}-\mathrm{T}_{\frac{1}{2}}$ if every $\gamma_{\mu} \mathrm{g}$-closed set is $\gamma_{\mu}$-closed.

Theorem 5 Let $(\mathrm{X}, \mu)$ be a GTS and $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(\mathrm{X})$ be an operation. Then $(\mathrm{X}, \mu)$ is $\gamma_{\mu}-\mathrm{T}_{\frac{1}{2}}$ if and only if $\{\mathrm{x}\}$ is either $\gamma_{\mu}$-closed or $\gamma_{\mu}$-open.

Proof. Suppose that $(X, \mu)$ be a $\gamma_{\mu}-T_{\frac{1}{2}}$ space and $\{x\}$ is not $\gamma_{\mu}$-closed. Then by Theorem $4, X \backslash\{x\}$ is a $\gamma_{\mu} g$-closed set and hence a $\gamma_{\mu}$-closed set. So $\{x\}$ is a $\gamma_{\mu}$-open set.

Conversely, suppose that $F$ be a $\gamma_{\mu} g$-closed set in $(X, \mu)$. Let $x \in c_{\gamma_{\mu}}(F)$. Then $\{x\}$ is either $\gamma_{\mu}$-open or $\gamma_{\mu}$-closed. If $\{x\}$ is $\gamma_{\mu}$-open, then $\{x\} \cap F \neq \varnothing$. Hence $x \in F$. Thus $c_{\gamma_{\mu}}(F) \subseteq F$, which implies that $F$ is $\gamma_{\mu}$-closed. If $\{x\}$ is $\gamma_{\mu}$-closed, suppose that $x \notin F$. Then $x \in c_{\gamma_{\mu}}(F) \backslash F$, which is impossible by Theorem 2. Thus $x \in F$. Hence $c_{\gamma_{\mu}}(F) \subseteq F$, so that $F$ is $\gamma_{\mu}$-closed.

Definition 6 Let $(\mathrm{X}, \mu)$ be a GTS and $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(\mathrm{X})$ be an operation. Then $(\mathrm{X}, \mu)$ is said to be
(i) $\gamma_{\mu}-\mathrm{T}_{0}$ if for any two distinct points x and y of X , there exists a $\gamma_{\mu}$-open set U containing x but not containing y or a $\gamma_{\mu}$-open set V containing y but not containing x .
(ii) $\gamma_{\mu}-\mathrm{T}_{1}$ if for any two distinct points x and y of X , there exist two $\gamma_{\mu}$-open sets U and V such that $\mathrm{x} \in \mathrm{U}, \mathrm{y} \notin \mathrm{U}$ and $\mathrm{y} \in \mathrm{V}, \mathrm{x} \notin \mathrm{U}$.
(iii) $\gamma_{\mu}-\mathrm{T}_{2}$ if for any two distinct points x and y of X , there exist two disjoint $\gamma_{\mu}$-open sets U and V such that $\mathrm{x} \in \mathrm{U}$ and $\mathrm{y} \in \mathrm{V}$.

Definition 7 Let $(\mathrm{X}, \mu)$ be a GTS and $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(\mathrm{X})$ be an operation. A subset $A$ of $(X, \mu)$ is said to be a $\gamma_{\mu}-D_{\mu}$ set if there exist two $\gamma_{\mu}$-open sets U and V such that $\mathrm{U} \neq \mathrm{X}$ and $\mathrm{A}=\mathrm{U} \backslash \mathrm{V}$.

It follows from the definition that every $\gamma_{\mu}$-open set (other than $X$ ) is a $\gamma_{\mu}-D_{\mu}$ set.

Definition 8 Let $(X, \mu)$ be a GTS and $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(X)$ be an operation. Then $(X, \mu)$ is said to be a
(i) $\gamma_{\mu}-\mathrm{D}_{0}$ space if for any pair of distinct points, there exists a $\gamma_{\mu}-\mathrm{D}_{\mu}$ set containing $x$ but not containing $y$ or a $\gamma_{\mu}-D_{\mu}$ set containing $y$ but not containing $x$.
(ii) $\gamma_{\mu}-\mathrm{D}_{1}$ space if for any pair of distinct points x and y of X , there exist a $\gamma_{\mu}-\mathrm{D}_{\mu}$ set containing $\chi$ but not y and $a \gamma_{\mu}-\mathrm{D}_{\mu}$ set containing y but not containing x .
(iii) $\gamma_{\mu}-\mathrm{D}_{2}$ space if for any two two distinct points x and y of X , there exist disjoint $\gamma_{\mu}-\mathrm{D}_{\mu}$ sets U and V containing $x$ and y respectively.

Remark 1 Let $(X, \mu)$ be a GTS and $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(X)$ be an operation. Then the following hold:
(i) If $(\mathrm{X}, \mu)$ is $\gamma_{\mu}-\mathrm{T}_{\mathrm{i}}$, then it is $\gamma_{\mu}-\mathrm{T}_{\mathrm{i}-1}$ for $\mathfrak{i}=1,2$.
(ii) If $(\mathrm{X}, \mu)$ is $\gamma_{\mu}-\mathrm{T}_{\mathrm{i}}$, then it is $\gamma_{\mu}-\mathrm{D}_{\mathrm{i}}$ for $\mathfrak{i}=0,1,2$.
(iii) If $(\mathrm{X}, \mu)$ is $\gamma_{\mu}-\mathrm{D}_{\mathrm{i}}$, then it is $\gamma_{\mu}-\mathrm{D}_{\mathrm{i}-1}$ for $\mathrm{i}=1,2$.

Proposition 1 Let $(X, \mu)$ be a GTS and $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(X)$ be an operation. Then $(X, \mu)$ is $\gamma_{\mu}-T_{1}$ if and only if every singleton is $\gamma_{\mu}$-closed.

Proof. Obvious.

Definition 9 Let $(\mathrm{X}, \mu)$ be a GTS and $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(\mathrm{X})$ be an operation. Then $(X, \mu)$ is said to be $\gamma_{\mu}$-symmetric if for $x, y \in X, x \in c_{\gamma_{\mu}}(\{y\}) \Rightarrow y \in c_{\gamma_{\mu}}(\{x\})$.

Proposition 2 Let $(X, \mu)$ be a GTS and $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(X)$ be an operation. Then $(X, \mu)$ is a $\gamma_{\mu}$-symmetric space if and only if $\{x\}$ is a $\gamma_{\mu} g$-closed set, for each $x \in X$.

Proof. Assume that $\{x\} \subseteq \mathrm{U}$, where U is a $\gamma_{\mu}$-open set. If possible, let $c_{\gamma_{\mu}}(\{x\}) \nsubseteq \mathbf{U}$. Then $c_{\gamma_{\mu}}(\{x\}) \cap(X \backslash \mathbf{U}) \neq \varnothing$. Let $y \in c_{\gamma_{\mu}}(\{x\}) \cap(X \backslash u) \neq \varnothing$. Then by hypothesis, $x \in c_{\gamma_{\mu}}(\{y\}) \subseteq X \backslash U$ and hence $x \notin U$, which is a contradiction. Therefore $\{x\}$ is a $\gamma_{\mu} g$-closed set.

Conversely, assume that $x \in c_{\gamma_{\mu}}(\{y\})$ but $y \notin c_{\gamma_{\mu}}(\{x\})$. Then $y \in X \backslash c_{\gamma_{\mu}}(\{x\})$. Thus $c_{\gamma_{\mu}}(\{y\}) \subseteq X \backslash c_{\gamma_{\mu}}(\{x\})$. Thus $x \notin c_{\gamma_{\mu}}(\{x\})$, which is a contradiction. Thus $(X, \mu)$ is $\gamma_{\mu}$-symmetric.

Corollary 2 Let $(X, \mu)$ be a GTS and $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(X)$ be an operation. If $(\mathrm{X}, \mu)$ is $\gamma_{\mu}-\mathrm{T}_{1}$, then it is $\gamma_{\mu}$-symmetric.

Proof. It follows from Proposition 1 that in a $\gamma_{\mu}-T_{1}$ space every singleton is $\gamma_{\mu}$-closed and hence $\gamma_{\mu}$ g-closed.

Corollary 3 Let $(\mathrm{X}, \mu)$ be a GTS and $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(\mathrm{X})$ be an operation. Then $(\mathrm{X}, \mu)$ is $\gamma_{\mu}-\mathrm{T}_{1}$ if and only if it is $\gamma_{\mu}-\mathrm{T}_{0}$ and $\gamma_{\mu}$-symmetric.

Proof. One part of the theorem follows from Remark 1 and Corollary 2. Let $(X, \mu)$ be a $\gamma_{\mu}-T_{0}$ and $\gamma_{\mu}$-symmetric space and $x, y$ be any two distinct points of $X$. We may assume that $x \in U$ but $y \notin U$, for some $\gamma_{\mu}$-open set $U$ of $X$. Thus $x \notin c_{\gamma_{\mu}}(\{y\})$ and hence $y \notin c_{\gamma_{\mu}}(\{x\})$. Thus there exists a $\gamma_{\mu}$-open set $V$ containing $y$ such that $x \notin V$. Thus $(X, \mu)$ is $\gamma_{\mu}-T_{1}$.

Proposition 3 Let $(X, \mu)$ be a GTS and $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(X)$ be an operation. Then
(a) Every $\gamma_{\mu}-\mathrm{T}_{1}$ space is $\gamma_{\mu}-\mathrm{T}_{\frac{1}{2}}$ and every $\gamma_{\mu}-\mathrm{T}_{\frac{1}{2}}$ space is $\gamma_{\mu}-\mathrm{T}_{0}$.
(b) For a $\gamma_{\mu}$-symmetric space the following are equivalent:
(i) $(\mathrm{X}, \mu)$ is a $\gamma_{\mu}-\mathrm{T}_{0}$ space.
(ii) $(X, \mu)$ is a $\gamma_{\mu}-T_{1}$ space.
(iii) $(\mathrm{X}, \mu)$ is a $\gamma_{\mu}-\mathrm{T}_{\frac{1}{2}}$ space.
(iv) $(\mathrm{X}, \mu)$ is a $\gamma_{\mu}-\mathrm{D}_{1}$ space.

Proof. (a) Follows from Theorem 5 and Proposition 1.
(b) If $(X, \mu)$ is $\gamma_{\mu}$-symmetric and a $\gamma_{\mu}-T_{0}$ space, then by Corollary 3 , $(X, \mu)$ is a $\gamma_{\mu}-T_{1}$ space and hence (by (a) above) $(X, \mu)$ is $\gamma_{\mu}-T_{\frac{1}{2}}$ and again by (a) above, $(X, \mu)$ is $\gamma_{\mu}-T_{0}$. Thus (i), (ii) and (iii) are equivalent.
Again by Remark 1, (ii) $\Rightarrow$ (iv) is obvious.
(iv) $\Rightarrow$ (i) : Let $(X, \mu)$ be a $\gamma_{\mu}-D_{1}$ space. Hence $(X, \mu)$ is a $\gamma_{\mu}-D_{0}$ space. Thus for each pair of distinct points $x, y \in X$, at least one of $x, y$, say $x$, belongs to a $\gamma_{\mu}-D_{\mu}$ set $S$ but $y \notin S$. Let $S=U_{1} \backslash U_{2}$, where $U_{1}$ and $U_{2}$ are $\gamma_{\mu}$-sets and $\mathrm{U}_{1} \neq \mathrm{X}$. Then $x \in \mathrm{U}_{1}$. If $\mathrm{y} \notin \mathrm{U}_{1}$, then the proof is complete. If $\mathrm{y} \in \mathrm{U}_{1} \cap \mathrm{U}_{2}$, then $y \in U_{2}$ but $x \notin U_{2}$. Thus $(X, \mu)$ is $\gamma_{\mu}-T_{0}$.

Theorem 6 Let $(X, \mu)$ be a GTS and $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(X)$ be an operation. Then $(\mathrm{X}, \mu)$ is $\gamma_{\mu}-\mathrm{D}_{2}$ if and only if it is $\gamma_{\mu}-\mathrm{D}_{1}$.

Proof. One part follows from Remark 1. Conversely, let $x$ and $y$ be two distinct points of $X$. Then there exist $\gamma_{\mu}-D_{\mu}$ sets $G_{1}$ and $G_{2}$ in $X$ such that $x \in G_{1}$, $\mathrm{y} \notin \mathrm{G}_{1}$ and $\mathrm{y} \in \mathrm{G}_{2}, \mathrm{x} \notin \mathrm{G}_{2}$. Let $\mathrm{G}_{1}=\mathrm{U}_{1} \backslash \mathrm{U}_{2}$ and $\mathrm{G}_{2}=\mathrm{U}_{3} \backslash \mathrm{U}_{4}$, where $\mathrm{U}_{1}$, $\mathrm{U}_{2}, \mathrm{U}_{3}$ and $\mathrm{U}_{4}$ are $\gamma_{\mu}$-open sets in $X$ and $\mathrm{U}_{1} \neq X, \mathrm{U}_{3} \neq X$. From $x \notin \mathrm{G}_{2}$, it follows that either $x \in \mathrm{U}_{3} \cap \mathrm{U}_{4}$ or $x \notin \mathrm{U}_{3}$. We will discuss the two cases separately.
Case - 1: $x \in \mathrm{U}_{3} \cap \mathrm{U}_{4}:$ Then $y \in \mathrm{G}_{2}$ and $x \in \mathrm{U}_{4}$, with $\mathrm{G}_{2} \cap \mathrm{U}_{4}=\varnothing$.
Case $-2: x \notin \mathrm{U}_{3}$ : By $y \notin \mathrm{G}_{1}$ the following two cases may arise. If $y \notin \mathrm{U}_{1}$, as $x \in \mathrm{U}_{1} \backslash \mathrm{U}_{2}$, it follows that $\mathrm{x} \in \mathrm{U}_{1} \backslash\left(\mathrm{U}_{2} \cup \mathrm{U}_{3}\right)$ with $\mathrm{y} \in \mathrm{U}_{3} \backslash\left(\mathrm{U}_{1} \cup \mathrm{U}_{4}\right)$ and $\left(\mathrm{U}_{1} \backslash\left(\mathrm{U}_{2} \cup \mathrm{U}_{3}\right)\right) \cap\left(\mathrm{U}_{3} \backslash\left(\mathrm{U}_{1} \cup \mathrm{U}_{4}\right)\right)=\varnothing$. In the case if $\mathrm{y} \in \mathrm{U}_{1} \cap \mathrm{U}_{2}$, we have $x \in \mathrm{U}_{1} \backslash \mathrm{U}_{2}$ and $\mathrm{y} \in \mathrm{U}_{2}$ such that $\left(\mathrm{U}_{1} \backslash \mathrm{U}_{2}\right) \cap \mathrm{U}_{2}=\varnothing$.

Definition 10 Let $(X, \mu)$ be a GTS and $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(X)$ be an operation. Then the $\gamma_{\mu}$-kernel of a subset $A$ of X is denoted by $\operatorname{ker}_{\gamma_{\mu}}(\mathcal{A})=\cap\{\mathrm{U}: A \subseteq \mathrm{U}$ and U is $\gamma_{\mu}$-open\}.

Proposition 4 Let $(X, \mu)$ be a GTS and $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(X)$ be an operation. Then $y \in \operatorname{ker}_{\gamma_{\mu}}(\{x\})$ if and only if $x \in \mathrm{c}_{\gamma_{\mu}}(\{y\})$.

Proof. Suppose that $y \notin \operatorname{ker}_{\gamma_{\mu}}(\{x\})$. Then there exists a $\gamma_{\mu}$-open set $V$ containing $x$ such that $y \notin V$. Therefore we have, $x \notin c_{\gamma_{\mu}}(\{y\})$. The other part can be done in the similar manner.

Proposition 5 Let $(X, \mu)$ be a GTS and $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(X)$ be an operation. Then for any subset $A$ of $X, \operatorname{ker}_{\gamma_{\mu}}(A)=\left\{x: c_{\gamma_{\mu}}(\{x\}) \cap A \neq \varnothing\right\}$.
Proof. Let $x \in \operatorname{ker}_{\gamma_{\mu}}(A)$ and $c_{\gamma_{\mu}}(\{x\}) \cap A=\varnothing$. Then $A \subseteq X \backslash c_{\gamma_{\mu}}(\{x\})$, where $\mathrm{X} \backslash \mathrm{c}_{\gamma_{\mu}}(\{x\})$ is a $\gamma_{\mu}$-open set not containing $x$.

Conversely, let $x \in X$ and $c_{\gamma_{\mu}}(\{x\}) \cap A \neq \varnothing$, with $x \notin \operatorname{ker}_{\gamma_{\mu}}(A)$. Then there exists a $\gamma_{\mu}$-open set $V$ containing $A$ such that $x \notin V$. Let $y \in c_{\gamma_{\mu}}(\{x\}) \cap A$. Then V is a $\gamma_{\mu}$-open set containing y (as $\mathrm{A} \cong \mathrm{V}$ ), but not containing x .

Proposition 6 Let $(X, \mu)$ be a GTS and $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(X)$ be an operation. If a singleton set $\{x\}$ is a $\gamma_{\mu}-D_{\mu}$ set of $X$, then $\operatorname{ker}_{\gamma_{\mu}}(\{x\}) \neq X$.
Proof. Let $\{x\}$ be a $\gamma_{\mu}-D_{\mu}$ set. Then there exist two $\gamma_{\mu}$-open sets $V_{1}$ and $V_{2}$ such that $\{x\}=\mathrm{V}_{1} \backslash \mathrm{~V}_{2}$ and $\mathrm{V}_{1} \neq \mathrm{X}$. Thus $\operatorname{ker}_{\gamma_{\mu}}(\{x\}) \subseteq \mathrm{V}_{1} \neq \mathrm{X}$.

Proposition 7 Let $(X, \mu)$ be a $\gamma_{\mu}-\mathrm{T}_{\frac{1}{2}}$ GTS having at least two points, where $\gamma_{\mu}: \mu \rightarrow \mathcal{P}(X)$ be an operation. Then $(X, \mu)$ is $\gamma_{\mu}-D_{1}$ if and only if $\operatorname{ker}_{\gamma_{\mu}}(\{x\}) \neq$ $X$, for every point $x \in X$.
Proof. Let $x \in X$ and $X$ be $\gamma_{\mu}-D_{1}$. For any point $y$ other than $x$, there exists a $\gamma_{\mu}-D_{\mu}$ set $V$ such that $x \in V$ and $y \notin V$. Then $V=V_{1} \backslash V_{2}$, where $V_{1}$ and $V_{2}$ are $\gamma_{\mu}$-open sets such that $V_{1} \neq X$. Thus $\{x\} \subseteq V_{1}$ and $V_{1} \neq X$, where $V_{1}$ is a $\gamma_{\mu}$-open set. Hence $\operatorname{ker}_{\gamma_{\mu}}(\{x\}) \neq X$.

Conversely, let $x$ and $y$ be two distinct points of $X$. Using Theorem 5, we have the following cases :
Case $-1:\{x\}$ and $\{y\}$ both are $\gamma_{\mu}$-open : Then the case is obvious, as every $\gamma_{\mu}$-open set is a $\gamma_{\mu}-D_{\mu}$ set.
Case -2: $\{x\}$ and $\{y\}$ both are $\gamma_{\mu}$-closed : In this case $x \in X \backslash\{y\}, y \in X \backslash\{x\}$, $y \notin X \backslash\{y\}, x \notin X \backslash\{x\}$ and $X \backslash\{x\}, X \backslash\{y\}$ both are $\gamma_{\mu}-D_{\mu}$ sets.
Case-3: $\{x\}$ is $\gamma_{\mu}$-open and $\{y\}$ is $\gamma_{\mu}$-closed : Since $\operatorname{ker}_{\gamma_{\mu}}(\{y\}) \neq X$, there exists a $\gamma_{\mu}$-open set V containing y such that $\mathrm{V} \neq \mathrm{X}$. Clearly $\{\mathrm{y}\}=\mathrm{V} \backslash(\mathrm{X} \backslash\{\mathrm{y}\})$, showing $\{y\}$ to be a $\gamma_{\mu}-D_{\mu}$ set. Thus $\{x\}$ and $\{y\}$ are the two $\gamma_{\mu}-D_{\mu}$ sets such that $y \notin\{x\}$ and $x \notin\{y\}$.
Case-4: $\{x\}$ is $\gamma_{\mu}$-closed and $\{y\}$ is $\gamma_{\mu}$-open : Can be proved as in case 3. Thus $(X, \mu)$ is a $\gamma_{\mu}-D_{1}$ space.

## $3 \quad\left(\gamma_{\mu}, \beta_{\lambda}\right)$-irresolute functions

Throughout the rest of the paper, $(X, \mu)$ and $(Y, \lambda)$ will denote GTS's and $\gamma_{\mu}$ : $\mu \rightarrow \mathcal{P}(\mathrm{X})$ and $\beta_{\lambda}: \lambda \rightarrow \mathcal{P}(\mathrm{Y})$ will denote operations on $\mu$ and $\lambda$ respectively.

Definition 11 A function $\mathrm{f}:(\mathrm{X}, \mu) \rightarrow(\mathrm{Y}, \mathrm{\lambda})$ is said to be $\left(\gamma_{\mu}, \beta_{\lambda}\right)$-irresolute if for each $x \in X$ and each $\beta_{\lambda}$-open set $V$ containing $f(x)$, there is a $\gamma_{\mu}$-open set U containing x such that $\mathrm{f}(\mathrm{U}) \cong \mathrm{V}$.

Theorem 7 Let $\mathrm{f}:(\mathrm{X}, \mu) \rightarrow(\mathrm{Y}, \lambda)$ be a function. Then the following are equivalent:
(i) f is $\left(\gamma_{\mu}, \beta_{\lambda}\right)$-irresolute.
(ii) $f\left(\mathrm{c}_{\gamma_{\mu}}(\mathrm{A})\right) \subseteq \mathrm{c}_{\beta_{\lambda}}(\mathrm{f}(\mathrm{A}))$, holds for every subset A of X .
(iii) $\mathfrak{f}^{-1}(\mathrm{~B})$ is $\gamma_{\mu}$-closed, for every $\beta_{\lambda}$-closed set B of Y .

Proof. Obvious.
Definition 12 A mapping $\mathrm{f}:(\mathrm{X}, \mu) \rightarrow(\mathrm{Y}, \mathrm{\lambda})$ is said to be $\left(\gamma_{\mu}, \beta_{\lambda}\right)$-closed if for any $\gamma_{\mu}$-closed set A of $(\mathrm{X}, \mu), \mathrm{f}(\mathrm{A})$ is $\beta_{\lambda}$-closed in Y .

Theorem 8 Suppose that $\mathrm{f}:(\mathrm{X}, \mu) \rightarrow(\mathrm{Y}, \lambda)$ is $\left(\gamma_{\mu}, \beta_{\lambda}\right)$-irresolute and $\left(\gamma_{\mu}, \beta_{\lambda}\right)$ closed.
(i) If A is $\gamma_{\mu} \mathrm{g}$-closed, then $\mathrm{f}(\mathrm{A})$ is $\beta_{\lambda} \mathrm{g}$-closed.
(ii) If B be any $\beta_{\lambda} g$-closed set of Y , then $\mathrm{f}^{-1}(\mathrm{~B})$ is a $\gamma_{\mu} g$-closed set in X .

Proof. (i) Let $V$ be any $\beta_{\lambda}$-open set such that $f(\mathcal{A}) \subseteq V$. Then by Theorem $7, f^{-1}(V)$ is $\gamma_{\mu}$-open in $X$. Since $A \subseteq f^{-1}(V)$ and $A$ is $\gamma_{\mu} g$-closed, $c_{\gamma_{\mu}}(A) \subseteq$ $f^{-1}(V)$ and hence $f\left(c_{\gamma_{\mu}}(A)\right) \subseteq V$. Now by the assumption, $f\left(c_{\gamma_{\mu}}(A)\right)$ is a $\beta_{\lambda^{-}}$ closed set in $Y$. Thus $\boldsymbol{c}_{\beta_{\lambda}}(f(A)) \subseteq c_{\beta_{\lambda}}\left(f\left(c_{\gamma_{\mu}}(\mathcal{A})\right)\right)=f\left(c_{\gamma_{\mu}}(\mathcal{A})\right) \subseteq V$. Hence $f(A)$ is $\beta_{\lambda} g$-closed.
(ii) Let U be any $\gamma_{\mu}$-open set of $X$ with $f^{-1}(\mathrm{~B}) \subseteq \mathrm{U}$. Let $\mathrm{F}=\mathrm{c}_{\gamma_{\mu}}\left(\mathrm{f}^{-1}(\mathrm{~B})\right) \cap$ $(X \backslash U)$. Then $F$ is a $\gamma_{\mu}$-closed set in $X$. Since $f$ is $\left(\gamma_{\mu}, \beta_{\lambda}\right)$-closed, $f(F)$ is $\beta_{\lambda}-$ closed. Since $f(F) \subseteq f\left(c_{\gamma_{\mu}}\left(f^{-1}(B)\right)\right) \cap f(X \backslash U) \subseteq c_{\beta_{\lambda}}\left(f\left(f^{-1}(B)\right)\right) \cap f(X \backslash U) \subseteq$ $c_{\beta_{\lambda}}(B) \cap(Y \backslash B)=c_{\beta_{\lambda}}(B) \backslash B$ by Corollary 1, it then follows that $f(F)=\varnothing$ and hence $F=\varnothing$.

Theorem 9 Suppose that $\mathrm{f}:(\mathrm{X}, \mu) \rightarrow(\mathrm{Y}, \lambda)$ is $\left(\gamma_{\mu}, \beta_{\lambda}\right)$-irresolute and $\left(\gamma_{\mu}, \beta_{\lambda}\right)$ closed.
(i) If $f$ is injective and $(\mathrm{Y}, \lambda)$ is $\beta_{\lambda}-\mathrm{T}_{\frac{1}{2}}$, then $(\mathrm{X}, \mu)$ is $\gamma_{\mu}-\mathrm{T}_{\frac{1}{2}}$.
(ii) If f is surjective and $(\mathrm{X}, \mu)$ is $\gamma_{\mu}-\mathrm{T}_{\frac{1}{2}}$, then $(\mathrm{Y}, \lambda)$ is $\beta_{\lambda}-\mathrm{T}_{\frac{1}{2}}$.

Proof. (i) Let $A$ be a $\gamma_{\mu} g$-closed set of $(X, \mu)$. Then by the last theorem, $f(A)$ is $\beta_{\lambda}$ g-closed in $Y$ and hence $f(A)$ is $\beta_{\lambda}$-closed. Since $f$ is $\left(\gamma_{\mu}, \beta_{\lambda}\right)$-irresolute, by Theorem $7, A=f^{-1}(f(A))$ is $\gamma_{\mu}$-closed and hence $(X, \mu)$ is $\gamma_{\mu}-T_{\frac{1}{2}}$.
(ii) Let $B$ be any $\beta_{\lambda} g$-closed set in (Y, $\lambda$ ). It is sufficient to show that $B$ is a $\beta_{\lambda^{-}}$ closed set. By Theorem $8, f^{-1}(B)$ is a $\gamma_{\mu} g$-closed set in $X$. Since $(X, \mu)$ is a $\gamma_{\mu}{ }^{-}$ $T_{\frac{1}{2}}, f^{-1}(B)$ is $\gamma_{\mu}$-closed. Since $f$ is surjective and $\left(\gamma_{\mu}, \beta_{\lambda}\right)$-closed, $f\left(f^{-1}(B)\right)=B$ is a $\beta_{\lambda}$-closed set.

Theorem 10 Let $f:(X, \mu) \rightarrow(Y, \lambda)$ be a surjective $\left(\gamma_{\mu}, \beta_{\lambda}\right)$-irresolute function. If E be a $\beta_{\lambda}-\mathrm{D}_{\lambda}$ set in Y , then $\mathrm{f}^{-1}(\mathrm{E})$ is a $\gamma_{\mu}-\mathrm{D}_{\mu}$ set in $(\mathrm{X}, \mu)$.

Proof. Let $E$ be a $\beta_{\lambda}-D_{\lambda}$ set in $Y$. Then there exist two $\beta_{\lambda}$-open sets $U_{1}$ and $\mathrm{U}_{2}$ in Y such that $\mathrm{E}=\mathrm{U}_{1} \backslash \mathrm{U}_{2}$ and $\mathrm{U}_{1} \neq \mathrm{Y}$. Now by Theorem $7, \mathrm{f}^{-1}\left(\mathrm{U}_{1}\right)$ and $f^{-1}\left(U_{2}\right)$ are $\gamma_{\mu}$-open and $f^{-1}\left(U_{1}\right) \neq X$ (as $f$ is surjective and $U_{1} \neq Y$ ). Thus $f^{-1}(E)=f^{-1}\left(U_{1}\right) \backslash f^{-1}\left(U_{2}\right)$ is a $\gamma_{\mu}-D_{\mu}$ set.

Theorem 11 If $(\mathrm{Y}, \lambda)$ is $\beta_{\lambda}-\mathrm{D}_{1}$ and $\mathrm{f}:(\mathrm{X}, \mu) \rightarrow(\mathrm{Y}, \lambda)$ is a $\left(\gamma_{\mu}, \beta_{\lambda}\right)$-irresolute bijective function, then $(\mathrm{X}, \mu)$ is $\gamma_{\mu}-\mathrm{D}_{1}$.

Proof. Suppose that $(Y, \lambda)$ is a $\beta_{\lambda}-D_{1}$ space. Let $x$ and $y$ be any two distinct points of $X$. Since $f$ is injective and $Y$ is $\beta_{\lambda}-D_{1}$, there exist $\beta_{\lambda}-D_{\lambda}$ sets $G_{x}$ and $G_{y}$ of $Y$ containing $f(x)$ and $f(y)$ respectively such that $f(x) \notin G_{y}$ and $f(y) \notin$ $G_{x}$. Thus by Theorem 10, $f^{-1}\left(G_{x}\right)$ and $f^{-1}\left(G_{y}\right)$ are $\gamma_{\mu}-D_{\mu}$ sets containing $x$ and $y$ respectively such that $x \notin f^{-1}\left(G_{y}\right)$ and $y \notin f^{-1}\left(G_{x}\right)$. Thus $X$ a $\gamma_{\mu}-D_{1}$ space.

Theorem 12 A GTS $(\mathrm{X}, \mu)$ is $\gamma_{\mu}-\mathrm{D}_{1}$ if for each distinct points x and y in X , there exists a $\gamma_{\mu}, \beta_{\lambda}$ )-irresolute surjective function $\mathrm{f}:(\mathrm{X}, \mu) \rightarrow(\mathrm{Y}, \lambda)$, where $(\mathrm{Y}, \lambda)$ is a $\beta_{\lambda}-\mathrm{D}_{1}$ space such that $\mathrm{f}(\mathrm{x})$ and $\mathrm{f}(\mathrm{y})$ are distinct.

Proof. Let $x$ and $y$ be two distinct points of $X$. By hypothesis, there exists a $\left(\gamma_{\mu}, \beta_{\lambda}\right)$-irresolute function $f$ on $X$ onto a $\beta_{\lambda}-D_{1}$ space $Y$ such that $f(x) \neq f(y)$. Then there exist $\beta_{\lambda}-D_{\lambda}$ sets $G_{x}$ and $G_{y}$ containing $f(x)$ and $f(y)$ respectively such that $f(x) \notin G_{y}$ and $f(y) \notin G_{x}$. As $f$ is surjective and $\left(\gamma_{\mu}, \beta_{\lambda}\right)$-irresolute, $f^{-1}\left(G_{x}\right)$ and $f^{-1}\left(G_{y}\right)$ are $\gamma_{\mu}-D_{\mu}$ sets in $X$ (by Theorem 10) containing $x$ and $y$ respectively such that $x \notin f^{-1}\left(G_{y}\right)$ and $y \notin f^{-1}\left(G_{x}\right)$. Hence $X$ is a $\gamma_{\mu}-D_{1}$ space.
Conclusion: If we replace $\mu$ by different GT's or $\gamma_{\mu}$ by different operators, we can obtain various forms of generalized closed sets and related continuous functions.
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#### Abstract

In the present paper we introduce the sequence spaces $c_{0}\{\mathcal{M}, \Lambda, p, q\}$, $c\{\mathcal{M}, \Lambda, p, q\}$ and $l_{\infty}\{\mathcal{M}, \Lambda, p, q\}$ defined by a Musielak-Orlicz function $\mathcal{M}=\left(M_{k}\right)$. We study some topological properties and prove some inclusion relations between these spaces.


## 1 Introduction and preliminaries

An Orlicz function $M:[0, \infty) \rightarrow[0, \infty)$ is a continuous, non-decreasing and convex function such that $M(0)=0, M(x)>0$ for $x>0$ and $M(x) \longrightarrow \infty$ as $x \longrightarrow \infty$.

Lindenstrauss and Tzafriri [3] used the idea of Orlicz function to define the following sequence space,

$$
\ell_{M}=\left\{x \in w: \sum_{k=1}^{\infty} M\left(\frac{\left|x_{\mathrm{k}}\right|}{\rho}\right)<\infty\right\}
$$

which is called as an Orlicz sequence space. Also $\ell_{M}$ is a Banach space with the norm

$$
\|x\|=\inf \left\{\rho>0: \sum_{k=1}^{\infty} M\left(\frac{\left|x_{k}\right|}{\rho}\right) \leq 1\right\} .
$$

[^2]Also, it was shown in [3] that every Orlicz sequence space $\ell_{M}$ contains a subspace isomorphic to $\ell_{p}(p \geq 1)$. The $\Delta_{2^{-}}$condition is equivalent to $M(L x) \leq$ $\operatorname{LM}(x)$, for all $L$ with $0<L<1$. An Orlicz function $M$ can always be represented in the following integral form

$$
M(x)=\int_{0}^{x} \eta(t) d t
$$

where $\eta$ is known as the kernel of $M$, is right differentiable for $t \geq 0, \eta(0)=$ $0, \eta(t)>0, \eta$ is non-decreasing and $\eta(t) \rightarrow \infty$ as $t \rightarrow \infty$.

A sequence $\mathcal{M}=\left(M_{k}\right)$ of Orlicz function is called a Musielak-Orlicz function (see [4], [8]). A sequence $\mathcal{N}=\left(\mathrm{N}_{\mathrm{k}}\right)$ defined by

$$
\mathrm{N}_{\mathrm{k}}(v)=\sup \left\{|v| u-M_{\mathrm{k}}(u): u \geq 0\right\}, \mathrm{k}=1,2, \cdots
$$

is called the complementary function of a Musielak-Orlicz function $\mathcal{M}$. For a given Musielak-Orlicz function $\mathcal{M}$, the Musielak-Orlicz sequence space $\mathrm{t}_{\mathcal{M}}$ and its subspace $h_{\mathcal{M}}$ are defined as follows

$$
\begin{aligned}
& \mathrm{t}_{\mathcal{M}}=\left\{x \in w: I_{\mathcal{M}}(c x)<\infty \text { for some } c>0\right\} \\
& h_{\mathcal{M}}=\left\{x \in w: I_{\mathcal{M}}(c x)<\infty \text { for all } c>0\right\}
\end{aligned}
$$

where $\mathrm{I}_{\mathcal{M}}$ is a convex modular defined by

$$
I_{\mathcal{M}}(x)=\sum_{k=1}^{\infty} M_{k}\left(x_{k}\right), x=\left(x_{k}\right) \in t_{\mathcal{M}}
$$

We consider $\mathrm{t}_{\mathcal{M}}$ equipped with the Luxemburg norm

$$
\|x\|=\inf \left\{k>0: I_{\mathcal{M}}\left(\frac{x}{k}\right) \leq 1\right\}
$$

or equipped with the Orlicz norm

$$
\|x\|^{0}=\inf \left\{\frac{1}{k}\left(1+I_{\mathcal{M}}(k x)\right): k>0\right\}
$$

Let $w, l_{\infty}, c$ and $c_{0}$ denote the spaces of all, bounded, convergent and null sequences $x=\left(x_{k}\right)$ with complex terms respectively. The zero sequence $(0,0, \ldots)$ is denoted by $\theta$ and $p=\left(p_{k}\right)$ is a sequence of strictly positive real numbers. Further the sequence ( $p_{k}^{-1}$ ) will be represented by $\left(t_{k}\right)$.

Mursaleen and Noman [6] introduced the notion of $\lambda$-convergent and $\lambda$ bounded sequences as follows :
Let $\lambda=\left(\lambda_{k}\right)_{k=1}^{\infty}$ be a strictly increasing sequence of positive real numbers tending to infinity i.e.

$$
0<\lambda_{0}<\lambda_{1}<\cdots \text { and } \lambda_{k} \rightarrow \infty \text { as } k \rightarrow \infty
$$

and said that a sequence $x=\left(x_{k}\right) \in w$ is $\lambda$-convergent to the number $L$, called the $\lambda$-limit of $x$ if $\Lambda_{m}(x) \longrightarrow L$ as $m \rightarrow \infty$, where

$$
\lambda_{m}(x)=\frac{1}{\lambda_{m}} \sum_{k=1}^{m}\left(\lambda_{k}-\lambda_{k-1}\right) x_{k} .
$$

The sequence $x=\left(x_{k}\right) \in w$ is $\lambda$-bounded if $\sup _{\mathfrak{m}}\left|\Lambda_{m}(x)\right|<\infty$. It is well known [6] that if $\lim _{\mathfrak{m}} x_{\mathfrak{m}}=a$ in the ordinary sense of convergence, then

$$
\lim _{m}\left(\frac{1}{\lambda_{m}}\left(\sum_{k=1}^{m}\left(\lambda_{k}-\lambda_{k-1}\right)\left|x_{k}-a\right|\right)=0\right.
$$

This implies that

$$
\lim _{m}\left|\Lambda_{m}(x)-a\right|=\lim _{m}\left|\frac{1}{\lambda_{m}} \sum_{k=1}^{m}\left(\lambda_{k}-\lambda_{k-1}\right)\left(x_{k}-a\right)\right|=0
$$

which yields that $\lim _{m} \Lambda_{m}(x)=a$ and hence $x=\left(x_{k}\right) \in w$ is $\lambda$-convergent to a.

Let $X$ be a linear metric space. A function $p: X \rightarrow \mathbb{R}$ is called paranorm, if

1. $p(x) \geq 0$ for all $x \in X$,
2. $p(-x)=p(x)$ for all $x \in X$,
3. $p(x+y) \leq p(x)+p(y)$ for all $x, y \in X$,
4. if $\left(\lambda_{n}\right)$ is a sequence of scalars with $\lambda_{n} \rightarrow \lambda$ as $n \rightarrow \infty$ and $\left(x_{n}\right)$ is a sequence of vectors with $p\left(x_{n}-x\right) \rightarrow 0$ as $\mathfrak{n} \rightarrow \infty$, then $p\left(\lambda_{n} x_{n}-\lambda x\right) \rightarrow$ 0 as $n \rightarrow \infty$.

A paranorm $p$ for which $p(x)=0$ implies $x=0$ is called total paranorm and the pair $(X, p)$ is called a total paranormed space. It is well known that the metric of any linear metric space is given by some total paranorm (see [14],

Theorem 10.4.2, pp. 183). For more details about sequence spaces (see [1], [2], [5], [7], [9], [10], [11], [12], [13]) and references therein.

Let $\mathcal{M}=\left(M_{k}\right)$ be a Musielak-Orlicz function and $p=\left(p_{k}\right)$ be a bounded sequence of positive real numbers and let $(X, q)$ be a seminormed space seminormed by $q$. In the present paper, we define the following sequence spaces:

$$
\begin{aligned}
c_{0}\{\mathcal{M}, \Lambda, p, q\}= & \left\{x=\left(x_{k}\right) \in w:\left[M_{k}\left(\frac{q\left(\Lambda_{k}(x)\right)}{\rho}\right)\right]^{p_{k}} t_{k} \rightarrow 0, \text { as } k \rightarrow \infty\right. \\
& \text { for some } \rho>0\} \\
c\{\mathcal{M}, \Lambda, p, q\}= & \left\{x=\left(x_{k}\right) \in w:\left[M_{k}\left(\frac{q\left(\Lambda_{k}(x)\right)}{\rho}\right)\right]^{p_{k}} t_{k} \rightarrow 0, \text { as } k \rightarrow \infty,\right. \\
& \text { for some } L \in X \text { and for some } \rho>0\}
\end{aligned}
$$

and

$$
\begin{aligned}
l_{\infty}\{\mathcal{M}, \Lambda, p, q\}= & \left\{x=\left(x_{k}\right) \in w: \sup _{k}\left[M_{k}\left(\frac{q\left(\Lambda_{k}(x)\right)}{\rho}\right)\right]^{p_{k}} t_{k}<\infty\right. \\
& \text { for some } \rho>0\}
\end{aligned}
$$

If we take $p=\left(p_{k}\right)=1$, we have

$$
\begin{aligned}
c_{0}\{\mathcal{M}, \Lambda, \mathrm{q}\}= & \left\{x=\left(\mathrm{x}_{\mathrm{k}}\right) \in w:\left[M_{\mathrm{k}}\left(\frac{\mathrm{q}\left(\Lambda_{\mathrm{k}}(\mathrm{x})\right)}{\rho}\right)\right] \rightarrow 0, \text { as } \mathrm{k} \rightarrow \infty\right. \\
& \text { for some } \rho>0\} \\
\operatorname{c}\{\mathcal{M}, \Lambda, \mathrm{q}\}= & \left\{x=\left(\mathrm{x}_{\mathrm{k}}\right) \in \mathcal{w}:\left[M_{\mathrm{k}}\left(\frac{\mathrm{q}\left(\Lambda_{\mathrm{k}}(\mathrm{x})-\mathrm{L}\right)}{\rho}\right)\right] \rightarrow 0, \text { as } \mathrm{k} \rightarrow \infty,\right. \\
& \text { for some } \mathrm{L} \in X \text { and for some } \rho>0\}
\end{aligned}
$$

and
$l_{\infty}\{\mathcal{M}, \Lambda, q\}=\left\{x=\left(x_{k}\right) \in w: \sup _{k}\left[M_{k}\left(\frac{q\left(\Lambda_{k}(x)\right)}{\rho}\right)\right]<\infty\right.$, for some $\left.\rho>0\right\}$.
The following inequality will be used throughout the paper. If $0 \leq p_{k} \leq$ $\sup p_{k}=K, D=\max \left(1,2^{\mathrm{K}-1}\right)$ then

$$
\begin{equation*}
\left|a_{k}+b_{k}\right|^{p_{k}} \leq \mathrm{D}\left\{\left|a_{k}\right|^{p_{k}}+\left|b_{k}\right|^{p_{k}}\right\} \tag{1}
\end{equation*}
$$

for all $k$ and $a_{k}, b_{k} \in \mathbb{C}$. Also $|a|^{p_{k}} \leq \max \left(1,|a|^{k}\right)$ for all $a \in \mathbb{C}$.
The main aim of this paper is to study some toplogical properties and prove some inclusion relation between these spaces.

## 2 Main results

Theorem 1 If $\mathcal{M}=\left(M_{k}\right)$ be a Musielak-Orlicz function and $p=\left(p_{k}\right)$ be a bounded sequence of positive real numbers, then the spaces $c_{0}\{\mathcal{M}, \Lambda, p, q\}$, $c\{\mathcal{M}, \Lambda, p, q\}$ and $l_{\infty}\{\mathcal{M}, \Lambda, p, q\}$ are linear spaces over the field of complex numbers $\mathbb{C}$.

Proof. Let $x=\left(x_{k}\right), y=\left(y_{k}\right) \in c\{\mathcal{M}, \Lambda, p, q\}$ and $\alpha, \beta \in \mathbb{C}$. Then there exist positive real numbers $\rho_{1}$ and $\rho_{2}$ such that

$$
\left[M_{k}\left(\frac{q\left(\Lambda_{k}(x)-L\right)}{\rho_{1}}\right)\right]^{p_{k}} t_{k} \rightarrow 0, \text { as } k \rightarrow \infty
$$

and

$$
\left[M_{k}\left(\frac{q\left(\Lambda_{k}(y)-L\right)}{\rho_{2}}\right)\right]^{p_{k}} t_{k} \rightarrow 0, \text { as } k \rightarrow \infty
$$

Let $\rho_{3}=\max \left(2|\alpha| \rho_{1}, 2|\beta| \rho_{2}\right)$. Since $\left(M_{k}\right)$ is non-decreasing and convex by using inequality (1.1), we have

$$
\begin{aligned}
{\left[M_{k}\right.} & \left.\left(\frac{q\left(\left(\alpha \Lambda_{k}(x)+\beta \Lambda_{k}(y)\right)-2 L\right)}{\rho_{3}}\right)\right]^{p_{k}} t_{k} \\
\leq & {\left[M_{k}\left(\frac{q\left(\alpha \Lambda_{k}(x)-L\right)}{\rho_{3}}+\frac{q\left(\beta \Lambda_{k}(y)-L\right)}{\rho_{3}}\right)\right]^{p_{k}} t_{k} } \\
\leq & D \frac{1}{2^{p_{k}}}\left[M_{k}\left(\frac{q\left(\Lambda_{k}(x)-L\right)}{\rho_{1}}\right)\right]^{p_{k}} t_{k}+D \frac{1}{2^{p_{k}}}\left[M_{k}\left(\frac{q\left(\Lambda_{k}(y)-L\right)}{\rho_{2}}\right)\right]^{p_{k}} t_{k} \\
\leq & D\left[M_{k}\left(\frac{q\left(\Lambda_{k}(x)-L\right)}{\rho_{1}}\right)\right]^{p_{k}} t_{k}+D\left[M_{k}\left(\frac{q\left(\Lambda_{k}(y)-L\right)}{\rho_{2}}\right)\right]^{p_{k}} t_{k} \\
& \rightarrow 0 \text { as } k \rightarrow \infty .
\end{aligned}
$$

Thus, $\alpha x+\beta y \in c\{\mathcal{M}, \Lambda, p, q\}$. Hence $c\{\mathcal{M}, \Lambda, p, q\}$ is a linear space. Similarly, we can prove $c_{0}\{\mathcal{M}, \Lambda, p, q\}$ and $l_{\infty}\{\mathcal{M}, \Lambda, p, q\}$ are linear spaces over the field of complex numbers $\mathbb{C}$.

Theorem $2 \mathcal{M}=\left(\mathcal{M}_{\mathrm{k}}\right)$ be a Musielak-Orlicz function and $\mathrm{p}=\left(\mathrm{p}_{\mathrm{k}}\right)$ be a bounded sequence of positive real numbers, then $l_{\infty}\{\mathcal{M}, \Lambda, p, q\}$ is a paranormed space with the paranorm defined by

$$
g(x)=q\left(x_{1}\right)+\inf \left\{\rho^{\frac{p_{k}}{H}}: \sup _{k \geq 1}\left\{M_{k}\left(\frac{q\left(\Lambda_{k}(x)\right)}{\rho}\right) t^{\frac{1}{p_{k}}}\right\} \leq 1, \quad \rho>0 b i g g\right\}
$$

where $\mathrm{H}=\max (1, \mathrm{~K})$.
Proof. (i) Clearly, $g(x) \geq 0$ for $x=\left(x_{k}\right) \in l_{\infty}\{\mathcal{M}, \Lambda, p, q\}$. Since $M_{k}(0)=0$, we get $g(\theta)=0$.
(ii) $g(-x)=g(x)$
(iii) Let $x=\left(x_{k}\right), y=\left(y_{k}\right) \in l_{\infty}\{\mathcal{M}, \Lambda, p, q\}$, then there exist $\rho_{1}, \rho_{2}>0$ such that

$$
\sup _{k \geq 1}\left\{M_{k}\left(\frac{q\left(\Lambda_{k}(x)\right)}{\rho_{1}}\right) t^{\frac{1}{p_{k}}}\right\} \leq 1
$$

and

$$
\sup _{k \geq 1}\left\{M_{k}\left(\frac{q(\Lambda(y))}{\rho_{2}}\right) t_{k}^{\frac{1}{p_{k}}}\right\} \leq 1
$$

Let $\rho=\rho_{1}+\rho_{2}$, then by Minkowski's inequality, we have

$$
\begin{aligned}
\sup _{k \geq 1}\left\{M_{k}\left(\frac{q\left(\Lambda_{k}(x+y)\right)}{\rho}\right) t_{k} \frac{1}{p_{k}}\right\} & =\sup _{k \geq 1}\left\{M_{k}\left(\frac{q\left(\Lambda_{k}(x+y)\right)}{\rho_{1}+\rho_{2}}\right) t_{k}^{\frac{1}{p_{k}}}\right\} \\
& \leq\left(\frac{\rho_{1}}{\rho_{1}+\rho_{2}}\right) \sup _{k \geq 1}\left[M_{k}\left(\frac{q\left(\Lambda_{k}(x)\right)}{\rho_{1}}\right) t_{k}^{\frac{1}{p_{k}}}\right] \\
& +\left(\frac{\rho_{2}}{\rho_{1}+\rho_{2}}\right) \sup _{k \geq 1}\left[M_{k}\left(\frac{q\left(\Lambda_{k}(y)\right)}{\rho_{2}}\right) t_{k}^{\frac{1}{p_{k}}}\right] \\
& \leq 1
\end{aligned}
$$

and thus

$$
\begin{aligned}
g(x+y) & =q\left(x_{1}+y_{1}\right) \\
& +\inf \left\{\left(\rho_{1}+\rho_{2}\right)^{\frac{p_{k}}{H}}: \sup _{k \geq 1}\left\{M_{k}\left(\frac{q\left(\Lambda_{k}(x)+\Lambda_{k}(y)\right)}{\rho}\right)\right\} t_{k}^{\frac{1}{p_{k}}} \leq 1, \rho>0\right\} \\
& \leq q\left(x_{1}\right)+\inf \left\{\left(\rho_{1}\right)^{\frac{p_{k}}{H}}: \sup _{k \geq 1}\left\{M_{k}\left(\frac{q\left(\Lambda_{k}(x)\right)}{\rho_{1}}\right)\right\} t^{\frac{1}{p_{k}}} \leq 1, \rho>0\right\} \\
& +q\left(y_{1}\right)+\inf \left\{\left(\rho_{2}\right)^{\frac{p_{k}}{H}}: \sup _{k \geq 1}\left\{M_{k}\left(\frac{q\left(\Lambda_{k}(y)\right)}{\rho_{2}}\right)\right\} t_{k}^{\frac{1}{p_{k}}} \leq 1, \rho>0\right\}
\end{aligned}
$$

$$
\leq g(x)+g(y)
$$

(iv) Finally, we prove that the scalar multiplication is continuous. Let $\mu$ be any complex number. By definition,

$$
\begin{aligned}
g(\mu x) & =q\left(\mu x_{1}\right)+\inf \left\{\rho^{\frac{p_{k}}{H}}: \sup _{k \geq 1}\left\{M_{k}\left(\frac{q\left(\mu \Lambda_{k}(x)\right)}{\rho}\right)\right\} t_{k}^{\frac{1}{p_{k}}} \leq 1, \quad \rho>0\right\} \\
& =|\mu| q\left(x_{1}\right)+\inf \left\{(|\lambda| r)^{\frac{p_{k}}{H}}: \sup _{k \geq 1}\left\{M_{k}\left(\frac{q\left(\Lambda_{k}(x)\right)}{r}\right)\right\} t_{k}^{\frac{1}{p_{k}}} \leq 1, \quad r>0\right\},
\end{aligned}
$$

where $r=\frac{\rho}{|\mu|}$. Hence $l_{\infty}\{\mathcal{M}, \Lambda, p, q\}$ is a paranormed space.
Theorem 3 For any Musielak-Orlicz function $\mathcal{M}=\left(M_{k}\right)$ and $p=\left(p_{k}\right) \in l_{\infty}$, then the spaces $\mathrm{c}_{0}\{\mathcal{M}, \Lambda, \mathrm{p}, \mathrm{q}\}, \mathrm{c}\{\mathcal{M}, \Lambda, \mathrm{p}, \mathrm{q}\}$ and $l_{\infty}\{\mathcal{M}, \Lambda, \mathrm{p}, \mathrm{q}\}$ are complete paranormed spaces paranormed by g .

Proof. Suppose $\left(x^{n}\right)$ is a Cauchy sequence in $l_{\infty}\{\mathcal{M}, \Lambda, p, q\}$, where $x^{n}=$ $\left(x_{k}^{n}\right)_{k=1}^{\infty}$ for all $n \in \mathbb{N}$. So that $g\left(x^{i}-x^{j}\right) \rightarrow 0$ as $i, j \rightarrow \infty$. Suppose $\epsilon>0$ is given and let $s$ and $x_{0}$ be such that $\frac{\epsilon}{s x_{0}}>0$ and $M_{k}\left(\frac{s x_{0}}{2}\right) \geq \sup _{k \geq 1}\left(p_{k}\right)^{t_{k}}$. Since $g\left(x^{i}-x^{j}\right) \rightarrow 0$, as $i, j \rightarrow \infty$ which means that there exists $n_{0} \in \mathbb{N}$ such that

$$
g\left(x^{i}-x^{j}\right)<\frac{\epsilon}{s x_{0}}, \text { for all } i, j \geq n_{0}
$$

This gives $g\left(x_{1}^{i}-x_{1}^{j}\right)<\frac{\epsilon}{s x_{0}}$ and

$$
\begin{equation*}
\inf \left\{\rho^{\frac{p_{k}}{H}}: \sup _{k \geq 1}\left\{M_{k}\left(\frac{q\left(\Lambda_{k}\left(x^{i}-x^{j}\right)\right)}{\rho}\right) t_{k}^{\frac{1}{p_{k}}}\right\} \leq 1, \rho>0\right\}<\frac{\epsilon}{s x_{0}} \tag{2}
\end{equation*}
$$

It shows that $\left(x_{1}^{i}\right)$ is a Cauchy sequence in $X$. Therefore $\left(x_{1}^{i}\right)$ is convergent in $X$ because $X$ is complete. Suppose $\lim _{i \rightarrow \infty} x_{1}^{\mathfrak{i}}=x_{1}$ then $\lim _{j \rightarrow \infty} g\left(x_{1}^{i}-x_{1}^{\mathfrak{j}}\right)<\frac{\epsilon}{s x_{0}}$, we get

$$
g\left(x_{1}^{i}-x_{1}\right)<\frac{\epsilon}{s x_{0}}
$$

Thus, we have

$$
M_{k}\left(\frac{q\left(\Lambda_{k}\left(x^{i}-x^{j}\right)\right)}{g\left(x^{i}-x^{j}\right)}\right) t^{\frac{1}{p_{k}}} \leq 1
$$

This implies that

$$
M_{k}\left(\frac{q\left(\Lambda_{k}\left(x^{i}-x^{j}\right)\right)}{g\left(x^{i}-x^{j}\right)}\right) \leq\left(p_{k}\right)^{t_{k}} \leq M_{k}\left(\frac{s x_{0}}{2}\right)
$$

and thus

$$
\mathrm{q}\left(\Lambda_{k}\left(x^{i}-x^{j}\right)\right)<\frac{s x_{0}}{2} \cdot \frac{\epsilon}{s x_{0}}<\frac{\epsilon}{2}
$$

which shows that $\left(\Lambda_{k}\left(x^{i}\right)\right)$ is a Cauchy sequence in $X$ for all $k \in \mathbb{N}$. Therefore, $\left(\Lambda_{k}\left(x^{i}\right)\right)$ converges in $X$. Suppose $\lim _{i \rightarrow \infty} \Lambda_{k}\left(x^{i}\right)=y$ for all $k \in \mathbb{N}$. Also, we have $\lim _{i \rightarrow \infty} \Lambda_{k}\left(x_{2}^{i}\right)=y_{1}-x_{1}$. On repeating the same procedure, we obtain $\lim _{i \rightarrow \infty} \Lambda_{k}\left(x_{k+1}^{i}\right)=y_{k}-x_{k}$ for all $k \in \mathbb{N}$. Therefore by continuity of $\left(M_{k}\right)$, we get

$$
\lim _{j \rightarrow \infty} \sup _{k \geq 1} M_{k}\left(\frac{q\left(\Lambda_{k}\left(x^{i}-x^{j}\right)\right)}{\rho}\right) t^{\frac{1}{p_{k}}} \leq 1
$$

so that

$$
\sup _{k \geq 1} M_{k}\left(\frac{q\left(\Lambda_{k}\left(x^{i}-x^{j}\right)\right)}{\rho}\right) t_{k}^{\frac{1}{p_{k}}} \leq 1
$$

Let $i \geq n_{0}$ and taking infimum of each $\rho$ 's, we have

$$
g\left(x^{i}-x\right)<\epsilon
$$

So $\left(x^{i}-x\right) \in l_{\infty}\{\mathcal{M}, \Lambda, p, q\}$. Hence $x=x^{i}-\left(x^{i}-x\right) \in l_{\infty}\{\mathcal{M}, \Lambda, p, q\}$, since $l_{\infty}\{\mathcal{M}, \Lambda, p, q\}$ is a linear space. Hence, $l_{\infty}\{\mathcal{M}, \Lambda, p, q\}$ is a complete paranormed space. Similarly, we can prove the spaces $c_{0}\{\mathcal{M}, \Lambda, p, q\}$ and $c\{\mathcal{M}, \Lambda, p, q\}$ are complete paranormed spaces.

Theorem 4 If $0<p_{k} \leq r_{k}<\infty$ for each $k$, then

$$
\mathrm{Z}\{\mathcal{M}, \Lambda, \mathrm{p}, \mathrm{q}\} \subseteq \mathrm{Z}\{\mathcal{M}, \Lambda, \mathrm{r}, \mathrm{q}\}
$$

for $\mathrm{Z}=\mathrm{c}_{0}$ and c .

Proof. Let $\chi=\left(x_{k}\right) \in c\{\mathcal{M}, \Lambda, p, q\}$. Then there exists some $\rho>0$ and $L \in X$ such that

$$
M_{k}\left(\frac{\mathrm{q}\left(\Lambda_{\mathrm{k}}(x)-\mathrm{L}\right)}{\rho}\right)^{\mathrm{p}_{\mathrm{k}}} \mathrm{t}_{\mathrm{k}} \rightarrow 0 \text { as } \mathrm{k} \rightarrow \infty
$$

This implies that

$$
M_{k}\left(\frac{q\left(\Lambda_{k}(x)-L\right)}{\rho}\right)<\epsilon, \quad(0<\epsilon<1)
$$

for sufficiently large $k$. Hence we get

$$
M_{k}\left(\frac{\mathrm{q}\left(\Lambda_{k}(x)-\mathrm{L}\right)}{\rho}\right)^{\mathrm{r}_{\mathrm{k}}} t_{\mathrm{k}} \leq M_{k}\left(\frac{\mathrm{q}\left(\Lambda_{\mathrm{k}}(\mathrm{x})-\mathrm{L}\right)}{\rho}\right)^{\mathrm{p}_{\mathrm{k}}} t_{\mathrm{k}} \rightarrow 0 \text { as } \mathrm{k} \rightarrow \infty
$$

This implies that $x=\left(x_{k}\right) \in c\{\mathcal{M}, \Lambda, r, q\}$. This completes the proof. Similarly, we can prove for the case $Z=\mathbf{c}_{0}$.

Theorem 5 Suppose $\mathcal{M}^{\prime}=\left(\mathcal{M}_{\mathrm{k}}^{\prime}\right)$ and $\mathcal{M}^{\prime \prime}=\left(\mathcal{M}_{\mathrm{k}}^{\prime \prime}\right)$ are Musielak-Orlicz functions satisfying the $\Delta_{2}$-condition then we have the following results:
(i) if $\left(p_{k}\right) \in l_{\infty}$ then $\mathbf{Z}\left\{\mathcal{M}^{\prime}, \Lambda, p, q\right\} \subseteq \mathbf{Z}\left\{\mathcal{M}^{\prime \prime} \circ \mathcal{M}^{\prime}, \Lambda, p, q\right\}$ for $Z=c, c_{0}$ and $l_{\infty}$.
(ii) $Z\left\{\mathcal{M}^{\prime}, \Lambda, p, q\right\} \cap Z\left\{\mathcal{M}^{\prime \prime}, \Lambda, p, q\right\} \subseteq Z\left\{\mathcal{M}^{\prime}+\mathcal{M}^{\prime \prime}, \Lambda, p, q\right\}$ for $Z=c, c_{0}$ and $l_{\infty}$.

Proof. If $x=\left(x_{k}\right) \in c_{0}\{\mathcal{M}, \Lambda, p, q\}$ then there exists some $\rho>0$ such that

$$
\left\{M_{k}^{\prime}\left(\frac{q\left(\Lambda_{k}(x)\right)}{\rho}\right)\right\}^{p_{k}} t_{k} \rightarrow 0 \text { as } k \rightarrow \infty
$$

Suppose

$$
y_{k}=M_{k}^{\prime}\left(\frac{q\left(\Lambda_{k}(x)\right)}{\rho}\right) \text { for all } k \in \mathbb{N}
$$

Choose $\delta>0$ be such that $0<\delta<1$, then for $y_{k} \geq \delta$ we have $y_{k}<\frac{y_{k}}{\delta}<1+\frac{y_{k}}{\delta}$. Now ( $M_{k}^{\prime \prime}$ ) satisfies $\Delta_{2}$-condition so that there exists $\mathrm{J} \geq 1$ such that

$$
M_{k}^{\prime \prime}\left(y_{k}\right)<\frac{J y_{k}}{2 \delta} M_{k}^{\prime \prime}(2)+\frac{J y_{k}}{2 \delta} M_{k}^{\prime \prime}(2)=\frac{J y_{k}}{\delta} M_{k}^{\prime \prime}(2) .
$$

We obtain

$$
\begin{aligned}
& {\left[\left(M_{k}^{\prime \prime} \circ M_{k}^{\prime}\right)\left(\frac{q\left(\Lambda_{k}(x)\right)}{\rho}\right)\right]^{p_{k}} t_{k}=\left[M_{k}^{\prime \prime}\left\{M_{k}^{\prime}\left(\frac{q\left(\Lambda_{k}(x)\right)}{\rho}\right)\right\}\right]^{p_{k}} t_{k}=\left[M_{k}^{\prime \prime}\left(y_{k}\right)\right]^{p_{k}} t_{k}} \\
& \leq \max \left\{\sup _{k}\left(\left[M_{k}^{\prime \prime}(1)\right]^{p_{k}}\right), \sup _{k}\left(\left[k M_{k}^{\prime \prime}(2) \delta^{-1}\right]^{p_{k}}\right)\right\}\left[y_{k}\right]^{p_{k}} t_{k} \rightarrow 0, \text { as } k \rightarrow \infty
\end{aligned}
$$

Similarly, we can prove the other cases.
(ii) Suppose $x=\left(x_{k}\right) \in \mathfrak{c}_{0}\left\{M_{k}^{\prime}, \Lambda, p, q\right\} \cap \mathfrak{c}_{0}\left\{M_{k}^{\prime \prime}, \Lambda, p, q\right\}$, then there exist $\rho_{1}, \rho_{2}>0$ such that

$$
\left\{\left(M_{k}^{\prime}\left(\frac{\mathrm{q}\left(\Lambda_{k}(x)\right)}{\rho_{1}}\right)\right)^{p_{k}} \mathrm{t}_{\mathrm{k}}\right\} \rightarrow 0, \text { as } \mathrm{k} \rightarrow \infty
$$

and

$$
\left\{\left(M_{k}^{\prime \prime}\left(\frac{q\left(\Lambda_{k}(x)\right)}{\rho_{2}}\right)\right)^{p_{k}} t_{k}\right\} \rightarrow 0, \text { as } k \rightarrow \infty .
$$

Let $\rho=\max \left\{\rho_{1}, \rho_{2}\right\}$. The remaining proof follows from the inequality

$$
\begin{aligned}
\left\{\left[\left(M_{k}^{\prime}+M_{k}^{\prime \prime}\right)\left(\frac{q\left(\Lambda_{k}(x)\right)}{\rho}\right)\right]^{p_{k}} t_{k}\right\} \leq & D\left\{\left[M_{k}^{\prime}\left(\frac{q\left(\Lambda_{k}(x)\right)}{\rho_{1}}\right)\right]^{p_{k}} t_{k}\right. \\
& \left.+\left[M_{k}^{\prime \prime}\left(\frac{q\left(\Lambda_{k}(x)\right)}{\rho_{2}}\right)\right]^{p_{k}} t_{k}\right\} .
\end{aligned}
$$

Hence $c_{0}\left\{M_{k}^{\prime}, \Lambda, p, q\right\} \cap c_{0}\left\{M_{k}^{\prime \prime}, \Lambda, p, q\right\} \subseteq c_{0}\left\{M_{k}^{\prime}+M_{k}^{\prime \prime}, \Lambda, p, q\right\}$. Similarly we can prove the other cases.

Theorem 6 (i) If $0<\inf p_{k} \leq p_{k}<1$, then $l_{\infty}\{\mathcal{M}, \wedge, p, q\} \subset l_{\infty}\{\mathcal{M}, \wedge, q\}$.
(ii) If $1 \leq p_{k} \leq \sup p_{k}<\infty$, then $\mathrm{l}_{\infty}\{\mathcal{M}, \wedge, \mathrm{q}\} \subset \mathrm{l}_{\infty}\{\mathcal{M}, \wedge, \mathrm{p}, \mathrm{q}\}$.

Proof. (i) Let $x=\left(x_{k}\right) \in l_{\infty}\{\mathcal{M}, \Lambda, p, q\}$. Since $0<\inf p_{k} \leq 1$, we have

$$
\sup _{k}\left\{\left[M_{k}\left(\frac{q\left(\Lambda_{k}(x)\right)}{\rho_{2}}\right)\right]\right\} \leq \sup _{k}\left\{\left[M_{k}\left(\frac{q\left(\Lambda_{k}(x)\right)}{\rho_{2}}\right)\right]^{p_{k}} t_{k}\right\}
$$

and hence $x=\left(x_{k}\right) \in l_{\infty}\{\mathcal{M}, \Lambda, q\}$.
(ii) Let $p_{k} \geq 1$ for each $k$ and $\sup p_{k}<\infty$. Let $x=\left(x_{k}\right) \in l_{\infty}\{\mathcal{M}, \Lambda, q\}$, then for each $\epsilon, \quad 0<\epsilon<1$, there exists a positive integer $n_{0} \in \mathbb{N}$ such that

$$
\sup _{k}\left\{M_{k}\left(\frac{q\left(\Lambda_{k}(x)\right)}{\rho}\right)\right\} \leq \epsilon<1 .
$$

This implies that

$$
\sup _{k}\left\{\left[M_{k}\left(\frac{q\left(\Lambda_{k}(x)\right)}{\rho}\right)\right]^{p_{k}} t_{k}\right\} \leq \sup _{k}\left\{M_{k}\left(\frac{q\left(\Lambda_{k}(x)\right)}{\rho}\right)\right\} .
$$

Thus $x=\left(\chi_{k}\right) \in l_{\infty}\{\mathcal{M}, \Lambda, p, q\}$ and this completes the proof.
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#### Abstract

We determine the common fixed point of two maps satisfying Hardy-Roger type contraction in a complete partial b-metric space without exploiting any variant of continuity or commutativity, which is indispensable in analogous results. Towards the end, we give examples and an application to solve a Cantilever beam problem employed in the distortion of an elastic beam in equilibrium to substantiate the utility of these improvements.


## 1 Introduction and preliminaries

Fixed point theory is a major tool in nonlinear analysis, having applications in many real-world problems, which emerged in 1837 with the article of Liouville [10] on solutions of differential equations. In 1890, Picard [13] developed it further as a process of successive approximations which were conceptualized and extracted by Banach [2] as a fixed point result in a complete normed space in 1922. On the other hand, Shukla [16] familiarized partial b-metric blending

[^3]partial metric (Matthews [11]) and b-metric (Bakhtin [1] and Czerwik [6]) to establish a fixed point via Banach contraction [2] and Kannan contraction [9].

The aim of the current work is to demonstrate the survival of one and only one common fixed point of two maps satisfying classical Hardy-Rogers type contraction [7] in a complete partial b-metric space without exploiting any variant of continuity [17] or commutativity [18], which is indispensable in analogous results. We support our theoretical consequences by illustrative examples and conclude the paper by giving an application to solve a Cantilever beam problem employed in the distortion of an elastic beam in equilibrium to substantiate the utility of these improvements.

It is worth mentioning here that in numerous cable-driven docile mechanisms, like a fixed pulley or a cable routing channel in a segmented disk, the need for controlled motion in the flexible frameworks often mandates the actuation cables to pass through a fixed point to compel the force angle on the cable. This situation may be modeled as the large deflection problem of a cantilever beam with two parameters. Recently Zeng et al. [19] emphasized the numerical analysis of the large deflection problem of the cantilever beam subjected to a constraint force pointing at a fixed point which permitted widespread analysis of the impact of diverse factors, including the fixed point position, the force magnitude, and the beam length, on the behaviour of the cantilever beam put to a constraint force pointing at a fixed point. This work permitted mathematical model-based design optimization of docile frameworks in areas such as soft robotics and smart materials.

Definition 1 [16] A function $\mathrm{p}_{\mathrm{b}}: \mathcal{X} \times \mathcal{X} \rightarrow[0, \infty)$ on a nonempty set $\mathcal{X}$ is a partial $\mathfrak{b}$-metric if $\forall \mathfrak{u}, \mathfrak{v}, \mathfrak{w} \in \mathcal{X}$,

1. $\mathfrak{u}=\mathfrak{v}$ iff $p_{\mathfrak{b}}(\mathfrak{u}, \mathfrak{v})=p_{\mathfrak{b}}(\mathfrak{u}, \mathfrak{u})=p_{\mathfrak{b}}(\mathfrak{v}, \mathfrak{v})$;
2. $\mathrm{p}_{\mathrm{b}}(\mathfrak{u}, \mathfrak{u}) \leq \mathrm{p}_{\mathrm{b}}(\mathfrak{u}, \mathfrak{v})$;
3. $p_{\mathfrak{b}}(\mathfrak{u}, \mathfrak{v})=p_{\mathfrak{b}}(\mathfrak{v}, \mathfrak{u})$;
4. $p_{\mathfrak{b}}(\mathfrak{u}, \mathfrak{v}) \leq s\left[p_{\mathfrak{b}}(\mathfrak{u}, \mathfrak{w})+p_{\mathrm{b}}(\mathfrak{w}, \mathfrak{v})\right]-p_{\mathrm{b}}(\mathfrak{w}, \mathfrak{w})$.

The pair $\left(\mathcal{X}, \mathrm{p}_{\mathrm{b}}\right)$ is a partial b -metric space and $\mathrm{s} \geq 1$ is the coefficient of ( $\left.\mathcal{X}, \mathrm{p}_{\mathrm{b}}\right)$.

Example 1 Let $\mathcal{X}=[0,10]$ and $p_{\mathrm{b}}: \mathcal{X} \times \mathcal{X} \longrightarrow[0, \infty)$ be defined as: $p_{\mathfrak{b}}(\mathfrak{u}, \mathfrak{v})=|\mathfrak{u}-\mathfrak{w}|^{2}+2$. By routine calculation, one may verify that $\left(\mathcal{X}, \mathrm{p}_{\mathrm{b}}\right)$ is a partial b -metric space for $\mathrm{s}=2$. However, $\left(\mathcal{X}, \mathrm{p}_{\mathrm{b}}\right)$ is not a partial metric
space. Since for $\mathfrak{u}=0, \mathfrak{v}=10$ and $\mathfrak{w}=5$, we obtain
$p_{\mathrm{b}}(0,10)=|0-10|^{2}+2=102$,
$p_{\mathrm{b}}(0,5)+\mathrm{p}_{\mathrm{b}}(5,10)-\mathrm{p}_{\mathrm{b}}(5,5)=|0-5|^{2}+2+|5-10|^{2}+2-2$
$=25+2+25$
$=52$.
Therefore, $\quad \mathrm{p}_{\mathrm{b}}(0,10)>\mathrm{p}_{\mathrm{b}}(0,5)+\mathrm{p}_{\mathrm{b}}(5,10)-\mathrm{p}_{\mathrm{b}}(5,5)$. Noticeably, $\left(\mathcal{X}, \mathrm{p}_{\mathrm{b}}\right)$ is also not a b-metric space.

Definition $2[12]$ A sequence $\left\{\mathfrak{u}_{\mathrm{n}}\right\}$ in a partial b-metric space $\left(\mathcal{X}, \mathrm{p}_{\mathrm{b}}\right)$ is

1. convergent to $\mathfrak{u} \in \mathcal{X}$ if $\mathfrak{p}_{\mathfrak{b}}(\mathfrak{u}, \mathfrak{u})=\lim _{\mathfrak{n} \rightarrow \infty} \mathrm{p}_{\mathfrak{b}}\left(\mathfrak{u}, \mathfrak{u}_{\mathfrak{n}}\right)$.
2. Cauchy sequence if $\lim _{\mathfrak{n} \rightarrow \infty} \mathrm{p}_{\mathrm{b}}\left(\mathfrak{u}_{\mathrm{n}}, \mathfrak{u}_{\mathrm{m}}\right)$ exists and is finite.

A partial b-metric space $\left(\mathcal{X}, p_{b}\right)$ is complete [16] if each $p_{b}$-Cauchy sequence in $\mathcal{X}$ converges to $\mathfrak{u} \in \mathcal{X}$, i.e., $p_{\mathfrak{b}}(\mathfrak{u}, \mathfrak{u})=\lim _{\mathfrak{n} \rightarrow \infty} \mathrm{p}_{\mathfrak{b}}\left(\mathfrak{u}, \mathfrak{u}_{\mathfrak{n}}\right)=\lim _{\mathfrak{n}, \mathfrak{m} \rightarrow \infty} \mathrm{p}_{\mathfrak{b}}$ $\left(\mathfrak{u}_{n}, \mathfrak{u}_{\mathrm{m}}\right)$.
One may notice that the limit of a convergent sequence is not essentially unique in a partial b-metric space.

## 2 Main results

Theorem 1 Let $\mathcal{S}, \mathcal{T}: \mathcal{X} \rightarrow \mathcal{X}$ be self maps of a complete partial b-metric space $\left(\mathcal{X}, \mathrm{p}_{\mathrm{b}}\right)$ so that $\mathcal{T}(\mathcal{X}) \subseteq \mathcal{S}(\mathcal{X})$ and

$$
\begin{equation*}
p_{\mathfrak{b}}(\mathcal{S} \mathfrak{u}, \mathcal{T} \mathfrak{v}) \leq \mathfrak{a} p_{\mathfrak{b}}(\mathfrak{u}, \mathcal{S} \mathfrak{u})+\mathfrak{b} p_{\mathfrak{b}}(\mathfrak{v}, \mathcal{T v})+\mathfrak{c} p_{\mathfrak{b}}(\mathfrak{u}, \mathcal{T} \mathfrak{v})+\mathfrak{d} p_{\mathfrak{b}}(\mathfrak{v}, \mathcal{S} \mathfrak{u})+\mathfrak{e} p_{\mathfrak{b}}(\mathfrak{u}, \mathfrak{v}) \tag{1}
\end{equation*}
$$

$\forall \mathfrak{u}, \mathfrak{v} \in \mathcal{X}$ and $\mathfrak{a}, \mathfrak{b}, \mathfrak{c}, \mathfrak{d}, \mathfrak{e}$ are positive reals satisfying $\mathfrak{a}+\mathfrak{b}+\mathfrak{c}+\mathfrak{e}+\mathfrak{d}(2 s-1) \leq 1$ and $\mathrm{s}>1$. Then $\mathcal{S}$ and $\mathcal{T}$ have a unique common fixed point in $\mathcal{X}$.

Proof. Assume $\mathfrak{u}_{0} \in \mathcal{X}$ and since $\mathcal{T}(\mathcal{X}) \subseteq \mathcal{S}(\mathcal{X})$, so we may inductively define a sequence $\left\{\mathfrak{u}_{n}\right\}_{n=1}^{\infty}$ in $\mathcal{X}$ as

$$
\begin{equation*}
\mathfrak{u}_{n}=\mathcal{T} \mathfrak{u}_{n-1} \text { and } \mathfrak{u}_{n+1}=\mathcal{S} \mathfrak{u}_{n} \tag{2}
\end{equation*}
$$

for $n=0,1,2, \ldots$ If $\mathfrak{u}_{n}=\mathfrak{u}_{n+1}$, i.e., $\mathfrak{u}_{n}=\mathcal{S} \mathfrak{u}_{n}$, i.e., $\mathfrak{u}_{n}$ is a fixed point of $\mathcal{S}$.

Since, $\mathfrak{u}_{\mathrm{n}}=\mathfrak{u}_{\mathrm{n}+1} \Longrightarrow \mathfrak{u}_{\mathrm{n}+1}=\mathcal{S}_{\mathfrak{u}_{n}}=\mathcal{S}_{\mathrm{n}+1}$. So

$$
\begin{aligned}
& p_{b}\left(\mathfrak{u}_{n+1}, \mathfrak{u}_{n+2}\right)=p_{b}\left(\mathcal{S} \mathfrak{u}_{n+1}, \mathcal{T} \mathfrak{u}_{n}\right) \\
& \leq \mathfrak{a p}_{\mathfrak{b}}\left(\mathfrak{u}_{\mathrm{n}+1}, \mathcal{S} \mathfrak{u}_{\mathrm{n}+1}\right)+\mathfrak{b p} \mathfrak{p}_{\mathrm{b}}\left(\mathfrak{u}_{\mathrm{n}}, \mathcal{T} \mathfrak{u}_{\mathrm{n}}\right)+\mathfrak{c p} p_{\mathrm{b}}\left(\mathfrak{u}_{\mathrm{n}+1}, \mathcal{T} \mathfrak{u}_{\mathrm{n}}\right) \\
& +\mathfrak{d} p_{\mathfrak{b}}\left(\mathfrak{u}_{n}, \mathcal{S} \mathfrak{u}_{n+1}\right)+\mathfrak{e p} \mathfrak{p}_{\mathfrak{b}}\left(\mathfrak{u}_{n+1}, \mathfrak{u}_{n}\right) \\
& =\mathfrak{a p}\left(\mathfrak{u}_{n+1}, \mathfrak{u}_{n+2}\right)+\mathfrak{b} p_{b}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n+1}\right)+\mathfrak{c p} p_{b}\left(\mathfrak{u}_{n+1}, \mathfrak{u}_{n+1}\right) \\
& +\mathfrak{d} p_{b}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n+2}\right)+\mathfrak{e p} \mathfrak{p}_{\mathfrak{b}}\left(\mathfrak{u}_{n+1}, \mathfrak{u}_{n}\right) \\
& \leq \operatorname{ap}_{\mathfrak{b}}\left(\mathfrak{u}_{n+1}, \mathfrak{u}_{n+2}\right)+\mathfrak{b} p_{\mathfrak{b}}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n+1}\right)+\mathfrak{c p} \mathfrak{p}_{\mathfrak{b}}\left(\mathfrak{u}_{\mathrm{n}+1}, \mathfrak{u}_{\mathrm{n}+1}\right) \\
& +\mathfrak{d} s\left[p_{b}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n+1}\right)+p_{b}\left(\mathfrak{u}_{n+1}, \mathfrak{u}_{n+2}\right)\right]-\mathfrak{d} p_{b}\left(\mathfrak{u}_{n+1}, \mathfrak{u}_{n+1}\right) \\
& +\mathfrak{e p}_{\mathfrak{b}}\left(\mathfrak{u}_{n+1}, \mathfrak{u}_{n}\right) \text {, }
\end{aligned}
$$

i.e., $\quad(1-\mathfrak{a}-\mathfrak{d} s) \mathfrak{p}_{\mathfrak{b}}\left(\mathfrak{u}_{n+1}, \mathfrak{u}_{n+2}\right)+\mathfrak{d} \mathfrak{p}_{\mathfrak{b}}\left(\mathfrak{u}_{n+1}, \mathfrak{u}_{n+1}\right) \leq(\mathfrak{b}+\mathfrak{d} s+\mathfrak{e}) \mathfrak{p}_{\mathfrak{b}}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n+1}\right)$

$$
+\mathfrak{c p}_{\mathfrak{b}}\left(\mathfrak{u}_{n+1}, \mathfrak{u}_{n+1}\right),
$$

i.e., $\quad(1-\mathfrak{a}-\mathfrak{d} s) \mathfrak{p}_{\mathfrak{b}}\left(\mathfrak{u}_{n+1}, \mathfrak{u}_{n+2}\right)+\mathfrak{d} \mathfrak{p}_{\mathfrak{b}}\left(\mathfrak{u}_{n+1}, \mathfrak{u}_{n+2}\right) \leq(\mathfrak{b}+\mathfrak{d} s+\mathfrak{e}) \mathfrak{p}_{\mathfrak{b}}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n+1}\right)$ $+\mathfrak{c p}_{\mathfrak{b}}\left(\mathfrak{u}_{\mathrm{n}}, \mathfrak{u}_{\mathrm{n}+1}\right)$,
i.e., $\quad(1+\mathfrak{d}-\mathfrak{a}-\mathfrak{d} s) \mathfrak{p}_{\mathfrak{b}}\left(\mathfrak{u}_{n+1}, \mathfrak{u}_{n+2}\right) \leq(\mathfrak{b}+\mathfrak{d} s+\mathfrak{e}+\mathfrak{c}) \mathfrak{p}_{\mathfrak{b}}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n+1}\right)$,
i.e., $\quad(1+\mathfrak{d}-\mathfrak{a}-\mathfrak{d} s) \mathfrak{p}_{\mathfrak{b}}\left(\mathfrak{u}_{n+1}, \mathfrak{u}_{n+2}\right) \leq(\mathfrak{b}+\mathfrak{d} s+\mathfrak{e}+\mathfrak{c}) \mathfrak{p}_{\mathfrak{b}}\left(\mathfrak{u}_{n+1}, \mathfrak{u}_{n+2}\right)$,
i.e., $\quad(1-\mathfrak{a}-\mathfrak{b}-\mathfrak{c}-\mathfrak{e}-\mathfrak{d}(2 s-1)) \mathfrak{p}_{\mathfrak{b}}\left(\mathfrak{u}_{n+1}, \mathfrak{u}_{n+2}\right) \leq 0$,
i.e., $p_{b}\left(\mathfrak{u}_{n+1}, \mathfrak{u}_{n+2}\right) \leq 0 \Longrightarrow p_{b}\left(\mathfrak{u}_{n+1}, \mathfrak{u}_{n+2}\right)=0$,
i.e., $\quad \mathcal{T} \mathfrak{u}_{n}=\mathfrak{u}_{n+1}=\mathfrak{u}_{n+2}$ and $\mathfrak{u}_{n}=\mathfrak{u}_{n+1} \Longrightarrow \mathcal{T} \mathfrak{u}_{n}=\mathfrak{u}_{n}$, i.e., $\mathfrak{u}_{n}$ is a fixed point of $\mathcal{T}$.
Also, $\mathfrak{u}_{n}=\mathfrak{u}_{n+1}=\mathfrak{u}_{n+2}=\ldots$, i.e., $\mathfrak{u}_{n}$ is a common fixed point of $\mathcal{S}$ and $\mathcal{T}$. So, presume that for even $\mathfrak{n}, \mathfrak{u}_{n} \neq \mathfrak{u}_{n+1}$. Then

$$
\begin{aligned}
& p_{b}\left(\mathfrak{u}_{n+1}, \mathfrak{u}_{n}\right)=p_{b}\left(S \mathfrak{u}_{n}, T \mathfrak{u}_{n-1}\right) \\
& \leq \mathfrak{a p} \mathfrak{b}_{\mathfrak{b}}\left(\mathfrak{u}_{n}, S \mathfrak{u}_{n}\right)+\mathfrak{b} p_{b}\left(\mathfrak{u}_{n-1}, T \mathfrak{u}_{n-1}\right)+\mathfrak{c p} p_{\mathfrak{b}}\left(\mathfrak{u}_{n}, T \mathfrak{u}_{n-1}\right) \\
& +\mathfrak{d} \mathfrak{p}_{\mathrm{b}}\left(\mathfrak{u}_{\mathrm{n}-1}, S \mathfrak{u}_{\mathrm{n}}\right)+\mathfrak{e p} \mathfrak{p}_{\mathrm{b}}\left(\mathfrak{u}_{n}, \mathfrak{u}_{\mathrm{n}-1}\right) \\
& \leq \mathfrak{a p}_{\mathfrak{b}}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n+1}\right)+\mathfrak{b} p_{b}\left(\mathfrak{u}_{n-1}, \mathfrak{u}_{n}\right)+\mathfrak{c p} p_{b}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n}\right) \\
& +\mathfrak{d} p_{b}\left(\mathfrak{u}_{n-1}, \mathfrak{u}_{n+1}\right)+\mathfrak{e p}_{b}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n-1}\right) \\
& \leq \mathfrak{a p}_{\mathfrak{b}}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n+1}\right)+\mathfrak{b p} p_{\mathfrak{b}}\left(\mathfrak{u}_{n-1}, \mathfrak{u}_{n}\right)+\mathfrak{c p} p_{b}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n}\right)+\mathfrak{d s}\left[p_{b}\left(\mathfrak{u}_{n-1}, \mathfrak{u}_{n}\right)\right. \\
& \left.+p_{b}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n+1}\right)\right]-\mathfrak{d} p_{b}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n}\right)+\mathfrak{e p}_{\mathfrak{b}}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n-1}\right) \\
& \leq \mathfrak{a p} p_{b}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n+1}\right)+\mathfrak{b} p_{\mathfrak{b}}\left(\mathfrak{u}_{n-1}, \mathfrak{u}_{n}\right)+\mathfrak{c p} p_{b}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n}\right)+\mathfrak{d} \operatorname{sp}_{\mathfrak{b}}\left(\mathfrak{u}_{n-1}, \mathfrak{u}_{n}\right) \\
& +\mathfrak{d} \operatorname{sp}_{\mathfrak{b}}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n+1}\right)-\operatorname{dp} p_{b}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n}\right)+\mathfrak{e p} \mathfrak{b}_{\mathrm{b}}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n-1}\right),
\end{aligned}
$$

i.e., $\quad(1-\mathfrak{a}-\mathfrak{d} s) p\left(\mathfrak{u}_{n}, \mathfrak{u}_{n+1}\right) \leq(\mathfrak{b}+\mathfrak{d} s+\mathfrak{e}) p_{b}\left(\mathfrak{u}_{n-1}, \mathfrak{u}_{n}\right)+(\mathfrak{c}-\mathfrak{d}) p_{b}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n}\right)$,
i.e., $\quad(1-\mathfrak{a}-\mathfrak{d} s) p\left(\mathfrak{u}_{n}, \mathfrak{u}_{n+1}\right)+\mathfrak{d} p_{b}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n}\right) \leq(\mathfrak{b}+\mathfrak{d} s+\mathfrak{e}) p_{b}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n-1}\right)$
$+\mathfrak{c p}_{\mathfrak{b}}\left(\mathfrak{u}_{\mathrm{n}}, \mathfrak{u}_{\mathrm{n}}\right)$,
i.e., $\quad(1-\mathfrak{a}-\mathfrak{d} s) p\left(\mathfrak{u}_{n}, \mathfrak{u}_{n+1}\right)+\mathfrak{d} p_{b}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n+1}\right) \leq(\mathfrak{b}+\mathfrak{d} s+\mathfrak{e}) p_{b}\left(\mathfrak{u}_{n} \mathfrak{u}_{n-1}\right)$

$$
+\mathfrak{c p}_{\mathfrak{b}}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n-1}\right)
$$

$\left.(1+\mathfrak{d}-\mathfrak{a}-\mathfrak{d} s) p_{b} \mathfrak{u}_{n}, \mathfrak{u}_{n+1}\right) \leq(\mathfrak{b}+\mathfrak{c}+\mathfrak{e}+\mathfrak{d} s) p_{\mathfrak{b}}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n+1}\right)$,
i.e., $\quad p_{b}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n+1}\right) \leq \frac{\mathfrak{b}+\mathfrak{c}+\mathfrak{e}+\mathfrak{d} s}{1+\mathfrak{d}-\mathfrak{a}-\mathfrak{d} s} p_{\mathfrak{b}}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n+1}\right)$,
i.e., $\quad p_{b}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n+1}\right) \leq k p_{b}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n-1}\right), \quad$ where, $\quad k=\frac{\mathfrak{b}+\mathfrak{c}+\mathfrak{e}+\mathfrak{d} s}{1+\mathfrak{d}-\mathfrak{a}-\mathfrak{d} s} \leq 1$.

If n is odd, the same inequality (3) can be obtained analogously.
Continuing this process, we attain
$p_{b}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n+1}\right) \leq k^{n} p_{b}\left(\mathfrak{u}_{0}, \mathfrak{u}_{1}\right)$.
We assert that $\left\{\mathfrak{u}_{n}\right\}$ is a Cauchy sequence in $\mathcal{X}$. For $m>n$ and $m, n \in N$, consider

$$
\begin{aligned}
p_{b}\left(\mathfrak{u}_{n}, \mathfrak{u}_{m}\right) \leq & s\left[p_{b}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n+1}\right)+p_{b}\left(\mathfrak{u}_{n+1}, \mathfrak{u}_{m}\right)\right]-p_{b}\left(\mathfrak{u}_{n+1}, \mathfrak{u}_{n+1}\right) \\
\leq & s\left[p_{b}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n+1}\right)+p_{b}\left(\mathfrak{u}_{n+1}, \mathfrak{u}_{m}\right)\right] \\
\leq & s p_{b}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n+1}\right)+s\left[s \left\{p_{b}\left(\mathfrak{u}_{n+1}, \mathfrak{u}_{n+2}\right)\right.\right. \\
& \left.\left.+p_{b}\left(\mathfrak{u}_{n+2}, \mathfrak{u}_{m}\right)\right\}-p_{b}\left(\mathfrak{u}_{n+2}, \mathfrak{u}_{n+2}\right)\right] \\
\leq & s p_{b}\left(\mathfrak{u}_{n}, \mathfrak{u}_{n+1}\right)+s\left[s\left\{p_{b}\left(\mathfrak{u}_{n+1}, \mathfrak{u}_{n+2}\right)+p_{b}\left(\mathfrak{u}_{n+2}, \mathfrak{u}_{m}\right)\right\}\right] \\
\leq & \operatorname{sk}^{n} p_{b}\left(\mathfrak{u}_{0}, \mathfrak{u}_{1}\right)+s^{2} k^{n+1} p_{b}\left(\mathfrak{u}_{0}, \mathfrak{u}_{1}\right)+\ldots \\
\leq & \operatorname{sk}^{n} p_{b}\left(\mathfrak{u}_{0}, \mathfrak{u}_{1}\right)\left[1+s k+(s k)^{2}+\ldots .\right] \\
\leq & s k^{n} \\
1-s k & p_{b}\left(\mathfrak{u}_{0}, \mathfrak{u}_{1}\right) \longrightarrow 0 \text { as } n \longrightarrow \infty,
\end{aligned}
$$

i.e., $\left\{\mathfrak{u}_{n}\right\}$ is a Cauchy sequence. Using completeness of $\mathcal{X},\left\{\mathfrak{u}_{n}\right\}$ converges to $\mathfrak{u}^{*} \in$ $\mathcal{X}$ and we have $\lim _{\mathfrak{n}, \mathfrak{m} \longrightarrow \infty} p_{\mathfrak{b}}\left(\mathfrak{u}_{\mathrm{n}}, \mathfrak{u}_{\mathrm{m}}\right)=\lim _{\mathfrak{n} \longrightarrow \infty} \mathrm{p}_{\mathrm{b}}\left(\mathfrak{u}_{\mathrm{n}}, \mathfrak{u}^{*}\right)=\mathrm{p}_{\mathfrak{b}}\left(\mathfrak{u}^{*}, \mathfrak{u}^{*}\right)=0$. Further, we assert that $\mathfrak{u}^{*}$ is a fixed point of $\mathcal{S}$. Let $\left\{\mathfrak{u}_{n_{i}}\right\}_{i=1}^{\infty}$ be a subsequence of $\left\{\mathfrak{u}_{n}\right\}$.

So,

$$
\begin{aligned}
& p_{\mathrm{b}}\left(\mathfrak{u}^{*}, \mathcal{S} \mathfrak{u}^{*}\right) \leq s\left[p_{\mathrm{b}}\left(\mathfrak{u}^{*}, \mathfrak{u}_{\mathfrak{n}_{\mathrm{i}}}\right)+\mathrm{p}_{\mathrm{b}}\left(\mathfrak{u}_{\mathfrak{n}_{\mathrm{i}}}, \mathcal{S} \mathfrak{u}^{*}\right)\right]-\mathrm{p}_{\mathrm{b}}\left(\mathfrak{u}_{\mathfrak{n}_{\mathrm{i}}}, \mathfrak{u}_{\mathfrak{n}_{\mathrm{i}}}\right) \\
& \leq \operatorname{sp}_{\mathrm{b}}\left(\mathfrak{u}^{*}, \mathfrak{u}_{\mathrm{n}_{\mathrm{i}}}\right)+\operatorname{sp}_{\mathrm{b}}\left(\mathcal{T} \mathfrak{u}_{\mathrm{n}-1_{\mathrm{i}}}, \mathcal{S} \mathfrak{u}^{*}\right) \\
& \leq \operatorname{sp}_{\mathrm{b}}\left(\mathfrak{u}^{*}, \mathfrak{u}_{\mathrm{n}_{\mathrm{i}}}\right)+\mathrm{s}\left[p_{\mathrm{b}}\left(\mathcal{S} \mathfrak{u}^{*}, \mathcal{T} \mathfrak{u}_{\mathrm{n}-1_{\mathrm{i}}}\right)\right] \\
& \leq \operatorname{sp}_{\mathrm{b}}\left(\mathfrak{u}^{*}, \mathfrak{u}_{\mathfrak{n}_{\mathrm{i}}}\right)+\mathrm{s}\left[\mathfrak{a p}_{\mathrm{b}}\left(\mathfrak{u}^{*}, S \mathfrak{u}^{*}\right)+\mathfrak{b} p_{\mathrm{b}}\left(\mathfrak{u}_{\mathrm{n}-1_{\mathrm{i}}}, \mathcal{T} \mathfrak{u}_{\mathrm{n}-1_{\mathrm{i}}}\right)\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.+\operatorname{cp}_{\mathfrak{b}}\left(\mathfrak{u}^{*}, \mathcal{T} \mathfrak{u}_{n-1_{i}}\right)+\mathfrak{d} p_{b}\left(\mathfrak{u}_{n-1_{i}}, \mathcal{S} \mathfrak{u}^{*}\right)+\mathfrak{e p} p_{\mathfrak{b}}\left(\mathfrak{u}^{*}, \mathfrak{u}_{n-1_{i}}\right)\right] \\
& \leq \operatorname{sp}_{\mathfrak{b}}\left(\mathfrak{u}^{*}, \mathfrak{u}_{\mathfrak{n}_{\mathrm{i}}}\right)+s\left[\mathfrak{a p} p_{\mathrm{b}}\left(\mathfrak{u}^{*}, \mathcal{S} \mathfrak{u}^{*}\right)+\mathfrak{b} p_{\mathrm{b}}\left(\mathfrak{u}_{\mathrm{n}-1_{\mathrm{i}}}, \mathfrak{u}_{\mathrm{n}_{\mathrm{i}}}\right)\right.  \tag{4}\\
& \left.+\mathfrak{c} p_{\mathfrak{b}}\left(\mathfrak{u}^{*}, \mathfrak{u}_{n_{\mathrm{i}}}\right)+\mathfrak{d} p_{\mathrm{b}}\left(\mathfrak{u}_{\mathrm{n}-1_{\mathrm{i}}}, \mathcal{S} \mathfrak{u}^{*}\right)+\mathfrak{e p} p_{\mathrm{b}}\left(\mathfrak{u}^{*}, \mathfrak{u}_{\mathrm{n}-1_{\mathrm{i}}}\right)\right] .
\end{align*}
$$

As $\mathfrak{n} \rightarrow \infty, p_{\mathfrak{b}}\left(\mathfrak{u}^{*}, \mathcal{S} \mathfrak{u}^{*}\right) \leq s(\mathfrak{a}+\mathfrak{d}) p_{\mathfrak{b}}\left(\mathfrak{u}^{*}, S \mathfrak{u}^{*}\right)$, which gives a contradiction. So, $\mathfrak{u}^{*}=\mathcal{S} \mathfrak{u}^{*} \Rightarrow \mathfrak{u}^{*}$ is fixed point of $\mathcal{S}$.
Furthermore, we assert that $\mathfrak{u}^{*}$ is a fixed point of $\mathcal{T}$. Let $\left\{\mathfrak{u}_{n+1_{i}}\right\}_{i=1}^{\infty}$ be a subsequence of $\left\{\mathfrak{u}_{n}\right\}$.
So,

$$
\begin{aligned}
& p_{b}\left(\mathfrak{u}^{*}, \mathcal{T} \mathfrak{u}^{*}\right) \leq s\left[p_{b}\left(\mathfrak{u}^{*}, \mathfrak{u}_{n+1_{i}}\right)+p_{b}\left(\mathfrak{u}_{n+1_{i}}, \mathcal{T} \mathfrak{u}^{*}\right)\right]-p_{b}\left(\mathfrak{u}_{n+1_{i}}, \mathfrak{u}_{n+1_{i}}\right) \\
& \leq \operatorname{sp}_{\mathrm{b}}\left(\mathfrak{u}^{*}, \mathfrak{u}_{\mathrm{n}+1_{\mathrm{i}}}\right)+\operatorname{sp}_{\mathrm{b}}\left(\mathcal{S} \mathfrak{u}_{\mathrm{n}_{\mathrm{i}}}, \mathcal{T} \mathfrak{u}^{*}\right) \\
& \leq \operatorname{sp}_{\mathfrak{b}}\left(\mathfrak{u}^{*}, \mathfrak{u}_{\mathrm{n}+1_{\mathrm{i}}}\right)+\mathrm{s}\left[\mathfrak{a p}_{\mathrm{b}}\left(\mathfrak{u}_{\mathrm{n}_{\mathrm{i}}}, \mathcal{S} \mathfrak{u}_{\mathrm{n}_{\mathrm{i}}}\right)+\mathfrak{b p} p_{\mathrm{b}}\left(\mathfrak{u}^{*}, \mathcal{T} \mathfrak{u}^{*}\right)\right. \\
& \left.+\mathfrak{c p} p_{\mathfrak{b}}\left(\mathfrak{u}_{\mathfrak{n}_{i}}, \mathcal{T} \mathfrak{u}^{*}\right)+\mathfrak{d} p_{\mathfrak{b}}\left(\mathfrak{u}^{*}, \mathcal{S} \mathfrak{u}_{\mathfrak{n}_{\mathrm{i}}}\right)+\mathfrak{e} p_{\mathfrak{b}}\left(\mathfrak{u}_{\mathfrak{n}_{i}}, \mathfrak{u}^{*}\right)\right] \\
& \leq s p_{b}\left(\mathfrak{u}^{*}, \mathfrak{u}_{n+1_{i}}\right)+s\left[\mathfrak{a p}_{b}\left(\mathfrak{u}_{n_{i}}, \mathfrak{u}_{n+1_{i}}\right)+\mathfrak{b p} p_{b}\left(\mathfrak{u}^{*}, \mathcal{T} \mathfrak{u}^{*}\right)\right. \\
& \left.+\mathfrak{c p} p_{\mathrm{b}}\left(\mathfrak{u}_{\mathfrak{n}_{\mathrm{i}}}, \mathcal{T} \mathfrak{u}^{*}\right)+\mathfrak{d} p_{\mathrm{b}}\left(\mathfrak{u}^{*}, \mathfrak{u}_{\mathrm{n}+1_{\mathrm{i}}}\right)+\mathfrak{e} p_{\mathrm{b}}\left(\mathfrak{u}_{\mathfrak{n}_{\mathrm{i}}}, \mathfrak{u}^{*}\right)\right] .
\end{aligned}
$$

As $\mathfrak{n} \rightarrow \infty, p_{b}\left(\mathfrak{u}^{*}, \mathcal{T} \mathfrak{u}^{*}\right) \leq s(\mathfrak{b}+\mathfrak{c}) p_{b}\left(\mathfrak{u}^{*}, \mathcal{T} \mathfrak{u}^{*}\right)$, which gives a contradiction. Therefore, $\mathfrak{u}^{*}=\mathcal{T} \mathfrak{u}^{*} \Rightarrow \mathfrak{u}^{*}$ is a fixed point of $\mathcal{T}$.
If $\mathfrak{u}$ and $\mathfrak{u}^{*}$ are two different common fixed points of $\mathcal{S}$ and $\mathcal{T}$, then we have $\mathcal{S} \mathfrak{u}=\mathcal{T} \mathfrak{u}=\mathfrak{u}$ and $\mathcal{S} \mathfrak{u}^{*}=\mathcal{T} \mathfrak{u}^{*}=\mathfrak{u}^{*}$. Consider
$p_{\mathrm{b}}\left(\mathfrak{u}, \mathfrak{u}^{*}\right)=\mathrm{p}_{\mathrm{b}}\left(\mathrm{Su}, \mathcal{T} \mathfrak{u}^{*}\right)$

$$
\begin{aligned}
& \leq \mathfrak{a} p_{\mathfrak{b}}(\mathfrak{u}, \mathcal{S} \mathfrak{u})+\mathfrak{b} p_{\mathfrak{b}}\left(\mathfrak{u}^{*}, \mathcal{T} \mathfrak{u}^{*}\right)+\mathfrak{c} p_{\mathfrak{b}}\left(\mathfrak{u}, \mathcal{T} \mathfrak{u}^{*}\right)+\mathfrak{d} p_{\mathfrak{b}}\left(\mathfrak{u}^{*}, \mathcal{S} \mathfrak{u}\right)+\mathfrak{e} p_{\mathfrak{b}}\left(\mathfrak{u}, \mathfrak{u}^{*}\right) \\
& \leq \mathfrak{a} p_{\mathfrak{b}}(\mathfrak{u}, \mathfrak{u})+\mathfrak{b} p_{\mathfrak{b}}\left(\mathfrak{u}^{*}, \mathfrak{u}^{*}\right)+\mathfrak{c} p_{\mathfrak{b}}\left(\mathfrak{u}, \mathfrak{u}^{*}\right)+\mathfrak{d} p_{\mathfrak{b}}\left(\mathfrak{u}^{*}, \mathfrak{u}\right)+\mathfrak{e} p_{\mathfrak{b}}\left(\mathfrak{u}, \mathfrak{u}^{*}\right) \\
& \leq(\mathfrak{c}+\mathfrak{d}+\mathfrak{e}) p_{\mathfrak{b}}\left(\mathfrak{u}, \mathfrak{u}^{*}\right),
\end{aligned}
$$

a contradiction, i.e., $\mathfrak{u}=\mathfrak{u}^{*} \Rightarrow \mathcal{S}$ and $\mathcal{T}$ has a unique common fixed point in $\mathcal{X}$.
Next, we provide a non-trivial illustration to exhibit the significance of Theorem 1.

Example 2 Let $\mathcal{X}=[-10,10]$ and $p_{\mathrm{b}}: \mathcal{X} \times \mathcal{X} \longrightarrow[0, \infty)$ be defined as: $p_{\mathfrak{b}}(\mathfrak{u}, \mathfrak{v})=(|\mathfrak{u}|+|\mathfrak{v}|+2)^{2}$. Then $\left(\mathcal{X}, \mathrm{p}_{\mathrm{b}}\right)$ is a complete partial $\mathbf{b}$-metric space and $\mathrm{s}=2$. Define $\mathcal{S}, \mathcal{T}: \mathcal{X} \longrightarrow \mathcal{X}$ as: $\mathcal{S} \mathfrak{u}=\frac{\mathfrak{u}}{6}$ and $\mathcal{T} \mathfrak{u}=\frac{\mathfrak{u}}{10}$. Let $\mathfrak{u} \geq \mathfrak{v}$. Then

$$
\begin{align*}
p_{\mathfrak{b}}(\mathcal{S u}, \mathcal{T} \mathfrak{v}) & =p_{\mathrm{b}}\left(\frac{\mathfrak{u}}{6}, \frac{\mathfrak{v}}{10}\right)=\left(\frac{|\mathfrak{u}|}{6}+\frac{|\mathfrak{v}|}{10}+2\right)^{2}  \tag{5}\\
& =\left(\frac{10|\mathfrak{u}|+6|\mathfrak{v}|+120}{60}\right)^{2} \text { and }
\end{align*}
$$

$$
\begin{align*}
& \mathfrak{a} p_{\mathfrak{b}}(\mathfrak{u}, \mathcal{S} \mathfrak{u})+\mathfrak{b} p_{\mathfrak{b}}(\mathfrak{v}, \mathcal{T} \mathfrak{v})+\mathfrak{c} p_{\mathfrak{b}}(\mathfrak{u}, \mathcal{T} \mathfrak{v})+\mathfrak{d} p_{\mathfrak{b}}(\mathfrak{v}, \mathcal{S} \mathfrak{u})+\mathfrak{e} p_{\mathfrak{b}}(\mathfrak{u}, \mathfrak{v}) \\
&= \mathfrak{a} p_{\mathfrak{b}}\left(\mathfrak{u}, \frac{\mathfrak{u}}{6}\right)+\mathfrak{b} p_{\mathfrak{b}}\left(\mathfrak{v}, \frac{\mathfrak{v}}{10}\right)+\mathfrak{c} p_{\mathfrak{b}}\left(\mathfrak{u}, \frac{\mathfrak{v}}{10}\right)+\mathfrak{d} p_{\mathfrak{b}}\left(\mathfrak{v}, \frac{\mathfrak{u}}{6}\right)+\mathfrak{e} p_{\mathfrak{b}}(\mathfrak{u}, \mathfrak{v}) \\
&= \mathfrak{a}\left(|\mathfrak{u}|+\left|\frac{\mathfrak{u}}{6}\right|+2\right)^{2}+\mathfrak{b}\left(|\mathfrak{v}|+\left|\frac{\mathfrak{v}}{10}\right|+2\right)^{2}+\mathfrak{c}\left(\mathfrak{u}+\frac{\mathfrak{v}}{10}+2\right)^{2}+\mathfrak{d}\left(\mathfrak{v}+\frac{\mathfrak{u}}{6}+2\right)^{2} \\
& \quad+\mathfrak{e}(\mathfrak{u}+\mathfrak{v}+2)^{2}  \tag{6}\\
&= \mathfrak{a}\left(\frac{7|\mathfrak{u}|+12}{6}\right)^{2}+\mathfrak{b}\left(\frac{11|\mathfrak{v}|+20}{10}\right)^{2}+\mathfrak{c}\left(\frac{10|\mathfrak{u}|+|\mathfrak{v}|+20}{10}\right)^{2} \\
& \quad+\mathfrak{d}\left(\frac{6|\mathfrak{v}|+|\mathfrak{u}|+12}{6}\right)^{2}+\mathfrak{e}(|\mathfrak{u}|+|\mathfrak{v}|+2)^{2} .
\end{align*}
$$

From equations (5) and (6) it is clear that for $\mathfrak{a}=\mathfrak{b}=\mathfrak{e}=\frac{1}{6}, \mathfrak{c}=\frac{1}{3}$, and $\mathfrak{d}=\frac{1}{9}$,
$p_{\mathfrak{b}}(\mathcal{S u}, \mathcal{T v}) \leq \mathfrak{a} p_{\mathfrak{b}}(\mathfrak{u}, \mathcal{S u})+\mathfrak{b} p_{\mathfrak{b}}(\mathfrak{v}, \mathcal{T v})+\mathfrak{c p} p_{\mathfrak{b}}(\mathfrak{u}, \mathcal{T v})+\mathfrak{d} p_{\mathfrak{b}}(\mathfrak{v}, \mathcal{S} \mathfrak{u})+\mathfrak{e} p_{\mathfrak{b}}(\mathfrak{u}, \mathfrak{v})$.
Consequently, all postulates of Theorem 1 are verified, and 0 is the unique common fixed point of $\mathcal{S}$ and $\mathcal{T}$.

Corollary 1 Inference of Theorem 1 is valid if $\mathfrak{c}=\mathfrak{d}=0$.

Proof. The proof follows the pattern of Theorem 1.
Next, we present two examples to understand and support the result proved herein. In one example involved maps are continuous and commutative and in another maps are discontinuous and noncommutative. It is worth mentioning that continuity is difficult to be fulfilled in some daily life applications and is an ideal property.

Example 3 Let $\mathcal{X}=\mathbb{R}^{+}$and $p_{\mathrm{b}}: \mathcal{X} \times \mathcal{X} \longrightarrow[0, \infty)$ be defined as: $p_{\mathrm{b}}(\mathfrak{u}, \mathfrak{v})=$ $\max \{\mathfrak{u}, \mathfrak{v}\}^{2}+|\mathfrak{u}-\mathfrak{v}|^{2}$. Then $\left(\mathcal{X}, p_{\mathfrak{b}}\right)$ is a complete partial $\mathfrak{b}$-metric space and $\mathrm{s}=4$. Define $\mathcal{S}, \mathcal{T}: \mathcal{X} \longrightarrow \mathcal{X}$ as: $\mathcal{S u}=\frac{\mathfrak{u}}{4}$ and $\mathcal{T} \mathfrak{u}=\frac{\mathfrak{u}}{5}$. Let $\mathfrak{u} \geq \mathfrak{v}$. Then

$$
\begin{align*}
p_{\mathfrak{b}}(\mathcal{S u}, \mathcal{T} \mathfrak{v}) & =p_{\mathrm{b}}\left(\frac{\mathfrak{u}}{4}, \frac{\mathfrak{v}}{5}\right) \\
& =\max \left\{\frac{\mathfrak{u}}{4}, \frac{\mathfrak{v}}{5}\right\}^{2}+\left|\frac{\mathfrak{u}}{4}-\frac{\mathfrak{v}}{5}\right|^{2}  \tag{7}\\
& =\frac{\mathfrak{u}^{2}}{16}+\left|\frac{5 \mathfrak{u}-4 \mathfrak{v}}{25}\right|^{2} \text { and }
\end{align*}
$$

$$
\begin{align*}
& \mathfrak{a p} p_{\mathfrak{b}}(\mathfrak{u}, \mathcal{S} \mathfrak{u})+\mathfrak{b} p_{\mathfrak{b}}(\mathfrak{v}, \mathcal{T} \mathfrak{v})+\mathfrak{c p} p_{\mathfrak{b}}(\mathfrak{u}, \mathfrak{v})=\mathfrak{a} p_{\mathfrak{b}}\left(\mathfrak{u}, \frac{\mathfrak{u}}{4}\right)+\mathfrak{b} p_{\mathfrak{b}}\left(\mathfrak{v}, \frac{\mathfrak{v}}{5}\right)+\mathfrak{c p} p_{\mathfrak{b}}(\mathfrak{u}, \mathfrak{v}) \\
& = \\
& \quad \mathfrak{a}\left[\max \left\{\mathfrak{u}, \frac{\mathfrak{u}}{4}\right\}^{2}+\left|\mathfrak{u}-\frac{\mathfrak{u}}{4}\right|^{2}\right]+\mathfrak{b}\left[\max \left\{\mathfrak{v}, \frac{\mathfrak{v}}{5}\right\}^{2}+\left|\mathfrak{v}-\frac{\mathfrak{v}}{5}\right|^{2}\right] \\
& =\mathfrak{a}\left[\max \{\mathfrak{u}, \mathfrak{v}\}^{2}+|\mathfrak{u}-\mathfrak{v}|^{2}\right] \\
& =  \tag{8}\\
& \left.=\frac{25}{16} \mathfrak{a u}^{2}+\frac{9}{16} \mathfrak{u}^{2}\right]+\mathfrak{4 1} \\
& 25 \\
& \mathfrak{b} \mathfrak{v}^{2}+\mathfrak{b}\left[\mathfrak{v}^{2}+\frac{16}{25} \mathfrak{u}^{2}+|\mathfrak{u}-\mathfrak{v}|^{2}\right]+\mathfrak{c}\left[\mathfrak{u}^{2}+|\mathfrak{u}-\mathfrak{v}|^{2}\right]
\end{align*}
$$

From Equations (7) and (8) it is clear that for $\mathfrak{a}=\frac{1}{3}, \mathfrak{b}=\mathfrak{c}=\frac{1}{9}$,

$$
p_{\mathfrak{b}}(\mathcal{S u}, \mathcal{T} \mathfrak{v}) \leq \mathfrak{a} p_{\mathfrak{b}}(\mathfrak{u}, \mathcal{S} \mathfrak{u})+\mathfrak{b} p_{\mathfrak{b}}(\mathfrak{v}, \mathcal{T} \mathfrak{v})+\mathfrak{e} p_{\mathfrak{b}}(\mathfrak{u}, \mathfrak{v})
$$

Hence, all postulates of Corollary 1 are verified, and 0 is the unique common fixed point of $\mathcal{S}$ and $\mathcal{T}$.

Example 4 Let $\mathcal{X}=\mathbb{R}^{+}$and $p_{\mathrm{b}}: \mathcal{X} \times \mathcal{X} \longrightarrow[0, \infty)$ be defined as: $\mathrm{p}_{\mathfrak{b}}(\mathfrak{u}, \mathfrak{v})=$ $\max \{\mathfrak{u}, \mathfrak{v}\}+|\mathfrak{u}-\mathfrak{v}|^{2}$. Then $\left(\mathcal{X}, \mathfrak{p}_{\mathfrak{b}}\right)$ is a complete partial $\mathbf{b}$-metric space and $\mathrm{s}=4$. Define $\mathcal{S}, \mathcal{T}: \mathcal{X} \longrightarrow \mathcal{X}$ as: $\mathcal{S} \mathfrak{u}=\left\{\begin{array}{ll}\frac{\mathfrak{u}}{2}, & \mathfrak{u} \in[0,1] \\ 0, & \text { otherwise }\end{array}\right.$ and $\mathcal{T} \mathfrak{u}=\left\{\begin{array}{ll}\frac{\mathfrak{u}^{2}-\mathfrak{u}}{2}, & \mathfrak{u} \in[0,1] \\ 0, & \text { otherwise }\end{array}\right.$. Let $\mathfrak{u}, \mathfrak{v} \in[0,1]$ and $\mathfrak{u} \geq \mathfrak{v}$. Therefore,

$$
\begin{align*}
\mathrm{p}_{\mathfrak{b}}(\mathcal{S u}, \mathcal{T} \mathfrak{v}) & =\mathrm{p}_{\mathfrak{b}}\left(\frac{\mathfrak{u}}{2}, \frac{\mathfrak{v}^{2}-\mathfrak{v}}{2}\right) \\
& =\max \left\{\frac{\mathfrak{u}}{2}, \frac{\mathfrak{v}^{2}-\mathfrak{v}}{2}\right\}+\left|\frac{\mathfrak{u}}{2}-\frac{\mathfrak{v}^{2}-\mathfrak{v}}{2}\right|^{2}  \tag{9}\\
& =\frac{\mathfrak{u}}{2}+\left|\frac{\mathfrak{u}+\mathfrak{v}-\mathfrak{v}^{2}}{2}\right|^{2} \text { and }
\end{align*}
$$

$\mathfrak{a} p_{\mathfrak{b}}(\mathfrak{u}, \mathcal{S} \mathfrak{u})+\mathfrak{b} p_{\mathfrak{b}}(\mathfrak{v}, \mathcal{T} \mathfrak{v})+\mathfrak{c} p_{\mathfrak{b}}(\mathfrak{u}, \mathfrak{v})=\mathfrak{a} p_{\mathfrak{b}}\left(\mathfrak{u}, \frac{\mathfrak{u}}{2}\right)+\mathfrak{b} p_{\mathfrak{b}}\left(\mathfrak{v}, \frac{\mathfrak{v}^{2}-\mathfrak{v}}{2}\right)+\mathfrak{c} p_{\mathfrak{b}}(\mathfrak{u}, \mathfrak{v})$
$=\mathfrak{a}\left[\max \left\{\mathfrak{u}, \frac{\mathfrak{u}}{2}\right\}+\left|\mathfrak{u}-\frac{\mathfrak{u}}{2}\right|^{2}\right]+\mathfrak{b}\left[\max \left\{\mathfrak{v}, \frac{\mathfrak{v}^{2}-\mathfrak{v}}{2}\right\}+\left|\mathfrak{v}-\frac{\mathfrak{v}^{2}-\mathfrak{v}}{2}\right|^{2}\right]$ $\mathfrak{c}\left[\max \{\mathfrak{u}, \mathfrak{v}\}+|\mathfrak{u}-\mathfrak{v}|^{2}\right]$
$=\mathfrak{a}\left[\mathfrak{u}+\frac{1}{4} \mathfrak{u}^{2}\right]+\mathfrak{b}\left[\mathfrak{v}+\frac{1}{4}\left(3 \mathfrak{v}-\mathfrak{v}^{2}\right)\right]+\mathfrak{c}\left[\mathfrak{u}+|\mathfrak{u}-\mathfrak{v}|^{2}\right]$.

Next, if $\mathfrak{u} \leq \mathfrak{v}$ and $\mathfrak{u}, \mathfrak{v} \in[0,1]$,

$$
\begin{gather*}
p_{\mathfrak{b}}(\mathcal{S u}, \mathcal{T} \mathfrak{v})=\frac{\mathfrak{u}}{2}+\left|\frac{\mathfrak{u}+\mathfrak{v}-\mathfrak{v}^{2}}{2}\right|^{2} \text { and }  \tag{11}\\
\mathfrak{a} p_{\mathfrak{b}}(\mathfrak{u}, \mathcal{S} \mathfrak{u})+\mathfrak{b} p_{\mathfrak{b}}(\mathfrak{v}, \mathcal{T} \mathfrak{v})+\mathfrak{c} p_{\mathfrak{b}}(\mathfrak{u}, \mathfrak{v})=\mathfrak{a}\left[\mathfrak{u}+\frac{1}{4} \mathfrak{u}^{2}\right]+\mathfrak{b}\left[\mathfrak{v}+\frac{1}{4}\left(3 \mathfrak{v}-\mathfrak{v}^{2}\right)\right]  \tag{12}\\
+\mathfrak{c}\left[\mathfrak{v}+|\mathfrak{u}-\mathfrak{v}|^{2}\right]
\end{gather*}
$$

From Equations (9), (10), (11), and (12) it is clear that for $\mathfrak{a}=\frac{1}{3}, \mathfrak{b}=\frac{1}{4}$ and $\mathfrak{c}=\frac{1}{7}$

$$
\begin{equation*}
p_{\mathfrak{b}}(\mathcal{S u}, \mathcal{T} \mathfrak{v}) \leq \mathfrak{a} p_{\mathfrak{b}}(\mathfrak{u}, \mathcal{S} \mathfrak{u})+\mathfrak{b} p_{\mathfrak{b}}(\mathfrak{v}, \mathcal{T} \mathfrak{v})+\mathfrak{e} p_{\mathfrak{b}}(\mathfrak{u}, \mathfrak{v}), \mathfrak{u}, \mathfrak{v} \in[0,1] \tag{13}
\end{equation*}
$$

Hence, all postulates of Corollary 1 are verified, and 0 is the unique common fixed point of $\mathcal{S}$ and $\mathcal{T}$.

## Remark 1

(i) Above results are also true if $\mathcal{T}(\mathcal{X})$ is a complete subspace instead of completeness of $\mathcal{X}$.
(ii) Above results become more fascinating if we appraise a better natural postulate of closures of range space, i.e., $\overline{\mathcal{T}(\mathcal{X})} \subseteq \mathcal{S}(\mathcal{X})$.
(iii) Suitably choosing the values of constants $\mathfrak{a}, \mathfrak{b}, \mathfrak{c}, \mathfrak{d}$, and $\mathfrak{e}$, we get the extensions, improvements, generalizations of Bakhtin [1], Banach [2], Chatterjea [3], Kannan [9], Reich [14], and so on to a partial b-metric space for a noncommutative discontinuous pair of maps.
(iv) In Theorem 1 and Corollary 1 (see, Example 4), a unique common fixed point exists for a pair of discontinuous self maps which does not satisfy even commutativity ([8], [15], [17]) and thereby extend, generalize and improve the comparable theorems present in the literature (for instance, Banach [2], Chatterjea [3], Ćirić [4], Czerwik [6], Hardy-Rogers [7], Kannan [9], Reich [14], and references therein).
(v) Following arguments of Theorem 1, we may relax continuity, commutativity, and completeness of numerous celebrated and contemporary results existing in different spaces.

## 3 Solution of Cantilever beam problem

Motivated by the fact that the Cantilever structure permits overhanging constructions deprived of peripheral bracing, we solve a system of fourth-order differential equations arising in the two-point boundary value problem of bending of an elastic beam as an application of Corollary 1. Suppose $\mathcal{X}=C[I, \mathbb{R}]$ denotes the set of all continuous functions on $I=[0,1]$. Define a partial $b$ metric $\mathrm{p}_{\mathrm{b}}: \mathcal{X} \times \mathcal{X} \longrightarrow \mathbb{R}^{+}$as:
$p_{\mathrm{b}}(\mathfrak{u}(\mathrm{t}), \mathfrak{v}(\mathrm{t}))=\max _{\mathrm{t} \in[0,1]}\left(\frac{|\mathfrak{u}(\mathrm{t})|+|\mathfrak{v}(\mathrm{t})|}{2}\right)^{2}$ with $\mathrm{s}=3$.
Theorem 2 The equations of deformations of an elastic beam, one of whose end-point is free while the other is fixed, in its equilibrium state is:

$$
\begin{align*}
\frac{d^{4} \mathfrak{u}}{d t^{4}} & =\psi\left(t, \mathfrak{u}(t), \mathfrak{u}^{\prime}(t), \mathfrak{u}^{\prime \prime}(t), \mathfrak{u}^{\prime \prime \prime}(t)\right)  \tag{14}\\
\mathfrak{u}(0) & =\mathfrak{u}^{\prime}(0)=\mathfrak{u}^{\prime \prime}(1)=\mathfrak{u}^{\prime \prime \prime}(1)=0, \quad t \in[0,1]
\end{align*}
$$

and

$$
\begin{align*}
\frac{d^{4} \mathfrak{v}}{d t^{4}} & =\phi\left(t, \mathfrak{v}(t), \mathfrak{v}^{\prime}(t), \mathfrak{v}^{\prime \prime}(t), \mathfrak{v}^{\prime \prime \prime}(t)\right)  \tag{15}\\
\mathfrak{v}(0) & =\mathfrak{v}^{\prime}(0)=\mathfrak{v}^{\prime \prime}(1)=\mathfrak{v}^{\prime \prime \prime}(1)=0, \quad t \in[0,1]
\end{align*}
$$

where, $\psi, \phi:[0,1] \times \mathbb{R}^{3} \longrightarrow \mathbb{R}$ are continuous functions satisfying:
$\max _{t \in[0,1]}\left(\left|\psi\left(t, \mathfrak{u}(\mathrm{t}), \mathfrak{u}^{\prime}(\mathrm{t}), \mathfrak{u}^{\prime \prime}(\mathrm{t})\right)\right|+\left|\phi\left(\mathrm{t}, \mathfrak{v}(\mathrm{t}), \mathfrak{v}^{\prime}(\mathrm{t}), \mathfrak{v}^{\prime \prime}(\mathrm{t})\right)\right|\right)^{2} \leq \exp ^{-\alpha} \max _{\mathrm{t} \in[0,1]} \mid$ $\mathfrak{u}(\mathrm{t})+\left.\mathfrak{v}(\mathrm{t})\right|^{2}+\exp ^{-\beta} \max _{\mathrm{t} \in[0,1]}|\mathfrak{u}(\mathrm{t})|^{2}+\exp ^{-\gamma} \max _{\mathrm{t} \in[0,1]}|\mathfrak{v}(\mathrm{t})|^{2}, \mathfrak{u}, \mathfrak{v} \in \mathcal{X}, \lambda \in$ $[1, \infty), t \in[0,1)$.
Then, the Cantilever beam problem (14-15) has a solution in $\mathcal{X}$.
Proof. The Cantilever beam problem (14-15) is identical to solving the system of integral equations

$$
\begin{equation*}
\mathfrak{u}(\mathrm{t})=\int_{0}^{1} \mathcal{G}(s, t) \psi\left(s, \mathfrak{u}(s), \mathfrak{u}^{\prime}(s), \mathfrak{u}^{\prime \prime}(s)\right) \mathrm{d} s \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathfrak{v}(\mathrm{t})=\int_{0}^{1} \mathcal{G}(\mathrm{~s}, \mathrm{t}) \phi\left(\mathrm{s}, \mathfrak{v}(\mathrm{~s}), \mathfrak{v}^{\prime}(\mathrm{s}), \mathfrak{v}^{\prime \prime}(\mathrm{s})\right) \mathrm{d} s, \quad \mathrm{t} \in[0,1], \mathfrak{u} \in \mathcal{X} \tag{17}
\end{equation*}
$$

Here,

$$
\mathcal{G}(s, t)= \begin{cases}\frac{1}{6} s^{2}(3 t-s) & , 0 \leq t \leq s \leq 1  \tag{18}\\ \frac{1}{6} t^{2}(3 s-t) & , 0 \leq s \leq t \leq 1\end{cases}
$$

is a continuous Green function on $[0,1]$. Define maps $\mathcal{S}: \mathcal{X} \longrightarrow \mathcal{X}$ and $\mathcal{T}: \mathcal{X} \longrightarrow \mathcal{X}$ as:

$$
\mathcal{S} \mathfrak{u}(\mathrm{t})=\int_{-0}^{1} G(s, t) \psi\left(s, \mathfrak{u}(s), \mathfrak{u}^{\prime}(s), \mathfrak{u}^{\prime \prime}(s)\right) d s
$$

and

$$
\mathcal{T} \mathfrak{u}(\mathrm{t})=\int_{0}^{1} \mathrm{G}(\mathrm{~s}, \mathrm{t}) \phi\left(\mathrm{s}, \mathfrak{v}(\mathrm{~s}), \mathfrak{v}^{\prime}(\mathrm{s}), \mathfrak{v}^{\prime \prime}(\mathrm{s})\right) \mathrm{d} s
$$

Then $\mathfrak{u}$ is a solution of (14-15) iff $\mathfrak{u}$ is a single common fixed point of $\mathcal{S}$ and $\mathcal{T}$ respectively.
Clearly, $\mathcal{S}, \mathcal{T}: \mathcal{X} \longrightarrow \mathcal{X}$ are well defined, so

$$
\begin{align*}
& p_{\mathrm{b}}(\mathcal{S u}(\mathrm{t}), \mathcal{T v}(\mathrm{t}))=\left(\frac{|\mathcal{S u}(\mathrm{t})|+|\mathcal{T v}(\mathrm{t})|}{2}\right)^{2} \\
& =\left(\frac{\left|\int_{0}^{1} \mathcal{G}(s, t) \psi\left(s, \mathfrak{u}(s), \mathfrak{u}^{\prime}(s), \mathfrak{u}^{\prime \prime}(s)\right) \mathrm{d} s\right|+\left|\int_{0}^{1} \mathcal{G}(s, t) \phi\left(s, \mathfrak{v}(\mathrm{~s}), \mathfrak{v}^{\prime}(\mathrm{s}), \mathfrak{v}^{\prime \prime}(\mathrm{s})\right) \mathrm{d} s\right|}{2}\right)^{2} \\
& \leq\left(\frac{\int_{0}^{1} \mathcal{G}(s, t)\left|\psi\left(s, \mathfrak{u}(s), \mathfrak{u}^{\prime}(s), \mathfrak{u}^{\prime \prime}(s)\right)\right| d s+\int_{0}^{1} \mathcal{G}(s, t)\left|\phi\left(s, \mathfrak{v}(s), \mathfrak{v}^{\prime}(s), \mathfrak{v}^{\prime \prime}(s)\right)\right| d s}{2}\right)^{2} \\
& =\frac{1}{4}\left(\int_{0}^{1} \mathcal{G}(t, s)\left(\left|\psi\left(s, \mathfrak{u}(s), \mathfrak{u}^{\prime}(s), \mathfrak{u}^{\prime \prime}(s)\right)\right|+\left|\phi\left(s, \mathfrak{v}(s), \mathfrak{v}^{\prime}(s), \mathfrak{v}^{\prime \prime}(s)\right)\right|\right) \mathrm{ds}\right)^{2} \\
& \leq \frac{1}{4} \max \left(\left|\psi\left(s, \mathfrak{u}(s), \mathfrak{u}^{\prime}(s), \mathfrak{u}^{\prime \prime}(s)\right)\right|+\left|\phi\left(s, \mathfrak{v}(s), \mathfrak{v}^{\prime}(s), \mathfrak{v}^{\prime \prime}(s)\right)\right|\right)^{2}\left(\int_{-1}^{1} \mathcal{G}(t, s) \mathrm{d} s\right)^{2} \\
& \leq \frac{1}{4}\left[\exp ^{-\alpha} \max _{\mathfrak{t} \in[0,1]}|\mathfrak{u}(\mathrm{t})+\mathfrak{v}(\mathrm{t})|^{2}+\exp ^{-\beta} \max _{\mathrm{t} \in[0,1]}|\mathfrak{u}(\mathrm{t})|^{2}+\exp ^{-\gamma} \max _{\mathrm{t} \in[0,1]}|\mathfrak{v}(\mathrm{t})|^{2}\right] \\
& \left(\int_{-1}^{1} \mathcal{G}(\mathrm{t}, \mathrm{~s}) \mathrm{d} s\right)^{2} \\
& \leq \frac{1}{4}\left[\exp ^{-\alpha} \max _{\mathfrak{t} \in[0,1]}|\mathfrak{u}(\mathrm{t})+\mathfrak{v}(\mathrm{t})|^{2}+\exp ^{-\beta} \max _{\mathfrak{t} \in[0,1]}|\mathfrak{u}(\mathrm{t})|^{2}+\exp ^{-\gamma} \max _{\mathrm{t} \in[0,1]}|\mathfrak{v}(\mathrm{t})|^{2}\right] \frac{5}{12} \\
& \leq \exp ^{-\alpha} p_{b}(\mathfrak{u}(t), \mathfrak{v}(t))+\exp ^{-\beta} p_{b}(\mathfrak{u}(t), \mathcal{S} \mathfrak{u}(t))+\exp ^{-\gamma} p_{b}(\mathfrak{v}(t), \mathcal{T} \mathfrak{v}(t)) . \tag{19}
\end{align*}
$$

Hence all the postulates of Corolarry 1 are verified for $a=\exp ^{-\alpha}, b=$ $\exp ^{-\beta}, f=\exp ^{-\gamma}$ and the Cantilever beam problem has one and only one solution.

## 4 Conclusion

We have established a common fixed point of non-continuous maps exploiting partial b-metric and without exploiting commutativity or its weaker form ([17]), which is indispensable for the survival of one and only one common fixed point in analogous theorems present in the literature. Consequently, our theorems are sharpened versions of the well-known results, wherein any variant of continuity [18] or commutativity is not essentially required for the survival of a single common fixed point. Examples and applications to solve a Cantilever beam problem employed in the distortion of an elastic beam in equilibrium substantiate the utility of these improvements and extensions.
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#### Abstract

In the paper, $\mathrm{L}_{\mathrm{p}}$-harmonic addition, p -harmonic Blaschke addition and $\mathrm{L}_{\mathrm{p}}$-dual mixed volume are improved. A new $p$-harmonic Blaschke mixed quermassintegral is introduced. The relationship between p -harmonic Blaschke mixed volume and $\mathrm{L}_{\mathrm{p}}$-dual mixed volume is shown.


## 1 Notation and preliminaries

The setting for this paper is $n$-dimensional Euclidean space $\mathbb{R}^{n}$. Let $\mathcal{K}^{n}$ denote the subset of all convex bodies (compact, convex subsets with non-empty interiors) in $\mathbb{R}^{n}$. We reserve the letter $u$ for unit vectors, and the letter $B$ is reserved for the unit ball centered at the origin. The surface of B is $S^{n-1}$. We write $\mathrm{V}(\mathrm{K})$ for the ( $n$-dimensional) Lebesgue measure of K and call this the volume of $K$. Associated with a compact subset $K$ of $\mathbb{R}^{n}$, which is starshaped with respect to the origin and contains the origin, its radial function is $\rho(\mathrm{K}, \cdot): S^{\mathrm{n}-1} \rightarrow[0, \infty)$, defined by (see e. g. [1] and [2] )

$$
\rho(K, u)=\max \{\lambda \geq 0: \lambda u \in K\} .
$$
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If $\rho(\mathrm{K}, \cdot)$ is positive and continuous, K will be called a star body. Let $\mathcal{S}^{n}$ denote the set of star bodies in $\mathbb{R}^{n}$. We write $S(K)$ for the surface area of star body $K$. If $k>0$, then for all $u \in \mathbb{R}^{n} \backslash\{0\}$

$$
\begin{equation*}
\rho(k K, u)=k \rho(K, u) \tag{1}
\end{equation*}
$$

Let $\tilde{\delta}$ denote the radial Hausdorff metric, as follows, if $K, L \in \mathcal{S}^{n}$, then (see e. g. [1])

$$
\tilde{\delta}(K, L)=|\rho(K, u)-\rho(L, u)|_{\infty}
$$

### 1.1 Dual mixed volume

The radial Minkowski linear combination, $\lambda_{1} \mathrm{~K}_{1} \widetilde{+} \cdots \widetilde{+} \lambda_{\mathrm{r}} \mathrm{K}_{\mathrm{r}}$, defined by (see [3])

$$
\lambda_{1} K_{1} \tilde{+} \cdots \tilde{+} \lambda_{r} K_{r}=\left\{\lambda_{1} x_{1} \tilde{+} \cdots \tilde{+} \lambda_{r} x_{r}: x_{i} \in K_{i}, i=1, \ldots, r\right\}
$$

for $K_{1}, \ldots, K_{r} \in \mathcal{S}^{n}$ and $\lambda_{1}, \ldots, \lambda_{r} \in \mathbb{R}$. It has the following important property:

$$
\rho(\lambda \mathrm{K} \tilde{+} \mu \mathrm{L}, \cdot)=\lambda \rho(\mathrm{K}, \cdot)+\mu \rho(\mathrm{L}, \cdot)
$$

for $K, L \in \mathcal{S}^{n}$ and $\lambda, \mu \geq 0$.
If $K_{i} \in \mathcal{S}^{n}(i=1,2, \ldots, r)$ and $\lambda_{i}(i=1,2, \ldots, r)$ are nonnegative real numbers, then of fundamental importance is the fact that the dual volume of $\lambda_{1} K_{1} \widetilde{+} \cdots \widetilde{+} \lambda_{r} K_{r}$ is a homogeneous polynomial in the $\lambda_{i}$ given by (see e. g. [3])

$$
\begin{equation*}
\mathrm{V}\left(\lambda_{1} \mathrm{~K}_{1} \tilde{+} \cdots \widetilde{+} \lambda_{\mathrm{r}} \mathrm{~K}_{\mathrm{r}}\right)=\sum_{i_{1}, \ldots, i_{n}} \lambda_{i_{1}} \ldots \lambda_{i_{n}} \widetilde{\mathrm{~V}}_{i_{1} \ldots i_{n}} \tag{2}
\end{equation*}
$$

where the sum is taken over all $n$-tuples $\left(i_{1}, \ldots, \mathfrak{i}_{n}\right)$ of positive integers not exceeding $r$. The coefficient $V_{i_{1} \ldots i_{n}}$ depends only on the bodies $K_{i_{1}}, \ldots, K_{i_{n}}$ and is uniquely determined by $(2)$, it is called the dual mixed volume of $K_{i_{1}}, \ldots, K_{i_{n}}$, and is written as $\widetilde{V}\left(K_{i_{1}}, \ldots, K_{i_{n}}\right)$. Let $K_{\sim}^{1}=\ldots=K_{n-i}=K$ and $K_{n-i+1}=\ldots=K_{n}=L$, then the mixed volume $\widetilde{V}\left(K_{1} \ldots K_{n}\right)$ is written as $\widetilde{V}_{i}(K, L)$. If $K_{1}=\cdots=K_{n-i}=K, K_{n-i+1}=\cdots=K_{n}=B$, then the mixed volumes $V_{i}(K, B)$ is written as $\widetilde{W}_{i}(K)$ and is called the dual quermassintegral of star body $K$ and $(n-i) \widetilde{W}_{i+1}$ is written as $S_{i}(K)$ and called the mixed surface area of $K$. The dual quermassintegral of star body $K$, defined as an integral by (see [4])

$$
\begin{equation*}
\widetilde{W}_{i}(K)=\frac{1}{n} \int_{S^{n-1}} \rho(K, u)^{n-i} d S(u) \tag{3}
\end{equation*}
$$

It is convenient to write relation (2) in the form (see [5, p.137])

$$
\begin{align*}
& \widetilde{V}\left(\lambda_{1} K_{1} \tilde{+} \cdots \widetilde{+} \lambda_{s} K_{s}\right) \\
& =\sum_{p_{1}+\cdots+p_{r}=n} \sum_{1 \leq i_{1}<\cdots<i_{r} \leq s} \frac{n!}{p_{1}!\cdots p_{r}!} \lambda_{i_{1}}^{p_{1}} \cdots \lambda_{i_{r}}^{p_{r}} \widetilde{V}(\underbrace{K_{i_{1}}, \ldots, K_{i_{1}}}_{p_{1}}, \ldots, \underbrace{K_{i_{r}}, \ldots, K_{i_{r}}}_{p_{r}}) \tag{4}
\end{align*}
$$

Let $s=2, \lambda_{1}=1, K_{1}=K, K_{2}=B$, we have

$$
V(K \widetilde{+} \lambda B)=\sum_{i=0}^{n}\binom{n}{i} \lambda^{\widetilde{W}} \widetilde{W}_{i}(K)
$$

known as formula "Steiner decomposition". Moreover, for star bodies K and L, (4) can show the following special case:

$$
\begin{equation*}
\widetilde{W}_{i}(K \widetilde{+} \lambda L)=\sum_{j=0}^{n-i}\left({ }_{j}^{n-i}\right) \lambda^{j} \widetilde{V}(\underbrace{K, \ldots, K}_{n-i-j}, \underbrace{B, \ldots, B}_{i}, \underbrace{L, \ldots, L}_{j}) . \tag{5}
\end{equation*}
$$

### 1.2 The p-radial addition and p-dual mixed volume

For any $p \neq 0$, the $p$-radial addition $K \widetilde{+}_{p} L$ defined by (see [6] and [7])

$$
\begin{equation*}
\rho\left(K \widetilde{+}_{p} L, u\right)^{p}=\rho(K, u)^{p}+\rho(L, u)^{p} \tag{6}
\end{equation*}
$$

for $u \in S^{n-1}$ and $K, L \in \mathcal{S}^{n}$. When $p=\infty$ or $-\infty$, the $p$-radial addition is interpreted as $\rho\left(\mathrm{K}_{+} \mathrm{L}, \mathrm{u}\right)=\mathrm{K} \cup \mathrm{L}$ or $\rho\left(\mathrm{K} \tilde{+}_{-\infty} \mathrm{L}, \mathrm{u}\right)=\mathrm{K} \cap \mathrm{L}$ (see e. g. [8]).

The following result follows immediately from (6).

$$
\frac{p}{n} \lim _{\varepsilon \rightarrow 0^{+}} \frac{V\left(K \tilde{+}_{p} \varepsilon \cdot L\right)-V(L)}{\varepsilon}=\frac{1}{n} \int_{S^{n-1}} \rho(K . u)^{n-p} \rho(\text { L.u })^{p} d S(u)
$$

Let $K, L \in \mathcal{S}^{n}$ and $p \neq 0$, the $p$-dual mixed volume of star $K$ and $L, \widetilde{V}_{p}(K, L)$, defined by

$$
\begin{equation*}
\widetilde{V}_{p}(K, L)=\frac{1}{n} \int_{S^{n-1}} \rho(K . u)^{n-p} \rho(L . u)^{p} d S(u) \tag{7}
\end{equation*}
$$

The Minkowski inequality for the p-radial addition stated that: If $\mathrm{K}, \mathrm{L} \in \mathcal{S}^{n}$ and $0<p \leq n$, then (see [7])

$$
\begin{equation*}
\widetilde{V}_{p}(K, L)^{n} \leq V(K)^{n-p} V(L)^{p} \tag{8}
\end{equation*}
$$

with equality if and only if K and L are dilates.
The inequality is reversed for $p>n$ or $p<0$

## 2 The $\mathrm{L}_{\mathrm{p}}$-dual mixed volume for $0<\mathrm{p}<1$

For $p \geq 1$, Lutwak defined the $L_{p}$-harmonic addition of star bodies $K$ and $L$, $K \check{+}_{p} \varepsilon \diamond$ L, defined by (see [9])

$$
\begin{equation*}
\rho\left(K \check{+}_{p} \varepsilon \diamond L, \cdot\right)^{-p}=\rho(K, \cdot)^{-p}+\varepsilon \rho(L, \cdot)^{-p} . \tag{9}
\end{equation*}
$$

As defined in (9), $K \check{+}_{p} \varepsilon \diamond L$ has a constant coefficient $p$ restricted to $p \geq 1$. We now extend the definition so that $K \check{+}_{p} \mathrm{~L}$ is defined for $0<p<1$.

Definition 1 (The $\mathrm{L}_{\mathrm{p}}$-harmonic addition for $0<\mathrm{p}<1$ ) If $\mathrm{K}, \mathrm{L} \in \mathcal{S}^{\mathrm{n}}$ and $0<\mathrm{p}<1$, the $\mathrm{L}_{\mathrm{p}}$-harmonic addition of star bodies K and $\mathrm{L}, \mathrm{K} \check{+}_{\mathrm{p}} \varepsilon \diamond \mathrm{L}$, defined by

$$
\begin{equation*}
\rho\left(K \check{+}_{p} \varepsilon \diamond L, \cdot\right)^{-p}=\rho(K, \cdot)^{-p}+\varepsilon \rho(L, \cdot)^{-p} . \tag{10}
\end{equation*}
$$

From (10), it is easy that for $0<p<1$ (and $\mathfrak{p} \geq 1$ )

$$
-\frac{p}{n} \lim _{\varepsilon \rightarrow 0^{+}} \frac{V\left(K \check{+}_{p} \varepsilon \diamond L\right)-V(K)}{\varepsilon}=\frac{1}{n} \int_{S^{n-1}} \rho(K, u)^{n+p} \rho(L, u)^{-p} d S(u) .
$$

Definition 2 If $\mathrm{K}, \mathrm{L} \in \mathcal{S}^{\mathrm{n}}$ and $0<\mathrm{p}<1$, the $\mathrm{L}_{\mathrm{p}}$-dual mixed quermassintegral of K and $\mathrm{L}, \widetilde{\mathrm{V}}_{-\mathrm{p}}(\mathrm{K}, \mathrm{L})$, defined by

$$
\begin{equation*}
\widetilde{V}_{-p}(K, L):=\frac{1}{n} \int_{S^{n-1}} \rho(K, u)^{n+p} \rho(L, u)^{-p} d S(u) . \tag{11}
\end{equation*}
$$

Theorem 1 ( $\mathrm{L}_{\mathrm{p}}$-Minkowski inequality) If $\mathrm{K}, \mathrm{L} \in \mathcal{S}^{\mathrm{n}}$ and $0<\mathrm{p}<1$, then

$$
\begin{equation*}
\widetilde{V}_{-p}(K, L)^{n} \geq V(K)^{n+p} V(L)^{-p}, \tag{12}
\end{equation*}
$$

with equality if and only if K and L are dilates.
Proof. This integral representation (11) and together with Hölder integral inequality, this yields (12).

The case $p \geq 1$, please see literatures [10] and [11].
Theorem 2 ( $\mathrm{L}_{\mathrm{p}}$-Brunn-Minkowski inequality) If $\mathrm{K}, \mathrm{L} \in \mathcal{S}^{\mathrm{n}}$ and $0<\mathrm{p}<1$, then

$$
\begin{equation*}
\widetilde{\mathrm{V}}\left(\mathrm{~K} \check{+}_{p} \varepsilon \diamond \mathrm{~L}\right)^{-\mathrm{p} / n} \geq \mathrm{V}(\mathrm{~K})^{-p / n}+\mathrm{V}(\mathrm{~L})^{-p / n}, \tag{13}
\end{equation*}
$$

with equality if and only if K and L are dilates.
Proof. This follows immediately from (10) and (12).

## 3 The p-harmonic Blaschke addition for $0<p<1$

Let us recall the concept, the harmonic Blaschke addition, defined by Lutwak [12]. Suppose K and L are star bodies in $\mathbb{R}^{n}$, the harmonic Blaschke linear addition, $\mathrm{K} \widehat{+} \mathrm{L}$, by

$$
\begin{equation*}
\frac{\rho(\mathrm{K} \hat{+} \mathrm{L}, \cdot)^{\mathrm{n}+1}}{\mathrm{~V}(\mathrm{~K} \hat{+} \mathrm{L})}=\frac{\rho(\mathrm{K}, \cdot)^{\mathrm{n}+1}}{\mathrm{~V}(\mathrm{~K})}+\frac{\rho(\mathrm{L}, \cdot \cdot)^{\mathrm{n}+1}}{\mathrm{~V}(\mathrm{~L})} \tag{14}
\end{equation*}
$$

Lutwak's Brunn-Minkowski inequality for the harmonic Blaschke addition was established (see [12]). If $K, L \in \mathcal{S}^{n}$, then

$$
\begin{equation*}
\mathrm{V}(\mathrm{~K} \widehat{+} \mathrm{L})^{1 / n} \geq \mathrm{V}(\mathrm{~K})^{1 / n}+\mathrm{V}(\mathrm{~L})^{1 / n} \tag{15}
\end{equation*}
$$

with equality if and only if $K$ and $L$ are dilates. More generally, for any $p \geq 1$, the p -harmonic Blaschke addition $\mathrm{K} \hat{+}_{p} \mathrm{~L}$ defined by (see [13] and [14]).

$$
\begin{equation*}
\frac{\rho\left(\mathrm{K} \widehat{+}_{p} \mathrm{~L}, \cdot\right)^{n+p}}{\mathrm{~V}\left(\mathrm{~K} \widehat{+}_{p} \mathrm{~L}\right)}=\frac{\rho(\mathrm{K}, \cdot)^{n+p}}{\mathrm{~V}(\mathrm{~K})}+\frac{\rho(\mathrm{L}, \cdot)^{n+p}}{\mathrm{~V}(\mathrm{~L})} \tag{16}
\end{equation*}
$$

The $L_{p}$ Brunn-Minkowski inequality for the $p$-harmonic Blaschke addition was established ( see [13]). If $K, L \in \mathcal{S}^{n}$ and $p \geq 1$, then

$$
\begin{equation*}
\mathrm{V}\left(\mathrm{~K} \widehat{+}_{\mathrm{p}} \mathrm{~L}\right)^{\mathrm{p} / n} \geq \mathrm{V}(\mathrm{~K})^{\mathrm{p} / n}+\mathrm{V}(\mathrm{~L})^{\mathrm{p} / n} \tag{17}
\end{equation*}
$$

with equality if and only if K and L are dilates.
As defined in (16), $\mathrm{K} \widehat{+}_{p} \mathrm{~L}$ has a constant coefficient $p$ restricted to $p \geq 1$. We now extend the definition so that $\mathrm{K} \widehat{+}_{p} \mathrm{~L}$ is defined for $0<\mathrm{p}<1$.

Definition 3 (The p-harmonic Blaschke addition for $0<\mathrm{p}<1$ ) If $\mathrm{K}, \mathrm{L} \in$ $\mathcal{S}^{\mathrm{n}}, 0 \leq \mathfrak{i}<\mathrm{n}$ and $0<\mathrm{p}<1$, the p -harmonic Blaschke addition of K and L , $\mathrm{K} \widehat{+}_{p} \mathrm{~L}$, defined by

$$
\begin{equation*}
\frac{\rho\left(K \widehat{+}_{p} L, \cdot\right)^{n-i+p}}{\widetilde{W}_{i}\left(K_{+} L \widehat{x}_{p} L\right)}=\frac{\rho(K, \cdot)^{n-i+p}}{\widetilde{W}_{i}(K)}+\frac{\rho(L, \cdot)^{n-i+p}}{\widetilde{W}_{i}(L)} . \tag{18}
\end{equation*}
$$

Obviously, the case $\mathfrak{i}=0$ and $\mathrm{p} \geq 1$, is just (16), and the case of $\mathrm{p}=1$ and $\mathfrak{i}=0$, is just (14).

Definition 4 Let $\mathrm{K}, \mathrm{L} \in \mathcal{S}^{\mathrm{n}}, 0 \leq \mathfrak{i}<\mathrm{n}, 0<\mathrm{p}<1$, and $\alpha, \beta \geq 0$ (not both zero), the p -harmonic Blaschke liner combination of K and $\mathrm{L}, \alpha \checkmark \mathrm{K} \hat{+}_{\mathrm{p}} \beta \downarrow \mathrm{L}$, defined by

$$
\begin{equation*}
\frac{\rho\left(\alpha K \hat{+}_{p} \beta L, u\right)^{n-i+p}}{\widetilde{W}_{i}\left(\alpha \widehat{+}_{p} \beta L\right)}=\alpha \frac{\rho(K, u)^{n-i+p}}{\widetilde{W}_{i}(K)}+\beta \frac{\rho(L, u)^{n-i+p}}{\widetilde{W}_{i}(L)} \tag{19}
\end{equation*}
$$

From (19) with $\beta=0$ and (1), it is easy that

$$
\frac{\rho(\alpha K, u)^{n-i+p}}{\widetilde{W}_{i}(\alpha K)}=\alpha \frac{\rho(K, u)^{n-i+p}}{\widetilde{W}_{i}(K)}=\frac{\rho\left(\alpha^{1 / p} K, u\right)^{n-i+p}}{\widetilde{W}_{i}\left(\alpha^{1 / p} K\right)}
$$

Hence

$$
\begin{equation*}
\alpha \checkmark=\alpha^{1 / p} K \tag{20}
\end{equation*}
$$

## 4 Inequalities for $p$-harmonic Blaschke mixed quermassintegral for $0<p<1$

In order to define the p-harmonic Blaschke mixed quermassintegral for $0<$ $p<1$ with respect to $p$-harmonic Blaschke addition, we need the following lemmas.

Lemma 1 ([15] and [16, p.51]) If $\mathrm{a}, \mathrm{b} \geq 0$ and $\lambda \geq 1$, then

$$
\begin{equation*}
a^{\lambda}+b^{\lambda} \leq(a+b)^{\lambda} \leq 2^{\lambda-1}\left(a^{\lambda}+b^{\lambda}\right) \tag{21}
\end{equation*}
$$

Lemma 2 Let $0<\mathrm{p}<1,0 \leq \mathfrak{i}<\mathrm{n}$ and $\varepsilon>0$. If $\mathrm{K}, \mathrm{L} \in \mathcal{S}^{\mathrm{n}}$, then

$$
\begin{align*}
& \lim _{\varepsilon \rightarrow 0^{+}} \frac{\rho\left(K \widehat{+}_{p} \varepsilon L, u\right)^{n-i}-\rho(K, u)^{n-i}}{\varepsilon} \\
& \geq \frac{n-i}{n-i+p}\left(\frac{S_{i}(K)}{\widetilde{W}_{i}(K)} \rho(K, u)^{n-i}+\frac{\widetilde{W}_{i}(K)}{\widetilde{W}_{i}(L)} \rho(K, u)^{-p} \rho(L, u)^{n-i+p}\right) . \tag{22}
\end{align*}
$$

Proof. From (19) and in view of the L'Hôpital's rule, we obtain

$$
\begin{align*}
& \lim _{\varepsilon \rightarrow 0^{+}} \frac{\rho\left(K \widehat{+}_{p} \varepsilon L, u\right)^{n-i}-\rho(K, u)^{n-i}}{\varepsilon} \\
& =\lim _{\varepsilon \rightarrow 0^{+}} \frac{\left(\left(\frac{\rho(K, u)^{n-i+p}}{\widetilde{W}_{i}(K)}+\varepsilon \frac{\rho(L, u)^{n-i+p}}{\widetilde{W}_{i}(L)}\right) \widetilde{W}_{i}\left(K \widehat{+}_{p} \varepsilon L\right)\right)^{n-i /(n-i+p)}-\rho(K, u)^{n-i}}{\varepsilon} \\
& =\lim _{\varepsilon \rightarrow 0^{+}} \frac{n-i}{n-i+p}\left(\left(\frac{\rho(K, u)^{n-i+p}}{\widetilde{W}_{i}(K)}+\varepsilon \frac{\rho(L, u)^{n-i+p}}{\widetilde{W}_{i}(L)}\right) \widetilde{W}_{i}\left(K \widehat{+}_{p} \varepsilon L\right)\right)^{-p /(n-i+p)} \\
& \times\left(\widetilde{W}_{i}\left(K \widehat{+}_{p} \varepsilon L\right)^{\prime}\left(\frac{\rho(K, u)^{n-i+p}}{\widetilde{W}_{i}(K)}+\varepsilon \frac{\rho(L, u)^{n-i+p}}{\widetilde{W}_{i}(L)}\right)+\widetilde{W}_{i}\left(K \widehat{+}_{p} \varepsilon L\right) \frac{\rho(L, u)^{n-i+p}}{\widetilde{W}_{i}(L)}\right) . \tag{23}
\end{align*}
$$

In the following, we estimate the value of the derivative $\widetilde{W}_{i}\left(\mathrm{~K} \widehat{+}_{p} \varepsilon \mathrm{~L}\right)^{\prime}$. Let $f_{i}(t)=\widetilde{W}_{i}\left(K \widehat{+}_{p} t L\right)$ and from (5), (20) and (21), we obtain

$$
\begin{aligned}
f_{i}(t+\varepsilon) & =\widetilde{W}_{i}\left(K \widehat{+}_{p}(t+\varepsilon) B\right) \\
& =\widetilde{W}_{i}\left(K \widehat{+}_{p}(t+\varepsilon)^{1 / p} B\right) \\
& \geq \widetilde{W}_{i}\left(K \widehat{+}_{p}\left(t^{1 / p}+\varepsilon^{1 / p}\right) B\right) \\
& \geq \widetilde{W}_{i}\left(\left(K \widehat{+}_{p} t B\right)+\varepsilon B\right) \\
& =\sum_{j=0}^{n-i}\left({ }_{j}^{n-i}\right) \varepsilon^{j} \tilde{W}_{i+j}\left(K \widehat{+}_{p} t \diamond B\right) \\
& =f_{i}(t)+\varepsilon(n-i) \tilde{W}_{i+1}\left(K \widehat{+}_{p} t \vee B\right)+o\left(\varepsilon^{2}\right) .
\end{aligned}
$$

Further

$$
\begin{equation*}
V\left(K \widehat{+}_{p} t L\right)^{\prime}=\lim _{\varepsilon \rightarrow 0^{+}} \frac{f(t+\varepsilon)-f(t)}{\varepsilon} \geq(n-i) \tilde{W}_{i+1}\left(K \widehat{+}_{p} t>B\right) \tag{24}
\end{equation*}
$$

From (23) and (24) and in view of $(n-i) \tilde{W}_{i+1}(K)=S_{i}(K)$, we obtain

$$
\begin{aligned}
\lim _{\varepsilon \rightarrow 0^{+}} & \frac{\rho\left(K \widehat{+}_{p} \varepsilon L, u\right)^{n-i}-\rho(K, u)^{n-i}}{\varepsilon} \\
& \geq \frac{n-i}{n-i+p}\left(\frac{S_{i}(K)}{\widetilde{W}_{i}(K)} \rho(K, u)^{n-i}+\frac{\widetilde{W}_{i}(K)}{\widetilde{W}_{i}(L)} \rho(K, u)^{-p} \rho(L, u)^{n-i+p}\right)
\end{aligned}
$$

Theorem 3 Let $0<\mathrm{p}<1,0 \leq \mathfrak{i}<\mathrm{n}$ and $\varepsilon>0$. If $\mathrm{K}, \mathrm{L} \in \mathcal{S}^{\mathrm{n}}$, then

$$
\begin{align*}
& \frac{n-i+p}{n-i} \lim _{\varepsilon \rightarrow 0^{+}} \frac{\widetilde{W}_{i}\left(K \widehat{+}_{p} \varepsilon L, u\right)-\widetilde{W}_{i}(K)}{\varepsilon} \\
& \geq\left(S_{i}(K)+\frac{\widetilde{W}_{i}(K)}{\widetilde{W}_{i}(L)} \frac{1}{n} \int_{S^{n-1}} \rho(K, u)^{-p} \rho(L, u)^{n-i+p} d S(u)\right) \tag{25}
\end{align*}
$$

Proof. This follows immediately from Lemma 2 and (3).
Definition 5 Let $\mathrm{K}, \mathrm{L} \in \mathcal{S}^{\mathrm{n}}, 0 \leq \mathrm{i}<\mathrm{n}$ and $0<\mathrm{p}<1$, we define the p - i th harmonic Blaschke mixed quermassintegral of star bodies K and L , denoted by $\widehat{W}_{p, i}(\mathrm{~K}, \mathrm{~L})$, defined by

$$
\begin{equation*}
\widehat{W}_{p, i}(K, L)=\frac{n-i+p}{n-i} \lim _{\varepsilon \rightarrow 0^{+}} \frac{\widetilde{W}_{i}\left(K \widehat{+}_{p} \varepsilon L, u\right)-\widetilde{W}_{i}(K)}{\varepsilon} \tag{26}
\end{equation*}
$$

When $\mathfrak{i}=0$, the p -harmonic Blaschke mixed quermassintegral $\widehat{W}_{p, i}(\mathrm{~K}, \mathrm{~L})$ becomes the p -harmonic Blaschke mixed volume $\widehat{\mathrm{V}}_{\mathrm{p}}(\mathrm{K}, \mathrm{L})$ and

$$
\begin{equation*}
\widehat{V}_{p}(K, L)=\frac{n+p}{n} \lim _{\varepsilon \rightarrow 0^{+}} \frac{V\left(K \widehat{+}_{p} \varepsilon L, u\right)^{n}-V(K)^{n}}{\varepsilon} . \tag{27}
\end{equation*}
$$

Theorem 4 ( $\mathrm{L}_{\mathrm{p}}$-Minkowski type inequality) If $\mathrm{K}, \mathrm{L} \in \mathcal{S}^{\mathrm{n}}, 0 \leq \mathrm{i}<\mathrm{n}$ and $0<p<1$, then

$$
\begin{equation*}
\left(\widehat{W}_{p, i}(K, L)-S_{i}(K)\right)^{n-i} \geq \widetilde{W}_{i}(K)^{n-i-p} \widetilde{W}_{i}(L)^{p} \tag{28}
\end{equation*}
$$

Proof. This follows immediately from Theorem 3, (27) and Hölder integral inequality.

Corollary 1 If $\mathrm{K}, \mathrm{L} \in \mathcal{S}^{\mathrm{n}}$ and $0<\mathrm{p}<1$, then

$$
\begin{equation*}
\left(\widehat{V}_{p}(K, L)-S(K)\right)^{n} \geq V(K)^{n-p} V(L)^{p} . \tag{29}
\end{equation*}
$$

Proof. This follows immediately from Theorem 4 with $\mathfrak{i}=0$.

## 5 The relationship between the two mixed volumes

In the following, we give a relationship between the $p$-harmonic Blaschke mixed volume $\widehat{V}_{p}(K, L)$ and the $L_{p}$-dual mixed volume $\widetilde{V}_{-p}(K, L)$.

Theorem 5 If $\mathrm{K}, \mathrm{L} \in \mathcal{S}^{\mathrm{n}}$ and $0<\mathrm{p}<1$, then

$$
\begin{equation*}
\frac{\widehat{V}_{p}(K, L)}{V(K)} \geq \frac{\widetilde{V}_{-p}(L, K)}{V(L)} \tag{30}
\end{equation*}
$$

Proof. This follows immediately from (11), (27) and Theorem 3 with $\mathfrak{i}=0$.
We give also a relationship between the $p$-harmonic Blaschke mixed volume $\widehat{V}_{p}(\mathrm{~K}, \mathrm{~L})$ and the p -dual mixed volume $\widetilde{\mathrm{V}}_{p}(\mathrm{~K}, \mathrm{~L})$.

Theorem 6 If $\mathrm{K}, \mathrm{L} \in \mathcal{S}^{\mathrm{n}}$ and $0<\mathrm{p}<1$, then

$$
\begin{equation*}
\widehat{V}_{p}(K, L) \geq \widetilde{V}_{p}(K, L) . \tag{31}
\end{equation*}
$$

Proof. From (11), (12), (8), (25) and (27), we obtain

$$
\begin{aligned}
\widehat{V}_{p}(K, L) & \geq \frac{V(K)}{V(L)} \frac{1}{n} \int_{S^{n-1}} \rho(L, u)^{n+p} \rho(K, u)^{-p} d S(u) \\
& =\frac{V(K)}{V(L)} \tilde{V}_{-p}(L, K) \\
& \geq \frac{V(K)}{V(L)} V(L)^{(n+p) / n} V(K)^{-p / n} \\
& =V(K)^{(n-p) / n} V(L)^{p / n} \\
& \geq \tilde{V}_{p}(K, L)
\end{aligned}
$$

Finally, we establish the Brunn-Minkowski inequality for the p-ith harmonic Blaschke addition.

Theorem 7 If $\mathrm{K}, \mathrm{L} \in \mathcal{S}^{\mathrm{n}}, 0 \leq \mathrm{i}<\mathrm{n}, 0<\mathrm{p}<1$ and $\lambda, \mu \geq 0$, then

$$
\begin{equation*}
\widetilde{W}_{i}\left(\lambda K \widehat{+}_{p} \mu L\right)^{p /(n-i)} \geq \lambda \widetilde{W}_{i}(K)^{p /(n-i)}+\mu \widetilde{W}_{i}(L)^{p /(n-i)} \tag{32}
\end{equation*}
$$

with equality if and only if K and L are dilates.
Proof. This follows immediately from (3), (19) and Minkowski integral inequality.

This case of $\lambda=\mu=1, p \geq 1$ and $i=0$ is just (17). This case of $p=1$, $\lambda=\mu=1$ and $\mathfrak{i}=0$ is just (15).
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