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UNIVERSITÄT AUGSBURG

Abstract

Analysis of Meso- and Microscale Hydrometeorological Fluxes in
TERENO preAlpine using WRF-LES

by Cornelius Hald

A Large-Eddy Simulation (LES) using the Weather Research and Forecast-
ing (WRF) model is set up in a computationally efficient way, directly driv-
ing the single domain with reanalysis data as boundary conditions. The
simulation represents two real episodes over a well-known and real area. It
is shown that the model successfully produces turbulent structures as they
are known from idealized LES in literature and that the inertial subrange
of the turbulence spectrum is appropriately resolved. The simulated wind
field is evaluated with measurements taken during the ScaleX-campaigns
by a triple Doppler Lidar setup that can measure all three wind compo-
nents with a high temporal and vertical resolution throughout the atmo-
spheric boundary layer. Model results sufficiently recreate the measured
wind speed and direction as well as the development of daytime and noc-
turnal boundary layers. The coarse spatial and temporal resolution of the
boundary conditions limits the accuracy of the model, shown by the repre-
sentation of low-level jets. A katabatic flow reveals that the model success-
fully produces local weather phenomena that are not present in the bound-
ary conditions and proves that the model output can be considered as a
four-dimensional representation of the flow structures for a known area.
This is not achievable with measurements. The implementation of realistic
soil information (moisture and temperature) allows for a simulation of the
sensible and latent heat fluxes. The advantage of the model over measure-
ments here lies in the possibility to evaluate the turbulent fluxes at every
location and height and the chance to evaluate the dependence of the fluxes
on the soil properties below. The presented setup can be used to gather in-
depth knowledge of the small-scale flow structures in a known area or to
generalize soil–atmosphere interactions for large–area climate models.
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UNIVERSITÄT AUGSBURG

Zusammenfassung

Analysis of Meso- and Microscale Hydrometeorological Fluxes in
TERENO preAlpine using WRF-LES

von Cornelius Hald

Die Dissertation beschreibt die Rechenzeit-effiziente Realisierung und Ana-
lyse einer large eddy simulation mit dem Weather Research and Forecasting Mo-
dell, bei der die meteorologischen Randbedingungen für die einzelne Do-
main direkt aus Reanalysedaten abgeleitet werden. Die Simulation erstreckt
sich über zwei reale 48-Stunden lange Perioden in einem realen Gebiet. Das
Modell produziert genau die turbulenten Strukturen, die aus idealisierten
Simulationen aus der Literatur bekannt sind. Die inertial subrange ist deut-
lich zu erkennen. Messdaten von einem aus drei Doppler Lidar-Geräten
bestehenden virtuellen Messturm, der die drei Windkomponenten in hoher
zeitlicher und vertikaler Auflösung messen kann und während der ScaleX-
Messkampagnen zum Einsatz kam, dienen zur Evaluierung des Modells.
Gemessene Windgeschwindigkeiten und -richtungen werden im Modell
gut abgebildet; die Grenzschichtentwicklung bei Tag und Nacht ist ange-
messen repräsentiert. Limitierungen zeigen sich in der Abbildung der ge-
messenen low-level jets, deren Genauigkeit durch die unzureichende räum-
liche und zeitliche Auflösung der Randbedingungen begrenzt ist. Am Bei-
spiel eines katabatischen Kaltluftabflusses wird gezeigt, dass das Modell
mikrometeorologische Phänomene erzeugt, die nicht aus den Randbedin-
gungen stammen. Das bedeutet, dass die Modellergebnisse ein vierdimen-
sionales Abbild der Strömungsverhältnisse in einem realen Gebiet darstel-
len. Mit Messungen ist das nicht erreichbar. Durch die Implementierung
gemessener Bodenfeuchtigkeit und -temperatur in das Modell lassen sich
realistische latente und sensible Wärmeströme berechnen. Im Modell kön-
nen diese, im Gegensatz zu Messungen, an jedem Ort und in jeder Höhe
bestimmt werden und die Abhängigkeit von der Bodenbeschaffenheit wird
beschreibbar. Der gezeigte Modellansatz kann zur Untersuchung von klein-
räumigen Strömungsmustern oder zur besseren Beschreibung kleinskaliger
Effekte von Boden–Atmosphäre Wechselwirkungen in gröber aufgelösten
Modellen verwendet werden.

HTTP://WWW.UNI-AUGSBURG.DE
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Chapter 1

Introduction

Almost all of human life takes place at the interface of earth’s surface and
the atmosphere. Here, both the large scale circulation of the atmosphere
and the properties of the ground below influence a shallow part of the air
hull around our planet that is called the atmospheric boundary layer (ABL).

Its properties are governed by a multitude of factors: The strength of the
sun’s radiation, the weather in the troposphere above, the nature of the
ground, the vegetation on it and many more.

Due to its significance to human life it has been an object of many studies.
Yet there is one property that complicates the investigation of the boundary
layer, which is turbulence. When air moves over the ground it is slower
near the surface than above. It begins to stumble and creates whirls. A
similar process is happening when two layers of air with different speed
or direction are above each other. This is called shear. Another origin of
turbulence is buoyancy: Some surfaces are warmer than others and the air
above these tends to rise. To balance the local pressure deficit it has to
sink down at another place. At the interface the friction between rising and
sinking air creates turbulence. Science has to this day not found a way to
analytically describe turbulence. It can only be approximated.

The created turbulent structures are called eddys. Eddys are whirls of air
and are present in all sizes. The largest in the boundary layer are as high
as the layer itself. When those bump into each other or into obstacles like
mountains, trees or buildings, they fall apart into smaller ones. The small-
est are on the scale of millimeters, where they dissipate and transfer their
kinetic energy finally into heat.

Turbulence in the boundary layer is the most prominent mechanism that
governs the exchange of temperature, moisture, gases and aerosols between
the surface and the air. Therefore, while being influenced by the large scale
properties of weather and climate, it feeds back into these. Hence, to be
able to forecast weather on a large scale, the interactions on the smallest
scale have to be taken into account.
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Weather forecasts are done with the help of computer models. In these
models, the area of interest is discretized into grid boxes. Starting from
initial and boundary conditions that come from measurements and other,
often global models, changes within the model domain are calculated for
discrete time steps. For every grid box, new values are calculated by using
the surrounding values, and every grid box is in turn influencing its neigh-
bors. One value, like temperature or wind speed is considered to represent
the mean of this value within a grid box. Depending on the size of the box,
this can be very coarse or very precise.

Picking the size of a grid box is always a trade off: With large and few
boxes, a model can be calculated quickly and it can cover a large area. On
the negative side, it will not be able to represent small scale features in the
circulation. Mountains, for example, and the modifications they bring to
weather through ridges, summits and valleys, can not be represented, if a
grid box spans several dozens of kilometers in horizontal space and the el-
evation can only be represented by one number for the average elevation.
Similarly, the turbulence present in the atmospheric boundary layer is too
small to be explicitly resolved in such models. Its effects can only be pa-
rameterized.

Models with small grid boxes on the order of tens or hundreds of meters, on
the other hand, can resolve small scale phenomena of the weather. The area
can be properly described with much of its natural variability, and parts
of the turbulence can be resolved. Yet, the smaller the grid boxes are, the
smaller the area that can be treated by the model will become. Due to the
complexity of the equations of motion that have to be solved, the required
computing power rises exponentially.

If all scales of turbulence in the boundary layer, from the production range
of sizes of hundreds of meters down to the dissipation range of millime-
ters, are of interest, a modeling approach called direct numerical simula-
tion would have to be used. But the calculations within these models are so
complicated that only very small areas could be considered, and even then,
modern high performance computing systems would take so long for the
calculations that the results will always be a hindcast instead of a forecast.

In between the two approaches of either parameterizing turbulence in the
atmosphere or resolving it completely is a technique called large eddy sim-
ulation (LES). In such a simulation the grid boxes are on the order of 10 –
100 meters. Therefore, the larger portion of the turbulence, the large eddys,
are explicitly resolved. Smaller eddys and the dissipation are parameter-
ized by a subgrid-scale (SGS) model.
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LES were introduced around 1970 (Deardorff, 1970; Deardorff, 1972), specif-
ically as a tool for investigations of the boundary layer. Due to their com-
plexity and the comparatively low available computing resources at that
time, they were only applied to very idealized cases (e.g. Sommeria, 1976;
Deardorff, 1980; Moeng, 1984). Represented were neutral stratifications
over endlessly flat and homogeneous terrain. Only later the method was
used for the more realistic stable (Mason and Derbyshire, 1990) and con-
vective (Schmidt and Schumann, 1989; Mason, 1989) boundary layers. The
insight gained about atmospheric turbulence through LES was used to im-
prove the parameterizations for mesoscale weather models (e.g. Nieuw-
stadt et al., 1993; Andren et al., 1994).

Only around the year 2000, computing power became so readily avail-
able that LES were applied to more realistic cases, starting with valleys or
patched surfaces (Albertson and Parlange, 1999; Bou-Zeid, Meneveau, and
Parlange, 2004). Today it is possible to represent a grade of realism in LES
that is only known from mesoscale weather models (Muñoz-Esparza et al.,
2017; Rai et al., 2017). Yet, the time required for the solutions is way longer
than real time, meaning that they are not used for forecasts but for case
studies.

The LES for realistic cases are known to produce flow features that are very
similar to those found in idealized studies, but that does not imply that the
real flow follows the simulated patterns. To investigate this, a LES for a
very well known region with substantial instrumentation is necessary. This
provides the data that is needed to evaluate the model output and to make
sure that the flow features are realistic.

Following the above, it is also possible with the appropriate instrumen-
tation to measure the energy balance at a certain location, and to try and
model it for the same region with LES. The knowledge derived from a small
patch of land can then be transferred to larger regions and help to improve
the climate modeling.

1.1 Objectives

The work presented in this study uses the LES capabilities of a weather
model and applies them to an area that is, like described above, very well-
known from a meteorological standpoint and is equipped with a wide va-
riety of measurement systems for all kinds of variables.

Following the technical objectives of finding a working model configura-
tion, a suitable period and measurements for the evaluation, four scientific
questions will be treated:
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• Is the LES capable of representing a real period over a real and well-
known area?

• Can vertically resolved measurements of wind speed, taken from a
virtual tower constructed with Lidar devices, be used to evaluate the
model output?

• Can the simulation of realistic conditions successfully recreate the
fluxes of latent and sensible heat?

• Which additional benefit has the spatially highly resolved representa-
tion of fluxes over point measurements or spatially averaged energy
balances?

To find an answer to these questions, the model is set up in a way that
requires comparatively low computing resources in order to keep the re-
quired time low and allow for more than one experiment to be carried out.
In the next step it is ensured that the results of the simulations represent the
typical LES results in terms of the development of turbulence. The third
step is to validate the ability of the model to represent the measured large
scale weather conditions while also allowing for local phenomena to de-
velop. This is done by using measurement data as validation.

The innovation compared to other studies lies here in especially two points:
First, the model setup is chosen in such a way that it is far more compu-
tationally efficient than comparable model setups, and second, the mea-
surements used to evaluate the model data comes from a highly innova-
tive measurement system consisting of three Lidar devices, that is able to
provide high resolution wind measurements throughout the whole atmo-
spheric boundary layer.

A part of the results has been published in 2019 under the title "Large-
eddy simulations of real-world episodes in complex terrain based on ERA-
reanalysis and validated by ground-based remote sensing data" by C. Hald,
M. Zeeman, P. Laux, M. Mauder and H. Kunstmann in the journal Monthly
Weather Review.

1.2 Structure

This work begins with introductions on the properties of the planetary
boundary layer and the turbulence within (Chapter 2) and the mode of op-
eration of large eddy simulations along with a review of the development
of the method and the application of the EC-method to model data (Chap-
ter 3). Chapter 4 describes the setup of the model along with the challenges
that have to be navigated in order to find working settings. It also contains
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short descriptions of the VirtualTower, EC-station and soilnet measurement
installations used to evaluate the model output. Chapter 5 contains the re-
sults of the conducted simulations and their discussion. It is split in sections
on the general turbulence developments (5.1), comparisons with the Virtu-
alTower (5.2) and the evaluation of the calculated fluxes (5.4). The document
ends with a summary and outlook in Chapter 6.
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Chapter 2

Description of the atmospheric
boundary layer

The boundary layer is the lowest part of the atmosphere. Its mean depth is
often given as about 1000 m (e.g Kaimal and Finnigan, 1994), but depending
on time of the day and location on the earth it can vary from 100 m (e.g.
Stull, 1988) up to 3000 m (e.g. Jacobson, 2005). Stull (1988, p. 2) defines
it as that part of the troposphere that is directly influenced by the presence of the
earth’s surface, and responds to surface forcings with a time scale of about an hour
or less. As the surface is, during the course of a day, reacting to the changing
amount of sunlight that it receives, the boundary layer also shows a distinct
diurnal cycle. This is shown in Figure 2.1.

For the explanation of the boundary layer dynamics, the concept of the po-
tential temperature is beneficial. It is the temperature that air would have
if it was brought to a reference pressure level, usually sea level pressure or
1000 hPa:

Θ = T (
p0

p
)R/cp (2.1)

Θ is the potential temperature, T the absolute air temperature as measured
by a thermometer, p0 is the reference pressure and p the pressure in the
height where the absolute temperature is measured. R is the gas constant
of air and cp the specific heat capacity of air. R/cp has the value 0.286.

As turbulence is air in motion, the weight or density becomes important.
The heavier the air, the more energy is needed to move it. Water vapor has
a lower density than air, so the more water vapor is in air, the lower the
total density becomes. While the potential temperature removes the effect
of pressure on temperature, the virtual potential temperature Θv removes
both the effects of pressure and moisture. It is defined as the temperature
that dry air would have if it had the same density as the observed moist air.
It is therefore always higher than the potential or absolute temperature. If
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the air is not saturated it can be calculated as follows:

Θv = Θ · (1 + 0.61 · qv) (2.2)

where qv is the mixing ratio of water vapor.

FIGURE 2.1: Temporal development of the atmospheric
boundary layer. Modified after Stull (1988) by "NikNaks"
and taken from https://en.wikipedia.org/
wiki/Planetary_boundary_layer#/media/File:

Atmospheric_boundary_layer.svg.

2.1 Temporal development

During daytime, while solar insolation is strong, the warm surface heats the
air above, which is then warmer than its surroundings and subsequently
starts to rise. The potential temperature gradient with height is negative.
This unstable layering induces turbulence and mixes the properties of the
air, the developing layer is called the mixed layer (green in Figure 2.1). With-
in the mixed layer, most properties are constant in the height profile due
to the strong vertical mixing. The height of the mixed layer, zi, is limited
by an inversion at the top (i.e. a sudden increase in temperature) that sep-
arates it from the free atmosphere above that is not in the same way in-
fluenced by the ground. Exchange of air between these two layers is very
limited. Turbulence produced by shear is one of the mechanisms that can
mix air from the free troposphere in the boundary layer and vice versa. The
stability of this boundary is often visible as the height where smog above
polluted cities suddenly ends. Around sunset, the incoming solar radiation
decreases and finally vanishes. The ground quickly begins to cool down
and with it the air right above. This cool air is colder than the air above,
so it will not rise but stay near the ground. This is called a stable layering,

https://en.wikipedia.org/wiki/Planetary_boundary_layer#/media/File:Atmospheric_boundary_layer.svg
https://en.wikipedia.org/wiki/Planetary_boundary_layer#/media/File:Atmospheric_boundary_layer.svg
https://en.wikipedia.org/wiki/Planetary_boundary_layer#/media/File:Atmospheric_boundary_layer.svg
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characterized by a positive gradient in potential temperature with height.
Turbulence is dampened. A nocturnal boundary layer (NBL) develops. It
grows in height during night due to the continued cooling. Above the NBL
is a residual layer, the remains of the daytime boundary layer. Here, vari-
ables like humidity, temperature and pollutants are still well mixed, but
without the energy input from the surface, the turbulence is dampened.
The residual layer is characterized by neutral layering, meaning that poten-
tial temperature does not change with height. This layer is no longer influ-
enced by the ground as it is shielded from below by the NBL. With sunrise
at the next morning the ground quickly begins to heat up again. In theory,
for a short moment the whole PBL is neutrally stratified up to the free tro-
posphere and a real mixing with air from above can happen. In reality, the
area with neutral stratification is moving from the ground upwards and the
exact time when that happens is influenced by many factors, including the
surface properties. With increasing solar radiation the strength of buoyancy
grows and the layering becomes more and more unstable. Thermals rise up
and start mixing the air from the former NBL and the residual layer. A new
mixed layer develops.

Shown in Figure 2.1 with the red line is the surface layer, defined as the low-
est 10% of the NBL or mixed layer (Stull, 1988). According to Kaimal and
Finnigan (1994) its height is between 50 m and 100 m. Here, temperature,
wind speed and humidity show the largest gradients. It is where the ex-
change processes between air and surface happen and where the conditions
for the whole boundary layer are set.

2.2 Vertical profiles in the PBL

Depending on the time of day, variables in the boundary layer often show
typical height profiles. These are different during day and during night.
It was described above that the potential temperature is a good indicator
for the state of the PBL. Wind speed and humidity also show characteristic
profiles. The potential temperature profile of the daytime boundary layer
shown in Figure 2.2 follows the outline given above. The heated soil warms
the air above and gives it a strong gradient in the surface layer. Within the
mixed layer, up to zi, gradients are low and the air is well mixed. The PBL is
limited on top by a stable layer. zi is at the base of this stable layer. Its height
is variable, which is why it is shown as a range in the figure. The wind
speed has its lowest values in the surface layer, caused by the friction of
the ground that decelerates the air. Due to its form when plotted it is often
called a logarithmic wind profile. In the mixed layer the speed can vary
due to changes in the meteorological drivers, but is relatively homogeneous
within the layer. Above the PBL, speeds increase quickly to the speed of



10 Chapter 2. Description of the atmospheric boundary layer

the geostrophic wind measured in the free atmosphere. Moisture shows
a similar profile as the temperature: The highest gradient is in the surface
layer where evaporation from the soil takes place. Almost no gradients are
present in the mixed layer that reaches up to where moisture drastically
drops, marking zi.

Θ

S
L

z i

wind speed moisture

FIGURE 2.2: Height profiles of Θ, wind speed and mois-
ture in the daytime boundary layer. SL is the height of the
surface layer, zi of the boundary layer. Data modified from

LES.

At night, when the stable NBL is fully developed, the profiles look differ-
ent (Figure 2.3). Air temperatures are lowest near the ground where they
match the cool surface. They rise with height, forming the stable layering
that defines the NBL. Above zi the gradients are low. Here, the well mixed
conditions from the mixed layer still prevail forming the residual layer. Like
during day it is capped by an inversion with stable layering above which
temperatures rise again. The wind speed shows its maximum in the lower
troposphere at night often at the upper limit of the NBL where in many
nights a low level jet (LLJ) forms. It can be described as a shallow sheet of
fast moving air and can be caused by many factors, for example advection,
orographic effects, land-sea breezes or inertial oscillations (Kraus, Malcher,
and Schaller, 1985). Wind speed in the residual layer often matches the
geostrophic wind above. Moisture profiles are most similar with daytime
profiles. Total amounts are lower due to colder air and maximum values at
the ground can be higher due to less mixing.

The profiles shown in Figures 2.2 and 2.3 are constructed using data from
the large eddy simulations described later in this document. They therefore
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do not exactly correspond to those shown in textbooks. The real PBL is even
more variable and measured profiles might therefore look very different.

Θ

S
L

z i
R

L

wind speed moisture

FIGURE 2.3: Height profiles of Θ, wind speed and moisture
in the NBL. SL is the height of the surface layer, zi of the
boundary layer and RL the upper limit of the residual layer.

Data modified from LES.

2.3 Determination of the PBL height

As described above, the potential temperature profile is a good indicator for
the PBL height. According to Sullivan et al. (1998), zi is where the gradient
of the potential temperature with height is largest:

zi(x, y) = z,where
δΘ(x, y, z)

δz
is maximum (2.3)

x, y and z are coordinates in a Cartesian coordinate system. x is the east-
west coordinate, y the north-south coordinate and z the height. This method
is valid for the convective daytime boundary layer. It does not work in the
NBL, because the largest gradients here are within the boundary layer it-
self. zi is where the gradients decrease, showing the lower boundary of the
residual layer. Therefore, the height of the NBL for this document is defined
as the height where the gradient in potential temperature falls below 5% of
the largest gradient measured below:

zi(x, y) = z,where
δΘ(x,y,z)

δz

( δΘ(x,y,z)
δz )max

= 0.05 (2.4)
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There are other, more complex possibilities of determining zi. Some can
be found in Kaimal and Finnigan (1994) and in Sullivan et al. (1998). An-
other simple one is the definition of the PBL height by searching for certain
thresholds in the temperature gradients (Wagner, Gohm, and Rotach, 2015).

2.4 Description of turbulence in the PBL

Turbulence in the atmosphere can be simply described as moving air. Mov-
ing air is expressed as wind. It is this wind that moves around the thermal
energy that is temperature and other variables like moisture, trace gases,
pollutants, pollen, particulate matter and many more. Wind itself contains
kinetic energy (momentum).

On the large scale it is advective motions that change the concentration of
all the variables mentioned above. On the spatial and temporal scales of
the PBL, turbulence is the most important factor. Turbulence in the air,
expressed as eddys, exists on all scales, spanning from thousands of meters
and covering the PBL from top to bottom to millimeters. Turbulence is not
separated from advection: eddys get advected by the mean wind. Due to
the different time scales, it is possible to separate the turbulent from the
advective parts of the wind. If U is the measured wind at a certain location,
then

U = U + u′ (2.5)

Here, U is the mean wind, where ( ) marks a temporal mean and u′ is the
deviation from the mean. For a meaningful separation of the two parts the
mean has to be calculated over a time in which the properties of the wind
(speed and direction) vary as little as possible. Typical time windows are
between 10 and 120 minutes.

The turbulent part of the wind transports temperature, moisture etc. There-
fore, when measuring temperature for a period of time during which an
eddy is advected along the thermometer, it is conceivable that the measured
temperature at the front side of the eddy is different from the temperature
at the back side. These differences can also be considered deviations from
a mean temperature. Therefore, this decomposition can be performed for
other quantities in the same manner, e.g. Θ = Θ + Θ′

2.4.1 The energy cascade in the atmosphere

If wind measurements are taken at the same location over several weeks or
months in a very high temporal resolution of a second or smaller, one could
imagine plotting this as a time series. The wind speed in Figure 2.4a shows
large fluctuations within the shown three months, but on closer inspection
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certain periods appear: Mean high and low wind speeds changing with
a period of about a week can be associated to the changes from high to
low pressure influence. This cycle was shown to be present in climate data
measurements at stations by Laux and Kunstmann (2008) but could not be
confirmed in an evaluation of circulation patterns (Beck, 2012). Fluctuations
on the scale of a day are caused by the diurnal cycle.

In Figure 2.4b the wind speed for only one day is shown. A clear differ-
ence between night and day is visible, but it is overlaid by fluctuations on
smaller time scales of some 10 minutes and even on these fluctuations there
are others on the scale of single minutes. These fluctuations are the ed-
dys measured as they pass by the sensor. Longer periods in the fluctuation
mean large eddys and shorter mean smaller eddys. If the resolution of the
sensor is high enough, fluctuations on the order of fractions of seconds can
be measured, the smallest scale of eddys in the atmosphere on which they
dissipate into heat.
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FIGURE 2.4: Time series of measured wind speeds, (a) span-
ning three months and (b) spanning one day. One data

point per minute. Data from M. Zeeman.

Time series like these can be treated with a Fourier Analysis. This suggests
that all the fluctuations present can be represented by the sum of an infinite
row of sine and cosine functions. These functions have certain wavelengths
or frequencies. Those frequencies can then be translated into a spectral do-
main and displayed. This then shows how much energy is present in the
time series at a certain frequency.

One of the first of such spectra for wind in the atmosphere was produced by
Van der Hoven (1957) and is shown in Figure 2.5. Three distinct peaks are
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visible. The one to the left with a periodicity of around 100 hours represents
the change of high and low pressure systems. The smaller, second peak at
cycles of around 20 hours represents the day and night cycle. On scales of
single hours is what was called a spectral gap. The third peak on a peri-
odicity of single minutes stands for the turbulence of the PBL. This spec-
trum was created using measurements from near the ground. Stull (1988)
notes that there are actually motions of scales of an hour, like convective
events leading to local cloud formation. This implies that the spectral gap
is an artifact of the measurement. As described in Rotach et al. (2015), the
assumption of a spectral gap is especially wrong in mountainous terrain,
where orographic effects can induce motions of periodicity between a day
and an hour.

FIGURE 2.5: Idealized spectrum of horizontal wind speeds
by Van der Hoven (1957). The three peaks represent, from
left to right, frontal systems, the diurnal cycle and turbu-

lence.

As the focus of this chapter is on the turbulence in the PBL, Figure 2.6
shows an idealized spectrum of turbulence taken from Kaimal and Finni-
gan (1994); κ is the wave number, E(κ) is the energy spectral density or
the energy contained in the turbulence of a certain wave number. The left
and low-frequent part of it can be seen as the right side of the spectral gap
shown in Figure 2.5. The turbulence spectrum is divided into three parts:
(A) is the production range. On this scale, energy of any form (thermal,
kinetic, potential etc.) in the atmosphere is transferred into turbulent en-
ergy, eddys are produced. (C) is the dissipation range, where the turbulent
energy is dissipated into heat and the very small eddys disappear. (B) rep-
resents the inertial subrange. Eddys on this scale are believed to be isotropic
and very similar to each other. Here, no new turbulent energy is produced
or dissipated, but the energy is just passed down from larger to smaller and
smaller eddys. In a logarithmic presentation the inertial subrange is parallel
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TABLE 2.1: Kinematic fluxes

Name Symbol Units

heat QH = ΘU [K · ms ]

moisture QM = qU [kgwater

kgair
· ms ]

momentum F = UiUj [ms ·
m
s ]

to a line of the represented wave numbers to the power of –(5/3).

FIGURE 2.6: Idealized spectrum of turbulence by Kaimal
and Finnigan (1994). A is the production range, B the iner-

tial subrange and C the dissipation range.

2.4.2 Kinematic fluxes

The transport of heat, moisture and momentum can be expressed as a flux.
Flux is the transport of a quantity through a specified area over a speci-
fied time. Yet, quantities like momentum or heat are not easily measured
(Stull, 1988), but quantities like wind speed, temperature and moisture are.
Fluxes in the PBL are therefore usually expressed as kinematic fluxes, which
are the products of wind speed and the quantity in question. They are pre-
sented in Table 2.1

These kinematic fluxes can be multiplied with the density of air, ρair, and in
the case of heat, with the air density and the specific heat of air (ρair · cp,air)
to reach the dynamic flux. The kinematic momentum flux can be separated
into three components, the indices i and j here can take the meaning of
one of the three wind directions in Cartesian coordinates x, y and z. Cor-
responding to these three directions, wind is usually, and will in this doc-
ument, be described with the letters U , V and W , describing the east-west,
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TABLE 2.2: Turbulent fluxes

Name Symbol

vertical turbulent heat flux w′Θ′

vertical turbulent moisture flux w′q′

vertical turbulent momentum flux w′u′

north-south and vertical component. The three components of the kine-
matic momentum flux are then UV , UW and VW .

The fluxes described above are the total fluxes. As described in Equation
2.5, quantities can be separated in mean and turbulent parts. Using this,
advective and turbulent fluxes can be described.

While being the smallest of the three wind components in terms of absolute
value, w′ is the most important part in turbulent transport. The vertical
wind connects the soil with the atmosphere, transporting heat and moisture
up and momentum down. Averaged over long periods and large surfaces,
W = 0. What is then measured are the turbulent parts of the vertical wind,
w′. This turbulent part is responsible for the turbulent exchange in the PBL.
The respective turbulent fluxes are therefore the covariance of the turbulent
part of the quantity and the turbulent part of the vertical wind speed (see
Table 2.2).

The time span to average the fluxes over is the same that the deviations and
the mean were calculated in. Turbulent horizontal fluxes can be determined
accordingly by switching w′ with u′ or v′. Units for these kinematic fluxes
are the same as above.

2.4.3 Stresses in the PBL

When looking at the momentum fluxes described above, it shows that they
are the representation of two wind directions (e.g. up and forward). When
considering a cube of air at a random location, it can happen that air with
different momentum fluxes is present in said cube. These differences lead
to a deformation of the imaginary cube, the momentum exercises a stress
on it.

Two different stresses are important in the turbulence of the PBL: Reynolds-
stress and viscous stress. Reynolds stress describes the deformation due to
several different directions present in the cube. Depending on where the di-
rection and speed is different, a different face of the cube will be deformed.
This deformation can be in three directions, x, y and z, depending on which



2.4. Description of turbulence in the PBL 17

wind vector is present (u, v, w). It can happen in all three Cartesian di-
rections of the cube, resulting in three by three possible realizations of the
Reynolds stress. Therefore, it is a tensor with nine elements, called τReynolds:

τReynolds :=

u′u′ u′v′ u′w′

v′u′ v′v′ v′w′

w′u′ w′v′ w′w′

 (2.6)

Since this is a symmetrical matrix, there are six unique elements that de-
scribe the Reynolds stress. Reynolds stresses are a property of the flow, i.e.
they only occur when a fluid is in motion.

Viscous stresses work on a molecular level and can be imagined as the fric-
tion working on molecules when shear is present between two layers of air.
As this can also work in all three Cartesian directions of an imaginary cube
of air, it is like the Reynolds stress described in a Tensor with nine total and
6 unique elements. It uses the symbol τij , where ij can take any combina-
tion of the Cartesian coordinates x, y and z. Viscous stresses are a property
of the fluid.

The magnitude of the viscous stress depends on the viscosity of air, which is
very small. Therefore, the viscous stress is smaller than the Reynolds stress.
The ratio of inertial to viscous stress is often given in terms of the Reynolds
number (Stull, 1988):

Re =
V L

ν
(2.7)

V and L are in this case typical velocity and length scales. In the PBL, a
typical velocity is on the order of 5 m s−1 and the length scale is 100 m.
ν is the kinematic viscosity, which in the case of air takes the value of
1.5 · 10−5 m2 s−1. The Reynolds number for the PBL is therefore very large;
a typical value is 108 (Kosović, 1997).

2.4.4 Important scaling parameters in the boundary layer

Along with the boundary layer height zi (see Section 2.3), there are other
useful scaling variables that are used for investigations of the PBL. They are
calculated from the values measured near the ground in the surface layer.

The first, z/zi, is the quotient of a height where a quantity is measured and
zi. This allows for an easy comparability of values from different boundary
layers.

There is also the friction velocity u∗. It is a velocity scale that is valid for the
surface layer (Stull, 1988). It represents the wind stress (Reynolds stress)
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close to the ground and varies with the surface properties and the wind
speed (Kaimal and Finnigan, 1994). It can be expressed through the total
vertical flux of horizontal momentum at the surface, u′w′s and v′w′s where
the subscript s stand for surface. The friction velocity is defined as:

u2
∗ = [u′w′s

2
+ v′w′s

2
]1/2 (2.8)

u∗ usually takes values between 0 and 0.5 m s−1.

The Obukhov length (Monin and Obukhov, 1954) can, according to Stull
(1988), be interpreted as the height over the surface where turbulence is
no longer be mainly produced by shear (which is the main factor in the
surface layer due to the strongly varying wind speeds in the logarithmic
wind profile), but by buoyancy:

L =
−Θvu

3
∗

kg(w′Θ′v)s
(2.9)

Here, k is the von Karman constant, a dimensionless number of empirical
origin that is given the value 0.4 and is used for describing the logarith-
mic wind profile in the surface layer. g is the gravitational constant and
w′Θ′vs the kinematic turbulent flux of virtual potential temperature at the
surface. The Obukhov length uses the assumption that the flux is constant
with height.

Dividing the height of a measured quantity by L creates another possibility
of comparing different boundary layers. This new scale, z/L, is often given
the symbol ζ:

ζ =
z

L
(2.10)

It is also possible to calculate a ratio of the boundary layer height and
the Obukhov length, zi/L. This quantity can take a wide range of values,
mostly depending on the value of L. While zi is always positive, L can be
both positive and negative: it is negative when the turbulent kinematic heat
flux at the surface is positive, or directed upwards. It can obtain positive
values when the flux is negative or directed downwards. As a result, zi/L
is positive when the boundary layer is stable and turbulence dampened.
During day and unstable layering, the value is usually negative. Slightly
negative values (0 > zi/L > −10) hint at turbulence due to shear, while
lower values are reached when buoyant forces are strong (e.g. Deardorff,
1972; LeMone, 1973).
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2.5 Summary

The properties of the PBL described in this chapter have an idealized char-
acter. Especially the scaling variables rely on a multitude of assumptions.
They require uniform and endlessly flat ground where surface fluxes are
identical at every point. They do not consider any changes in weather con-
ditions. The statistical properties of turbulence are fixed and fluxes are the
same in every height. Changing solar radiation or condensation of moisture
are not considered. Scientists were especially looking for areas that resem-
ble these conditions when the first measurement campaigns on boundary
layer turbulence were conducted. They found them in remote locations in
USA (e.g. Lettau and Davidson, 1957; Izumi, 1971; Stull and Eloranta, 1984),
Australia (e.g. Clarke and Brook, 1979) and Russia (Kaimal and Finnigan,
1994).

Obviously, these locations are very rare and not at all representative of most
of the earth’s surface and weather. Reality is characterized by varying sur-
faces with vegetation that is spanning over flats, hills, mountains and val-
leys of all shapes and forms. Dry and moist spells of weather follow in
quick succession.

This study will therefore also contain statements on how well the theory
above describes reality and how well the parameters can be applied to con-
ditions that deviate strongly from the ideal ones they were derived in. For
this purpose, a LES, whose mode of operation is based on the findings from
ideal conditions, is applied to a real area. This real area is, as part of the
TERENO infrastructure (see Section 4.4 for details), equipped with a mul-
titude of measurement systems, meaning that the parameters necessary for
turbulence evaluation are known for this area.

—————————————————————————————-





21

Chapter 3

Large Eddy Simulation

This chapter describes the functionality of large eddy simulations and their
history. LES are a way of describing turbulent motions in fluids. One
application is the simulation of the motions of air in the atmosphere. As
described in Chapter 2, turbulence in the atmosphere is happening on all
scales. Due to the nature of turbulence, a comprehensive description would
require solving the governing equations on all spatial and temporal scales.

Even with modern computing systems it would not be possible to do this
for the extents that the PBL exhibits (Sorbjan, 2004). LES therefore only
simulates the larger scales of turbulence explicitly, i.e. it calculates the exact
motion of large eddys as they appear and move depending on external or
other resolved factors. These eddys are the ones that have irregular shapes
due to boundary effects and they transport most of the energy present in the
PBL. The smaller scales are considered to be close to isotropic and similar
to each other. Hence it is sufficient for a complete description of the PBL
to model these small eddys. This is done by expressing the motions on
the small scale in terms of their average effect. Following the spectrum of
atmospheric turbulence shown in Section 2.4, LES aims to explicitly resolve
the production range and the inertial subrange. The dissipative range is
modeled.

Numerical computer models on all scales discretize the volume in ques-
tion in grid boxes and calculate the quantities of interest for these volumes.
One calculated value can be considered as the mean of the grid volume.
By making these grid points smaller, the solution becomes more exact but
the whole domain size decreases when the computational effort is to be
kept constant. Therefore, every numerical model is a trade-off between the
extent of the considered volume and the precision of the results per grid
point.

To resolve the turbulence in the PBL, grid points have to be in the order of
1 to 100 m in horizontal size, depending on the stability. If the resolution,
or the size of a single grid point is ∆x, then the smallest resolved eddy is
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in the order of 2∆x, because it takes at least the data from two grid points
to identify a rotating motion. Since vertical motions are one of the most
important factors for boundary layer turbulence, the vertical resolution is
often taken as about a third of the horizontal resolution. The total volume
has to at least extent to the top of the boundary layer in the vertical and five
times this height in the horizontal (e.g. Moeng et al., 2007).

3.1 Equations for the description of the PBL

The following equations are a subset of all the equations necessary to de-
scribe the state and changes in the atmosphere or the PBL. They are ex-
plained here in a little detail to point out what differentiates a LES from
other atmospheric circulation models where turbulence is not considered
in detail. Comprehensive descriptions of these models can, for example, be
found in Jacobson (2005) and Pielke Sr (2013).

The presented equations have been invented, modified and compiled by
a multitude of scientists over several centuries. For their derivations, the
reader is referred to the standard works on the fundamentals of physics.

For the following equations, the indices i, j, k can take the values 1, 2, 3,
representing the three Cartesian directions. Einstein summation notation is
used.

3.1.1 The ideal gas law

This describes the state of a gas in terms of pressure, temperature and den-
sity.

p = ρair R Tv (3.1)

where p is the pressure, ρair the density of moist air, R the gas constant for
dry air and Tv the virtual absolute temperature.
This equation can be separated into mean and fluctuating parts as well.
Since pressure fluctuations are very small they can usually be neglected in
the boundary layer, leaving, after applying other simplifications and ap-
proximations:

ρ′

ρ
= −Θ′v

Θv

(3.2)

Using this simplification, the density needed for further calculations can be
substituted by using the temperature which is much easier to be measured.
The performed simplifications are described in Stull (1988).
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3.1.2 Conservation of mass

The conservation of mass is described by a continuity equation:

dρ

dt
+ ρ

δUj
δxj

= 0 (3.3)

where t is the time and Uj the wind vector in xj direction.
Assuming typical length and speed scales of the boundary layer it can be
shown (Businger, 1982) that the pressure fluctuations are negligible. Using
this incompressibility approximation, the conservation of mass is reduced
to:

δUj
δxj

= 0 (3.4)

3.1.3 First law of thermodynamics

The first law of thermodynamics describes the conservation of heat. There
are many forms of this equation, but one that can be used for the sake of
reaching a description of the properties of LES is:

δΘ
δt +Uj

δΘ
δxj

= νΘδ
2Θ

δx2
j
− 1
ρCp

δQ∗j
δxj

−LvE
ρcp

I II III IV V

(3.5)

• Term I is the storage of heat.

• Term II is the advection of heat.

• Term III describes the molecular conduction of heat where νΘ is the
thermal diffusivity.

• Term IV stands for the effects of incoming radiation on temperature.
Q∗ is the net radiation.

• Term V describes the temperature changes due to phase changes of
water in the air.

3.1.4 Conservation of momentum

The momentum equation is another equation that describes the conserva-
tion of energy, in this case the conservation of kinetic energy:

δUi
δt +Uj

δUi
δxj

= −1
ρ
δp
δxi

−2εijkΩjUk −δi3g − δτij
δxj

I II III IV V V I

(3.6)

• Term I describes the storage of momentum.
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• Term II describes the advection of momentum.

• Term III are the forces exercised by pressure gradients.

• Term IV stands for the Coriolis forces caused by the rotation of the
earth. For an in-depth explanation see for example Jacobson (2005).

• Term V describes the gravitational effects on momentum, where δij is
the Kronecker Delta. It takes the value 1 if the indices are different,
and 0 if they are identical.

• Term VI stands for the viscous and Reynolds stresses described in
Section 2.4.3.

3.1.5 Other equations

Depending on the area of interest, similar equations to that of the conser-
vation of heat can be established that describe other scalars. One important
is that for the transport of moisture in the atmosphere. Others can describe
the behavior of certain gases, for example carbon dioxide, methane or ni-
trous oxides as some of the most important greenhouse gases. Stull (1988)
shows the similarities and specifics of these equations.

3.1.6 Filtering of the equations

The equations described above can be used for all scales of the motions in
the boundary layer, if xj and t are chosen according to the scale in question.
In LES, not all scales are resolved and the focus is on the large turbulent
motions. The small effects therefore have to be removed from the equations,
which basically means applying a low-pass filter (e.g. Kirkil et al., 2012):

φ(x) =

∫ ∞
−∞

G(x− y)φ(y)dy (3.7)

where φ is any quantity and φ its filtered form.

There are several forms the filter kernel can take. Three typical ones are box,
Gaussian and a Fourier expansion (Leonard, 1975). When it is mentioned
at the beginning of Chapter 3 that a calculated value in a model represents
the average of a grid box, this implies the application of a box-shaped filter.
For such models, this filter is the most used (Sorbjan, 2004):

φ(x) =
1

2∆

∫ x+∆

x−∆
φ(y)dy (3.8)

∆ depends on the size of the grid boxes (e.g. Kosović and Curry, 2000):

∆ = (∆x ·∆y ·∆z)
1/3 (3.9)
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The steps to get from the general equations of motion to their filtered form
involve the separation into average (resolved) and fluctuating (non-resol-
ved) parts and Reynolds averaging them. Also, often a simplification called
the Boussinesq-Approximation is applied. This implies that the fluctuations of
the density are so small when they are not caused by gravity that they can
be ignored. So, after filtering the equations for the conservation of mass,
heat and momentum take the following form:

δUj
δxj

= 0 (3.10)

δΘ

δt
+
UjδΘ

δxj
=
νΘδ

2Θ

δx2
j

− 1

ρCp

δQ∗j
δxj
− LvE

ρCp
−
δ(u′jΘ

′)

δxj
(3.11)

δUi
δt

+ Uj
δUi
δxj

= −δi3 g + fc εij3 Uj −
1

ρ

δP

δxi
+
νδ2Ui
δx2

j

−
δ(u′iu

′
j)

δxj
(3.12)

Upon closer examination there are few differences to Equations 3.4, 3.5 and
3.6: Mainly the variables are now representing the filtered, resolved or av-
eraged values that can be calculated in a grid based model. Additionally,
the equations for the conservation of heat and momentum now contain one
additional last term. They represent the effects of the motions on a scale
that are smaller than the filter. Both are turbulent fluxes (for momentum,
the viscous stress of the resolved motions is separated and written in the
second to last term). It is not possible to derive prognostic equations for
these covariances from the resolved motions which is why they can not be
simulated but have to be modeled. This is what the subgrid scale modeling
is for.

3.1.7 Subgrid-scale modeling

The parts of the equations that can not be solved prognostically are u′jΘ′

and u′iu
′
j . They represent the effects of the small scale, the non-resolved

turbulence on the whole budget. The easiest way to solve them is to claim
that these effects are a property of the large and resolved scale multiplied
with a scalar that accounts for the small size of turbulence:

u′jφ
′ = −K δφ

δxj
(3.13)

where φ is the quantity of interest. K is called eddy coefficient or eddy
viscosity with the unit [m2 s−1]. The eddy coefficient for heat (Kh) and mo-
mentum (Km) are different, while that for most other scalars is equal to that
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of heat. For very easy applications, where energy exchange due to phase
changes of water in the air is not considered, this model is sufficient for the
effects of the unresolved scale on heat. If phase changes are important, the
model becomes substantially more complicated and can be found in Sorb-
jan (2004).

For momentum, this model is too simple and will not produce any motions
or effects that resemble turbulence. The first model that was proven to work
and that is still used in many of today’s applications is that of Smagorinsky
(1963):

u′iu
′
j = −2Km(Sij −

1

3
Skkδij) (3.14)

Sij is here the resolved part of the stress caused by air moving into different
directions, often called strain:

Sij =
1

2
(
δui
δxj

+
δuj
δxi

) (3.15)

This still leaves K as the unknown in the equation. It was also suggested
by Smagorinsky (1963) that K could be determined the following way:

K = (cs,∆∆)2|S| (3.16)

∆ is here determined by the grid size of the simulation as shown in 3.9. cs,∆
is a parameter that has to be determined experimentally. The first value
was given by Lilly (1967). Later modifications for the use in LES were, for
example, introduced by Deardorff (1970) and Mason (1994).

Another approach presented by Deardorff (1980) relates the value of Km

to the subgrid-scale turbulence e′ that has to be calculated in an additional
prognostic equation. It is in turn related to the turbulence kinetic energy
(TKE) e, defined as:

e =
1

2
(u
′2 + v

′2 + w
′2) (3.17)

The eddy coefficient for momentum is then:

Km = (ce,∆∆)
√
e′ (3.18)

Deardorff (1980) defined ce,∆ with a value of 0.1.

The described SGS-models determine the effects of small scale turbulence
through the motions of the resolved scale. These approaches are often
called Smagorinsky-type models (SMAG). There is no feedback from the
small to the large scale. Additionally, the value for c is set as a constant
and kept throughout a simulation. Later SGS-models work with dynamic
determinations of c (e.g. Germano et al., 1991), allow backscatter of energy



3.2. Development of LES and its applications 27

from the small to the large scale (Kosović, 1997, described in Section 3.3)
or match the filter size depending on the size of the turbulent structures
(e.g. Bou-Zeid, Meneveau, and Parlange, 2005). Others are mentioned in
the following Section 3.2.

The main purpose of SGS-models is to represent the turbulence in the dis-
sipation range. The resolved motions produce the kinetic energy in turbu-
lence and pass it through the inertial subrange. On the subgrid scale, the
energy is then dissipated into heat.

3.2 Development of LES and its applications

The development of the LES method is closely linked to the development
of computers. Solving the differential equations presented above requires
substantial processing power. Not surprisingly, the first experiments of
Lilly (1967) fall in a time when computing systems became available to a
wider range of users, for example universities.

LES can be used for turbulent flows of all liquids and therefore has a strong
community in the field of hydrodynamics as well. Here, however, only
atmospheric applications will be covered.

The birth of LES for the simulation of boundary layer flows is closely linked
with the work of James Deardorff, who presented the first LES for a neu-
trally stratified boundary layer over flat and homogeneous terrain (Dear-
dorff, 1970). It used, as most others later, cyclic or periodic boundary con-
ditions, meaning that the conditions at the outflow side of the model are be-
ing used as new input on the inflow side. Deardorff extended the method
to convective boundary layers (Deardorff, 1972) and found that turbulence
takes different three-dimensional shapes depending on stability. Neutral
and convective boundary layers were the focus of LES research in the first
years. Only under these conditions, turbulent structures are large enough
that they can be simulated with the available amount of grid points, limited
by computing power, while still covering the vertical extent of the PBL.

The next experiments were done with a heated surface, giving a constant
positive heat flux from the ground into the PBL (Deardorff, 1974). This was
representing the conditions found during a measurement campaign, allow-
ing for a comparison of the results. Sommeria (1976) included equations
for the treatment of water vapor into Deardorff’s framework, allowing the
formation of clouds in his experiments.

This was picked up by Deardorff (1980), simulating a cloud-covered PBL
and also presenting the SGS model that uses the turbulence kinetic energy
for the prediction of subgrid stresses (see Section 3.1.7).
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The work was continued by Moeng (1984) who wrote a new LES model, us-
ing the recently described algorithms for fast Fourier transformations (FFT)
to construct a grid in a pseudospectral representation. This model was,
among others, applied in Moeng (1986) and Moeng (1987) on a stratus-
topped boundary layer with weak convection.

Mason (1989) and Schmidt and Schumann (1989) simulated the CBL with
different computer codes. Both noticed the same structures in the spatial
distribution of buoyancy-created turbulence: Large patches of downdrafts,
often called cells, are surrounded by narrow bands of updrafts. The up-
ward motions are generally faster than the downdrafts. Mason (1989) also
noticed that the diffusivity of turbulent energy in Smagorinsky-type mod-
els is too low near the ground, showing the rising focus of research on the
surface layer and the boundaries between air and surface. Under conditions
where both shear and buoyancy act as producers of turbulence, Moeng and
Sullivan (1994) found elongated vortex-like structures in their simulations
that are orientated parallel to the mean wind direction. These rolls were
first described from measurements by LeMone (1976).

A little later one of the first studies on the application of LES to a stable
boundary layer was presented by Mason and Derbyshire (1990). The au-
thors showed that the general method can be applied to stable conditions
if enough grid points are available for the representation of small eddys.
They also noticed that the Smagorinsky-type SGS models with their coef-
ficients determined for the use in neutral or convective conditions are too
dissipative in this case. They remove the energy so quickly that turbulence
is dampened almost completely.

Up to here, all presented studies were conducted over flat and homoge-
neous terrain. This was changed in Hechtel, Stull, and Moeng (1990), where
a regularly patched inhomogeneous ground was simulated by prescribing
different surface heat fluxes. The authors could not find, due to the chosen
patch size, any effects of the patches on the development of a CBL. A dif-
ferent approach was chosen by Walko, Cotton, and Pielke (1992) who first
considered uneven terrain. In their model domain with sinusoidal hills they
found a tendency for updrafts to originate on the hilltops, while downdrafts
were more likely to be found in the valleys.

As was noted above, several authors noticed shortcomings of the SGS-
model with a constant value for cS,∆. It had to be changed depending on the
stability criteria to reach reasonable dissipation. To alleviate this, Germano
et al. (1991) developed a new SGS-model that dynamically computes the
coefficient depending on subgrid-scale and resolved turbulent stresses. It
showed good results in boundary layers with shear, near walls and during
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transitions between stability regimes. The importance of the chosen SGS-
model was further illustrated by one of the first LES comparison studies by
Nieuwstadt et al. (1993). The four used computer codes showed little dif-
ferences in the resolved motions, but large differences in the subgrid part in
the simulated CBL case without geostrophic winds. In a similar study on a
case with strong horizontal winds (Andren et al., 1994), these results were
confirmed.

Another approach for a new SGS-model was outlined in Mason and Thom-
son (1992) and further discussed in a LES method review article by Mason
(1994). The coefficient in SMAG models has to represent all scales of ed-
dys smaller than the filter, with all their different effects, near the surface as
well as in the mixed layer. In the surface layer the distribution of eddy sizes
is different than further up, leading to different effects. The authors here
suggest to implement stochastic variations of the effects of subgrid stresses.
This then also allows for backscatter, describing the transport from energy
from a small (subgrid) scale back to resolved turbulence. During the same
time, Sullivan, McWilliams, and Moeng (1994) described yet another alter-
native SGS-model: Here, the Smagorinsky form is kept and the TKE ap-
proach is used to calculate the eddy viscosity (Deardorff, 1980). Addition-
ally, the model includes information about the mean flow and it lessens the
influence of turbulent fluctuations at the ground. This model is shown to
produce wind profiles that better match the ideal logarithmic wind profile
for the surface layer. Even when used for a simulation of the SBL (Andren,
1995), the produced wind profiles show the required characteristics. Under
stable conditions with high horizontal wind speeds it produces conditions
in which a low-level jet can develop (Saiki, Moeng, and Sullivan, 2000).

Circulation models allow for a technique called nesting. Nesting describes
putting a domain with a relatively smaller resolution into a domain with
coarser resolution. The finer resolution allows for more precise results in
the area of interest. The solutions from the coarse domain feed into the fine
domain and drive the grid points here. This is called one-way nesting. If, in
turn, the fine domain also feeds its results back to the coarse domain it is
called two-way nesting (general discussion on the differences in Harris and
Durran, 2010). The first nested LES was described by Sullivan, McWilliams,
and Moeng (1996). Their two domains have the same horizontal size to be
able to keep periodic boundary conditions, but the vertical is nested. This
results in a higher resolution near the ground. Here they find the nesting
especially beneficial, while no significant improvements are observed in the
mixed layer.

In Sorbjan (1996) something that could be described as a temporal devel-
opment of a PBL is investigated for the first time. The author varies the
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temperature gradient with height in a way that it represents the time dur-
ing the progressing afternoon. This adds another evaluated property of a
realistic PBL after the investigations on non-flat surfaces and varying sur-
face properties. The author later continued the research on this topic and
simulated the growth of the PBL from morning to afternoon with an in-
creasing heat flux from the surface (Sorbjan, 2007). The morning transition
from a stable NBL to a daytime CBL is shown in Beare (2008).

Kosović (1997) presented another SGS-model. It enables backscatter, uses
non-linear behavior of the SGS motions and its anisotropic shape. It is
therefore aptly called Nonlinear backscatter and anisotropy (NBA). As it is
used in the simulations presented in this work, further information can be
found in Section 3.3.3. In a comparison with other SGS-models it shows
good results (Kosović and Curry, 2000). The model was later implemented
into the WRF model by Mirocha, Lundquist, and Kosović (2010). A SGS-
model using Lagrangian averages for the calculation of the constants lead-
ing to the eddy coefficients was presented by Bou-Zeid, Meneveau, and Par-
lange (2005). It is supposed to bring improvements over inhomogeneous
terrain. Later, the model was extended to not only model SGS stresses but
also fluxes by Stoll and Porté-Agel (2006). Another approach is shown in
Chow et al. (2005): They use a smooth filter larger than the grid size filter to
reconstruct a resolvable part of the motions smaller than the filter. It is ap-
plied to the flow around a real hill in Chow and Street (2009). Comparisons
with the Smagorinsky type models in the NBL can be found in Ludwig,
Chow, and Street (2009). A much simpler SGS-model is that of Basu and
Porté-Agel (2006), where the coefficients are calculated dynamically based
on only resolved temperature and velocity field.

LES have been shown to be able to represent the turbulence in the PBL, yet
operational weather models could not and still can not be run in LES reso-
lutions to produce the forecast for the next day. They rely on parameteriza-
tions for the effects of turbulence. Here, LES is a powerful tool for deduct-
ing the statistical effects of turbulence in order to use them for mesoscale
models. One such approach is shown in Siebesma et al. (2003) where the
conditions during a cumulus capped boundary layer are simulated with
ten different LES frameworks. The results are used for improvements of
the parameterizations for the cloud formation in mesoscale models. Some
of the used codes are described in Cuxart, Bougeault, and Redelsperger
(2000) and Cuijpers and Duynkerke (1993). The oldest in the list is the one
of Moeng (1984) presented earlier. Better parameterizations for the stable
BL are derived from LES in Huang and Bou-Zeid (2013) and formulated
and implemented in Huang, Bou-Zeid, and Golaz (2013).
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Near the surface, the turbulent eddys are smallest. Therefore, the SGS-
model has to do more work here. An investigation on how well SGS-models
perform here depending on the ratio of energy in the vertical velocity and
the filter width can be found in Sullivan et al. (2003). The energy contained
in the vertical wind depends on stability and distance from the ground.

Following the work of Hechtel, Stull, and Moeng (1990), where no influ-
ence of surface patches could be found, Shen and Leclerc (1995) showed
that only patches larger than zi influence the structure of the boundary
layer, while smaller patches only influence the statistics of the simulated
turbulence. Albertson and Parlange (1999) showed that the average sur-
face stress is higher when the patches of different roughness are smaller.
Avissar et al. (1998) combined different surface characteristics with height
gradients in order to simulate an observed boundary layer. They found that
the simulated eddys do not dissipate quickly enough under the convective
conditions when using the TKE SGS closure. In Bou-Zeid, Meneveau, and
Parlange (2004) different surfaces are defined by their roughness. A simu-
lation for a neutral PBL was used to find the blending height, the height in
which turbulence has mixed the properties originating from different sur-
faces well enough that the surface structure is no longer visible. Sühring
and Raasch (2013) conducted a similar study for the convective boundary
layer.

Parameterizations for turbulence in mesoscale models are used when the
filter applied to the equations is much larger than the eddys. The model is
a LES when the filter is much smaller than the large eddys. For the range in
between, no modeling approach exists. To bridge this gap, or terra incognita,
Wyngaard (2004) developed a SGS model for these scales. Shin and Hong
(2013) describe how local and non-local mixing terms have to be included in
this range by comparing 50 m LES with gradually coarser simulations up to
4000 m. Wagner, Gohm, and Rotach (2014) approach the problem from the
other direction and compare LES of an idealized valley with simulations of
the same area using kilometer-scale resolutions. They show that the coarse
models miss most of the small scale motions due to the fact that they cannot
reproduce the terrain features. The circulations within the valley are further
described in Wagner, Gohm, and Rotach (2015).

The first intercomparison study of LES for the stable boundary layer is
shown in Beare et al. (2006). Computing power now is sufficient and the
SGS-models are educated enough to be used on the small turbulent eddys
under stable conditions. The simulations presented here are run in a resolu-
tion of 2 m and compared to measurements. It was later shown by Sullivan
et al. (2016) in simulations for the same conditions that refining the resolu-
tion to below 1 m still brings improvements.
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Many authors have shown in their LES studies that the modeling approach
is able to represent features of a real PBL when the sources or reasons for
these features are implemented. Examples are different surfaces, varying el-
evation, moisture and the formation of clouds and temporal development.
The next step is taken by Botnick and Fedorovich (2008) who initialize their
simulations not with ideal but with measured profiles of temperature and
wind. They do keep the periodic boundary conditions. Bou-Zeid et al.
(2009) show that LES can be used to simulate the turbulence that is gener-
ated by flow around buildings. Their effects are studied in a neutral PBL on
flat terrain.

One of the first studies using the LES capabilities of the Weather Research
and Forecasting model (WRF, see Section 3.3) can be found in Moeng et al.
(2007). The simulated cases are a neutral and a convective PBL over flat
terrain and with periodic boundary conditions, closely resembling the be-
ginnings of LES. The innovation lies in the application of WRF’s nesting ca-
pabilities to LES: The periodic boundary conditions drive a LES with 150 m
resolution. Within the domain is a nest with a resolution of 50 m. This nest
is only fed by the outer domain and in turn, feeds its results back to the
coarser domain (two-way-nesting). The authors notice that the mean of the
vertical velocity is not zero, contradicting theory and measurements. They
attribute this to the nest being too small for the largest eddys, resulting in
the hint that the nest should be at least five times the PBL height in hori-
zontal length. WRF-LES has also been used to study the development over
an idealized valley under two forcing wind speeds (Catalano and Moeng,
2010). Height gradients are easily implemented in WRF. With several sim-
ulations of the neutral PBL, Hattori et al. (2010) show that the horizontal
resolution in such a case has to be 50 m or better in order to resolve most
of the turbulence under these conditions. Crosman and Horel (2012) used
WRF-LES to simulate the circulations that originate from the different heat
fluxes over land and water, called land-sea-breezes. The high resolution
also allows for an investigation of lake breezes. This builds on earlier work
by Antonelli and Rotunno (2007). With the easy availability and convertibil-
ity of WRF it was quickly used for many LES applications, motivating the
first comparison of SGS-models by Kirkil et al. (2012). Under neutral condi-
tions over flat surfaces and ideal valleys, the more complicated approaches
performed better than the simple Smagorinsky type formulations.

WRF uses terrain-following coordinates (see Section 3.3). In high resolu-
tion simulations like LES with realistic terrain this can lead to numerical
instabilities. To overcome this, Lundquist, Chow, and Lundquist (2010a)
developed an immersed boundary method that is using a different kind of
grid. The method is applied to a real hill (the same as in Chow and Street,
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2009) in Bao, Chow, and Lundquist (2018).

With computing power becoming so easily available in the second decade
of the 21st century, the studies using LES grew significantly. The focus from
this point on is therefore on studies that motivated or influenced the ex-
periments presented in this document. The outer domain is driven by re-
analysis data. Results are compared to point measurements. Similar stud-
ies on other areas are shown in Muñoz-Esparza et al. (2017) and Rai et al.
(2017). Here, turbulence metrics are investigated as well, pointing to the
WRF problem of underdeveloped turbulence at the nest’s inflow edges dis-
cussed later. Comparison of meteorological conditions with measurements
show good agreement. Due to the nesting and parameterizations used,
these simulations are computationally very expensive. Similarly to the de-
velopment of WRF-LES from a mesoscale model to LES, this way was also
gone with the ICON model (Zängl et al., 2015). The implemented LES ca-
pabilities (Dipankar et al., 2015) are extensively investigated in Heinze et
al. (2017). Sub-kilometer simulations for the whole country of Germany
during real periods are compared against mesoscale model output, other
dedicated LES simulations and measurements. The LES shows much more
detail in the simulated conditions.

Since WRF started as a mesoscale weather model, the implemented ways
of calculating motions and parameterizing meteorological effects are not
designed for the use in LES. WRF solves the fully compressible equations
(c.f. Section 3.1). This is fine for motions of long periodicity, but pressure
fluctuations on very small temporal scales, as they are present in LES, result
in sound waves. Yamaguchi and Feingold (2012) show that these waves can
lead to faster than realistic dissipation of clouds. They also show that some
assumptions in the microphysics models that treat moisture in the air and
phase changes of water can lead to unwanted release of latent heat. Gibbs
and Fedorovich (2014) compare WRF-LES to the results of a specialized LES
code (based on the one described by Nieuwstadt, 1990). They show that
WRF attributes more energy to the larger eddys and that the simulations
therefore produce less spatial variability.

The turbulent motions in the PBL are the driving mechanism for all ex-
change processes between surface and atmosphere. With the eddys re-
solved, a LES can show how all kinds of substances are distributed under
turbulent conditions. Klose and Shao (2013) show how dust is mobilized by
eddys. Chu et al. (2014) and Xue et al. (2016) discuss the dispersion of silver
iodide and how it effects the development of clouds. In Nunalee, Kosović,
and Bieringer (2014) the authors use WRF-LES to simulate the motions of
plumes carrying sulfur hexafluoride around a mountain. Lang, Gohm, and



34 Chapter 3. Large Eddy Simulation

Wagner (2015) show how the presence of complex terrain features modifies
the dispersion of pollutants in the PBL.

The nesting of LES in WRF is further investigated in Mirocha et al. (2013).
Since the model does not transfer information about turbulence from the
coarser to the finer domain, areas of underdeveloped turbulence at the in-
flow edge can be found. The paper investigates how quickly new turbu-
lence develops using different SGS models. Both domains are LES, simu-
lating a neutral BL. A similar investigation by Muñoz-Esparza et al. (2014b)
nests LES in LES for a convective offshore boundary layer. Mirocha, Koso-
vić, and Kirkil (2014) investigate how LES domains nested into mesoscale
domains behave while simulating neutral and weakly convective PBLs. Re-
sults show that variability in the surface properties and convective condi-
tions favor the development of turbulence in the LES domains. Muñoz-
Esparza et al. (2014a) suggest implementing temperature fluctuations at
the inflow boundaries to enhance the development of turbulence at the
step from mesoscale to LES resolution. The used WRF-LES was, up to this
time, only able to nest horizontally, meaning that the vertical size of the
grid points is equal in all domains. The first version of a vertical nesting
capability is presented in Daniels et al. (2016). The latest developments in
improving the development of turbulence at the domain edges are shown
in Muñoz-Esparza and Kosović (2018).

The growing demand for renewable energy resulted in the use of LES for
the simulations of wind parks to investigate how the turbines influence
each other. For this reason, Mirocha et al. (2014) implemented a module
for the representation of turbines into WRF-LES, which is tested by Aitken
et al. (2014) during the presence of a stable PBL. The general WRF setup
for such cases was discussed in Lundquist, Mirocha, and Kosovic (2010).
Earlier studies (Liu et al., 2011) used simulated wind fields in wind turbine
rotor height to forecast energy yields.

A weakness of all available LES is still the coupling between surface and at-
mosphere. Just above ground the gradients in many quantities are so large
that they cannot be represented in a discrete grid box. Udina et al. (2016)
show that the usually used Monin-Obukhov (MO) similarity theory (details
and limitations in Section 3.3.2) can not represent heat transfer by molecu-
lar thermal conduction. Basu and Lacser (2017) note that MO should not
be used when the lowest model level is within the roughness sublayer. The
roughness sublayer is the lowest part of the surface layer, defined by the
height of the elements in it that define its roughness. Very recent devel-
opments show that MO could be substituted by using generalized canopy
models that are normally used to simulate the flow within urban or forest
canopys (Arthur et al., 2019).
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This overview shows how the LES method developed: In the beginning,
it was a very idealized framework for understanding the nature of turbu-
lence. Only the simplest cases with stationary boundary layers, flat and ho-
mogeneous surfaces and periodic boundary conditions were investigated.
The focus was on developing the method and improving the statistics given
by the SGS models. With time, authors increasingly tried to approximate
effects found in the real PBL in their simulations: patchy surfaces, hills
and valleys, changing incoming radiation, meteorological boundary con-
ditions that represent real weather. Yet, all these properties were tested
individually, leaving still most of the drivers idealized. Only recently, stud-
ies emerged that really tried to represent real episodes over realistic ter-
rain. They have in common that they, due to the nesting routines involved,
require enormous amounts of computing power. The purpose of the fol-
lowing sections and chapters in this dissertation is to show that realistic
conditions in a LES can be reached on lower computational costs.

3.3 LES in the Weather Research and Forecasting model

The Weather Research and Forecasting (WRF) model has been developed
since the second half of the 1990’s and is still receiving regular updates. It
is the successor of the MM5 model and has been replacing it since around
2005. A comprehensive overview of the model structure and components
is available in Skamarock et al. (2008). It is distributed as source code and
therefore can be used on many different computing systems and environ-
ments. Additionally, it allows for user-based modifications and implemen-
tation of user-based additional modules. WRF is a framework that allows
experiments, forecasts and case studies for meteorological and climatolog-
ical cases from global scales, over regional applications for continents or
single countries, down to the LES scale of meters. An idealized mode is
available for sensitivity and similar studies. The code can be run in parallel
on many systems with distributed or shared memory.

The model code is non-hydrostatic, meaning that vertical motions are com-
puted by using the equation for momentum. A hydrostatic mode is also
available. Time integration is accounted for by a third-order Runge-Kutta
scheme (Wicker and Skamarock, 1998; Wicker and Skamarock, 2002), for
horizontal and vertical advection, finite difference schemes of 2nd to 6th or-
der are available. WRF does not apply the Boussinesq-Approximation (see
Section 3.1.6) and calculates pressure changes. This can lead to acoustic and
other waves (Moeng et al., 2007; Gibbs and Fedorovich, 2014) that can lead
to problems when they are reflected of the domain’s or nest’s boundaries.
To cope with the waves, the model applies three-dimensional divergence
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damping, vertically integrated horizontal divergence damping, and semi-
implicit acoustic step off-centering (Skamarock et al., 2008).

The included pre-processing system WPS can be used to produce boundary
conditions, representing an ideal or a realistic setting.

3.3.1 Grid structure of WRF-LES

WRF and WRF-LES both use the same Arakawa-C grid structure (Arakawa
and Lamb, 1977, shown in Figure 3.1). This is a grid that is staggered in the
horizontal and vertical direction. Staggered means that not all variables are
defined on the same point in the grid. In Figure 3.1, E is the center point
of the grid and x, y and z are the Cartesian coordinates. Defined at the
grid center are quantities like pressure, moisture, temperature and TKE.
The horizontal wind components are defined at their respective surfaces,
marked withU and V in the figure, or ∆x/2 and ∆y/2 away from the center,
where ∆x and ∆y are the resolutions in those two directions. The vertical
wind W and the geopotential are defined at the top and bottom surfaces
of the grid box. According to Pielke Sr (2013), this staggering simplifies
the solving of the governing equations in a finite difference scheme and it
increases the effective resolution of the model by a factor of two. Collins
et al. (2013) note that vertical staggering allows for an easy implementation
of two important boundary conditions at the model top: No vertical wind
speed and no vertical flux.

FIGURE 3.1: Schematic of the Arakawa-C grid used in WRF
(modified after Sorbjan, 2004)
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The Arakawa-C grid is defined in a terrain-following way: The lowest grid
point is always on the surface. This allows for an easy implementation of
height gradients in the surface (Lundquist, Chow, and Lundquist, 2010a).
In WRF, the height levels are additionally defined by pressure, with the
lowest level of any x, y location having the pressure at the ground as value.
This approach was first described by Phillips (1957) who introduced the σ-
level-coordinate, where σ = p/p0. p is the pressure in the selected height
and p0 the pressure at the ground. The resulting height levels lie between
1 at the surface and 0 at the top of the atmosphere. Since it is not always
necessary to model the whole atmosphere up to 0 hPa, the formulation used
in WRF is

σ =
p− ptop
p0 − ptop

(3.19)

where ptop is the pressure at the model top.

Figure 3.2 shows an example for the terrain-following coordinates and also
shows another property of the grid used in WRF, which is vertical stretch-
ing. With increasing height, the vertical extent of a grid box increases. In a
LES application, this permits having a very high resolution in the boundary
layer to resolve turbulence and having a coarser resolution above in order
to keep the total amount of vertical levels small. The figure also shows
where the weakness of the grid lies: over steep slopes the orthogonality of
grid surfaces is no longer given (Lundquist, Chow, and Lundquist, 2010b),
resulting in problems when computing horizontal pressure gradients (Jan-
jić, 1989) or horizontal advection (Schär et al., 2002). If slopes are too steep,
the model will either be inaccurate or even unstable.

3.3.2 Monin-Obukhov Similarity Theory for the first model level

The finite difference scheme used in WRF to solve the differential equa-
tions expresses the δx as the difference in the value between two or more
adjacent grid points. Hence, it requires boundary conditions that are set
by different mechanisms than the Navier-Stokes equations. Lateral bound-
ary conditions in typical weather models are either periodic (conditions
at the outflow side are copied to the inflow side), open (outflow and in-
flow can happen on all sides), closed (air can only be moved within the
domain) or specified (input at the inflow side is specified by data). Con-
ditions for the upper boundary are mentioned in Section 3.3.1. To specify
the lower boundary conditions, representing the surface layer, WRF uses
Monin-Obukhov (MO) similarity theory (Monin and Obukhov, 1954). It is
used to calculate the quantities in the lowest model level.

Through empirical evidence (Kaimal and Finnigan, 1994) it was shown that
turbulence in the surface layer can be described with only four variables:
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FIGURE 3.2: Terrain following coordinates used in WRF

These are z as the height over ground, u∗, the friction velocity as defined
in Equation 2.8, the buoyancy parameter g/Θ0 and the surface heat flux
QH (Khanna and Brasseur, 1997). Analogous to the friction velocity, a
temperature scale and a moisture scale can be created: T∗ = QH/u∗ and
q∗ = QM/u∗. Together, these scaling variables can be used to construct the
Obukhov length as shown in Equation 2.9. With T∗ and L there are two
parameters present that make a statement of stability, both depending on
the sign of the surface heat flux (Stull, 1988).

Monin-Obukhov similarity theory now states that many atmospheric pa-
rameters (gradients, variances and covariances) in the surface layer become
only dependent on z/L when they are made dimensionless and normal-
ized by the required powers of u∗ and T∗ (Sorbjan, 1986). The coefficients
necessary to calculate the non-dimensional forms are taken from experi-
ments and are shown for example in Businger et al. (1971), Dyer (1974) and
Caughey, Wyngaard, and Kaimal (1979). With these relationships, many
parameters in the surface layer in their respective height can be described
by only knowing the Obukhov length.

Originally, MO was constructed and used to derive quantities that are hard
to measure like fluxes or covariances. Through taking measurements of
e.g. temperature and wind speed at a convenient height, the whole surface
layer could be described. Yet, the relationships work in both ways, so MO
can also be used to derive temperatures and wind speeds if other neces-
sary variables are known. This is often the case in modeling: By applying
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MO to known surface properties coming for example from a land-surface
model (LSM), temperatures and wind speeds in the surface layer can be
constructed which then serve as lower boundary conditions for the atmo-
spheric model.

In most LES, MO is at least used to calculate the vertical flux of horizontal
momentum, u′iw′ in the surface layer by using the resolved wind speed in
the lowest model level (e.g. Schmidt and Schumann, 1989). This implies the
calculation of u∗ as well. Idealized setups try to recreate a certain stability
of the PBL. This can be done by specifying a surface heat flux (e.g. Stoll
and Porté-Agel, 2006; Mirocha, Kosović, and Kirkil, 2014) or by having MO
calculate the heat flux from a given soil temperature (e.g. Catalano and Mo-
eng, 2010; Muñoz-Esparza et al., 2014b; Udina et al., 2016). In more realistic
setups, where fluxes from the surface are calculated by a LSM, MO is pro-
viding momentum flux and u∗ and couples the LSM to the atmospheric part
(Talbot, Bou-Zeid, and Smith, 2012).

MO was invented using bulk relationships of atmospheric properties that
are only valid over very homogeneous, flat surfaces. This theoretically lim-
its its application when modeling inhomogeneous, hilly terrain, because the
ensemble means for the flow variables from MO are applied to an instan-
taneous realization of the turbulent flow (Arthur et al., 2019). The surface
momentum flux, for example, does not represent the observed level of fluc-
tuations (Marusic, Kunkel, and Porté-Agel, 2001). Bou-Zeid, Meneveau,
and Parlange (2004) note that MO should only be used above a blending
height, where features of the ground no longer are represented in the flow.
According to Raupach (1979) it should also not be used over forest canopies
because their structure enhances turbulence compared to a flat surface. Sul-
livan, McWilliams, and Moeng (1994) find better agreements in their sim-
ulated wind profiles with MO under strongly convective conditions than
during strong shear. Accordingly, Brutsaert (1998) argues that MO can be
used over heterogeneous surfaces as well, because the mixing effects of tur-
bulence are so strong that the bulk relations hold true. Despite of its age,
MO is still the preferred technique in LES to couple the surface and the
atmosphere. No alternatives have been found so far.

WRF offers several implementations of MO, yet they are generally based
on the formulation in the MM5 model (Grell, Dudhia, Stauffer, et al., 1994).
WRF describes the fluxes in the surface layer as follows:

u′w′s = u2
∗ = CdM

2 (3.20)

QH = u∗Θ∗ = ChM(Θa −Θg) (3.21)

QM = u∗q∗ = CqM(qg − qa) (3.22)
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Here, M is the horizontal wind speed in the lowest model level (
√
u2 + v2),

Θa and qa are potential temperature and specific humidity in the lowest
model level and Θg and qg on the surface. Cd, Ch, Cq are dimensionless bulk
transfer coefficients (Stull, 1988). It is these transfer coefficients that are de-
termined by MO. To do this, two relationships are used: The dimensionless
wind shear Φm and the dimensionless temperature gradient Φh (e.g. Kaimal
and Finnigan, 1994):

Φm(
z

L
) =

kz

u∗

δM

δz
; Φh(

z

L
) =

kz

Θ∗

δΘ

δz
(3.23)

If these are integrated with respect to z, the dimensionless groups are sepa-
rated in two parts (Jiménez et al., 2012):

M =
u∗
k

[ln(
z

z0
)− ψm(

z

L
) + ψm(

z0

L
)] (3.24)

(Θa −Θg) =
Θ∗
k

[ln(
z

z0
)− ψh(

z

L
) + ψh(

z0

L
)] (3.25)

where ψm,h are the integrated similarity functions and z0 is the roughness
length that is determined by the average height of rough elements on the
surface.

If the contribution of ψm,h(z0/L) is neglected, the bulk transfer coefficients
can be determined:

Cd =
k2

[ln( zz0 )− ψm( zL)]2
(3.26)

Ch =
k2

[ln( zz0 )− ψm( zL)][ln( zz0 )− ψh( zL)]
(3.27)

The integrated similarity functions are calculated depending on the stabil-
ity that is determined by the bulk Richardson number Rib, which describes
the ratio between temperature gradient and wind speed gradient:

Rib =
g

Θa
z

Θv,a −Θv,g

M2
(3.28)

Four stability regimes have been identified by Zhang and Anthes (1982):
Rib ≥ 0.2 represents stable nighttime conditions, 0 < Rib < 0.2 is damped
mechanical turbulence, Rib = 0 is forced convection andRib < 0 represents
free convection.

This formulation of MO has been developed further by Jiménez et al. (2012)
who included similarity functions for strongly stable (Cheng and Brutsaert,
2005) and unstable (Fairall et al., 1996) conditions and determined L itera-
tively (Muñoz-Esparza et al., 2014b). Another approach is shown in Janjić
(1996), where an additional viscous sublayer is assumed in order to use the
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surface skin temperature instead of the air temperature for determining the
gradient.

3.3.3 The Nonlinear Backscatter and Anisotropy model as SGS
model

Additionally to the SGS formulations by Smagorinsky (1963) and Deardorff
(1980) described in Section 3.1.7, WRF-LES contains the nonlinear backscat-
ter and anisotropy (NBA) model by Kosović (1997). The motivation for
the development comes from the finding that turbulence near bounding
surfaces is inhomogeneous, which results in anisotropy and backscatter of
TKE. Both could not be represented in the old SGS-models. The problem
of anisotropy arises mainly in shear driven boundary layers and leads to
unrealistic wind profiles.

Implemented (Mirocha, Lundquist, and Kosović, 2010) were two formula-
tions that are based on either the strain rate or on the TKE, as are the two
presented Smagorinsky type models:

u′iu
′
j = −(Cs∆)2[2(2SmnSmn)1/2Sij

+ C1(SikSkj −
1

3
SmnSmnδij) + C2(SikRkj −RikSkj)] (3.29)

u′iu
′
j = −Ce∆{2(e)1/2Sij + (

27

8π
)1/3C2/3

s ∆

[C1(SikSkj −
1

3
SmnSmnδij) + C2(SikRkj −RikSkj)]} (3.30)

In these equations,Rij is a resolved rotation rate tensor, defined as 1
2(δui/δxj−

δuj/δxi). C are various constants, all dependent on Cb:

Cs = [8(1 + Cb)/27π2]1/2

Ce = (8π/27)1/3C4/3
s

C1 = C2 = 9601/2Cb/7(1 + Cb)0.5

Cb = 0.35

(3.31)

The value for Cb, the backscatter coefficient, was determined by Kosović
(1997). If it is set to a value of 0, the two SGS models revert back to the
Smagorinsky types.

Comparisons to the other models implemented in WRF (Kosović and Curry,
2000; Chen and Tong, 2006) showed considerable improvements under all
stabilities.



42 Chapter 3. Large Eddy Simulation

The NBA model is only used for the parameterization of SGS momentum
fluxes. Unresolved fluxes of heat, moisture or other scalars are calculated
by the Smagorinsky type models.

3.4 Application of the Eddy-Covariance method for flux
estimation in WRF-LES

Eddy-Covariance (EC)-stations are an established micrometeorological mea-
surement system. It allows for the calculation of fluxes of heat, moisture
and trace gases. The main component is a sonic anemometer that measures
the wind speed by sending an ultrasonic pulse on a short path between a
sender and a receiver. The time it takes for the signal to travel depends on
the speed of sound in air, but also on the movement of the air between the
sensors. By using three of the sender-receiver pairs, the wind speed in all
three Cartesian directions can be derived. The mode of operation allows for
a sampling of the wind speed of well over 1 Hz, with typical resolutions be-
ing 10 – 20 Hz. Subsequent time averaging allows for robust measurements
of wind speed and direction.

As the speed of sound in air is dependent, among others, on tempera-
ture, the sonic anemometer can also be used for high frequency temper-
ature measurements, where the measured value is the sonic temperature.
The derivation of the actual temperature from the sonic temperature is de-
scribed in Lanzinger and Langmack (2005).

The high resolution of the measurements means that they can be decom-
posed into an advective and a turbulent part (see Equation 2.5). By mul-
tiplying the deviations of wind and temperature, the turbulent kinematic
fluxes can be calculated as presented in Table 2.2. These can be transferred
into dynamic fluxes, in the case of the heat flux by multiplying with the
density and the specific heat of moist air:

QH = ρair Cp (w′T ′) (3.32)

and in the case of the moisture flux with the density of dry air and the latent
heat of vaporization (LV ):

QE = ρd Lv (w′q′) (3.33)

For the derivation of trace gas fluxes, additional open- or closed-path gas
analyzers are used. When calculating these fluxes, the q′ or T ′ is substituted
with the turbulent fluctuation of the gas concentration. Comprehensive
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information about the EC-method can be found in Aubinet, Vesala, and
Papale (2012).

3.4.1 Energy balance closure

Flux measurements at EC-stations worldwide show that the total amount of
outgoing energy within the measured turbulent fluxes, i.e. the sum of latent
and sensible heat fluxes, is in most cases lower than the measured incom-
ing radiation, expressed as the sum of incoming longwave and shortwave
radiation minus the ground heat flux (e.g. Lamaud et al., 2001; Turnipseed
et al., 2002; Imukova et al., 2016). Foken (2008) gives a closure of 80% as a
typical value that can be found word wide. The residuals in all measured
compartments is between 5 and 20% and is equal for all parts, meaning that
the errors in both latent and sensible heat flux are about the same.

The reason for the unclosed energy balance, lies, according to the literature,
not in any shortcomings of the method, but in the fact that not all scales
on which fluxes happen, are considered. LES has been an important fac-
tor for the determination of the reasons; very important first steps were
shown by Kanda et al. (2004): The authors use a very idealized LES domain
with a resolution of 50 m and without the consideration of moisture, mean-
ing that only the sensible heat flux is present. They compare the turbulent
flux taken from single grid points, with a total flux, defined as a horizon-
tal average of the heat flux at the surface over several grid points. In their
simulated period, the boundary layer is mostly driven by buoyancy, caus-
ing cell-like structures (or turbulent organized structures, TOS). These cells
with patches of downdraft, surrounded by streaks of updrafts, can be con-
sidered as a circulation with a lower frequency than usual eddys. When
using typical averaging periods of 30 to 60 minutes, these circulations will
not be captured by the device, because they take too long to pass the sen-
sor. These findings were confirmed by a follow-up study by Inagaki et al.
(2006), where additional mesoscale circulations were invoked by varying
the surface heat flux in a sinusoidal pattern.

Further work was done by Steinfeld et al. (2007) who employed a much
higher resolution of 10 m. This allowed them to evaluate the LES fluxes in
several heights and to show that the TOS play a major role for the imbalance
in greater heights while their influence is lower near the ground. They also
evaluated different stability regimes: under extreme instability with no hor-
izontal wind speed (a case that does not happen in reality), the virtual flux
measurements become meaningless, because the measurement point will
always be at the same position of a non-moving cell. The closure improves
with increasing wind speeds that lead to the cell moving along the point of
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measurement. Further increasing wind speeds lead to the formation of roll-
like structures and a decrease in the energy balance closure. These findings
were confirmed by, e.g., Huang, Lee, and Patton (2008), Eder et al. (2015),
and Zhou et al. (2018). Schalkwijk, Jonker, and Siebesma (2016) find in their
statistical evaluation of LES fluxes for a whole year a dependence not only
on measurement height, but also on the averaging time. The longer the
time over which to average, the better the energy balance closure (EBC) be-
comes. This relationship is known from measurement studys. Mauder and
Foken (2006) tested averaging times between 5 minutes and 5 days, with
improving closures at longer intervals. However, the authors note that such
long averaging times are not meaningful, because the general atmospheric
conditions change too much during that time.

One reason for the development of TOS is the inhomogeneity of the surface,
hotter or colder surfaces favor up- or downdrafts, respectively. This effect
was studied with LES by De Roo and Mauder (2018), who show that the
lowest EBC can be found at places where the surface below is most hetero-
geneous. Therefore, some authors (e.g. Brutsaert, 1998) find it beneficial to
only measure above a certain height where the different land-surface char-
acteristics are no longer visible in the flux pattern. This height is called the
blending height (Pasquill, 1972; Wieringa, 1976). Its height depends on the
height of roughness elements and general heights are reported to be on the
order of 40 to 60 m above ground.

3.4.2 Derivation of fluxes from WRF-LES data

The easiest way to calculate the fluxes in the LES is to use the tslist-module
that writes selected variables for a certain grid point into text files in model
time resolution (further information in Section 4.1). These files have the
required high temporal resolution. To reach the covariances shown in Table
2.2, only the vertical wind speed (w), the water vapor (qv) and the potential
temperature (Θ) is required. To transfer those into dynamic form (Section
2.4.2), some additional variables are required: Pressure p, temperature T
and geopotential Φ. All three are saved as a "base-state" and "perturbation"
compartment.

For simplicity, the equations for the dynamic fluxes are reprinted here to
show the required steps and quantities from the WRF output (where T ′ is
substituted by the deviations of the potential temperature, Θ′):

QH = ρairCp(w′Θ′) (3.34)

QE = ρdLv(w′q′) (3.35)



3.4. Application of the Eddy-Covariance method for flux estimation in
WRF-LES

45

The density of dry air, ρd, can be calculated by using the specific gas con-
stant for dry air, R, pressure p and temperature T :

ρd =
p

R T
(3.36)

To reach the temperature from WRF’s potential temperature:

T =
Θ

(100000Pa/p)0.286
(3.37)

The density of moist air is the density of dry air plus the specific moisture,
qv. Keep in mind that qv in WRF is given with the units [kg kg−1], but here
it is required as [kg m−3]. To convert, one first needs the partial pressure of
the water in the air, pqv:

pqv =
qv ∗ p

100

0.622
(3.38)

The pressure is here divided by 100 because the equation needs the pressure
in hPa while the output of WRF is in Pa. The moisture in the correct units
can then be calculated by:

qv[kg m
−3] =

0.21667 ∗ pqv
T

(3.39)

Finally, the density of moist air is then:

ρair = ρd + qv[kg m
−3] (3.40)

The specific heat capacity of moist air, Cp, depends on the heat capacities of
dry air and water vapor, and on the amount of vapor in the air:

Cp =
(Cp,d ρd) + (Cp,vap qv)

ρair
(3.41)

This equation yields the heat capacity in [J kg−1 K−1], therefore Cp, d and
Cp, vap have to be multiplied by 1000 before.
The latent heat of water has to be approximated by the use of the tempera-
ture from an empirical relationship:

Lv = 2500.8− (2.36 · T ) + (0.0016 · T 2)− (0.00006 · T 3) (3.42)

This concludes the derivation of all quantities that are necessary for the cal-
culation of the resolved fluxes with the EC-method. As described in Section
3.1.7, one important part in LES is the subgrid-scale paramterization. It ex-
presses the influence of unresolved eddys, which obviously play a part in
the fluxes as well. To derive them, Equation 3.13, repeated here, is a good
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starting point:

u′jφ
′ = −K δφ

δxj
(3.43)

The covariance of the fluctuating part, or the kinematic flux, is here de-
scribed by the means of the eddy coefficient and a height gradient. Re-
written for the covariances for the sensible and latent heat flux, the equation
becomes:

w′Θ′sgs = −Kh
δΘ

δz
(3.44)

w′q′sgs = −Kh
δq

δz
(3.45)

The eddy coefficientKh is available as output of WRF after some changes to
the source code described in Chapter 4.1 and is valid for both the kinematic
moisture and heat flux. The height gradient δz is the difference in height
above ground between two WRF model levels and is calculated by divid-
ing the sum of base state and perturbation geopotential by the gravitational
constant. Geopotential values have to be present in staggered (vertical di-
rection) form. Accordingly, δΘ is the temperature gradient with height; the
values have to be staggered here before, as WRF calculates the temperature
at mass levels. δq uses the same approach. The resulting kinematic fluxes
can be put in 3.34 and 3.35 to convert to the dynamic form. The total flux
for a grid cell is then the sum of resolved and SGS flux.

The importance of the inclusion of SGS fluxes becomes apparent in Figure
3.3, where height profiles of the latent and sensible heat flux are shown for
a 30 minute period during the experiment described in Section 4.7. It is
shown that the SGS fluxes are even larger than the resolved ones near the
ground, with their magnitude decreasing with height. Resolved fluxes are
small near the ground and increase with height. This behavior is due to the
size of eddys: small eddys predominate near the surface, and those are pa-
rameterized. In greater heights, eddys can become larger and are therefore
resolved by the LES. SGS fluxes drop to 0 in a height of about 100 m above
ground; the exact height depends on stability and the size of eddys. Due to
their parameterized nature, SGS fluxes are sometimes excluded from eval-
uations of LES (Steinfeld et al., 2007; De Roo and Mauder, 2018) and only
heights above a point where the fraction of the SGS flux drops below a cer-
tain percentage of the total flux are taken into consideration.

To compare the fluxes from the EC-method, a reference is required. In mea-
surements, the fluxes are usually compared to the available energy. In ide-
alized LES, this is not possible, as there is no radiation modeled. Different
approaches have been invented: Kanda et al. (2004) and Inagaki et al. (2006)
use the spatial and temporal average as the true flux and compare it with
data from a single grid point. Eder et al. (2015) and De Roo and Mauder
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FIGURE 3.3: Height profiles for resolved and SGS fluxes.
Data is averaged over 30 horizontal grid points and 30 min-

utes.

(2018) use the control volume approach by Finnigan et al. (2003), where
the true flux is constructed for a control volume with fluxes at all sides of
the volume considered. In this work, a different method is suggested: In-
coming radiation is modeled and is taken by the Noah LSM (the used land-
surface model, see also Section 4.6) as an input for the calculation of the
fluxes in the ground. Noah separates the incoming energy into ground heat
flux, and the outgoing sensible and latent heat flux at the surface. Because
of the energy conserving formulation of the Noah LSM, the energy balance
between incoming and outgoing energy is perfectly closed at the surface.
The outgoing latent and sensible heat flux can therefore be considered as
the true value and can be compared to grid point data. Temporal and spa-
tial averaging can be applied additionally.

—————————————————————————————-
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Chapter 4

Setup of the WRF-LES and
evaluation data

This chapter describes the steps that are necessary to run the WRF model in
LES mode on a computing cluster. It contains the changes in the model code
that are needed or useful for LES applications and describes how additional
input, in this case a high resolution digital elevation model (DEM), can be
included.

The chapter further describes the area for which simulations are run, the
model settings available and required to run WRF in LES mode and strate-
gies on how to overcome errors during model runtime. The chapter ends
with the description of the settings used for this work.

4.1 Changes to the source code and compilation

WRF is downloaded as source code and has to be compiled by the user on
the preferred computing environment. In this document, version 3.7.1 of
the model code, released in August 2015, was used. Before compilation,
some LES specific modifications to the source code are necessary.

4.1.1 Changes to the source code

Generally, there are no substantial changes to the source code required in
order to run WRF in LES mode. Yet, due to the high spatial and temporal
resolution of LES, it is useful to modify the tslist-module in order to limit the
high resolution output to certain areas of interest instead of writing data for
the whole domain. The tslist-module defines certain locations of interest by
their geographical location, then searches for the nearest grid point to that
location and writes a simple text file with the variable in model time resolu-
tion. One file either contains a single three-dimensional variable with rows
as time steps and columns as vertical levels or several diagnostic surface
variables.
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For the LES evaluation, some variables were added to the module, such
that for these one additional file is written that contains the variable in
all heights. These added variables are staggered and unstaggered vertical
wind, unstaggered horizontal wind components, the subgrid stress tensor
elements from the NBA model, the pressure in Pa and the horizontal and
vertical eddy coefficients for heat and momentum. These additions have to
be made in the file share/wrf_timeseries.F.

Originally, the tslist-module reads the coordinates for the selected locations
from a formatted file, run/tslist. In this file, the latitudinal and longitu-
dinal coordinates are defined as a float-variable with 7 and 8 digits, respec-
tively, three of them being decimals. This is sufficient in mesoscale models,
where every grid points covers several km2. In LES, the coordinates of ad-
jacent grid points vary on the fifth decimal. To unambiguously specify grid
points, the format of the tslist file to read is changed to
FMT=’(A25,1X,A5,1X,F8.5,1X,F8.5)’

in the file share/wrf_tsin.F. With this, locations for time series are spec-
ified with 5 decimals.

4.1.2 Changes to the registry

The registry in WRF is a list of all variables that are used in WRF. They are
specified with their name, their spatial dimensions, including staggering if
applicable, a description and the units. Additionally, the registry files de-
fine if a variable is just kept during runtime or if it is also written to a restart
or history file. For LES applications, it is beneficial to put some additional
variables in the history files. These are, in the file Registry.EM_COMMON
the variables xkmh, xkmv, the horizontal and vertical eddy coefficients for
momentum, xkhh, xkhv, the horizontal and vertical eddy coefficients for
heat and other scalars and the turbulent kinetic energy tke. Additionally,
in the file registry.les, the quantities of the subgrid stress tensor uiuj
(described as m11, m12, etc.) and the rotation tensor Rij are added to the
history files. The history files are NetCDF-files that are written at specified
time steps and contain a three-dimensional image of all selected variables
at the time.

For the changes of the tslist-module to take effect, the added variables have
to be declared in the registry: The new profiles as state variables and their
names as state variables that belong to the tseries package.

4.1.3 Compilation

After modifying the registry and the source code, WRF can be compiled. In
this case, this was done using Intel-compilers for Fortran90 and C. Parallel
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computing using shared memory is provided by the MVAPICH libraries.
For input and output, the NetCDF file format in version 4, based on HDF5
is used. PnetCDF allows for parallel reading and writing of NetCDF. Before
WRF is compiled, the pre-processing system WPS has to be installed. Due
to its lower resource requirements, WPS can be installed for the use of only
one processor.

4.2 Required input data

LES for realistic conditions require input data that represent those condi-
tions. Essential are realistic initial conditions that map the properties of
the earth’s surface and meteorological boundary conditions that govern the
large scale circulation in the area. The former has to be available in a reso-
lution that is not much coarser than the horizontal resolution of the model.

WRF offers a set of global input data in different resolutions. Available are
albedo, green fraction, leaf area index, land use and land cover, soil para-
meters (type and temperature), topography and sea surface temperatures,
in resolutions between 2◦ and 30”.

For the model runs presented in this work, some of the standard data sets
were used: Land use is taken from a Corine classification with 28 classes
and a 3” resolution (CLC, 2000), soil temperatures are from a 1◦ data set,
soil types are present in 30’ resolution and monthly leaf area indices are
taken from a MODIS product with the same resolution. Elevation or to-
pography data is only available with 30” resolution, which corresponds to
an edge length of ≈900 m per pixel at the equator. This is insufficient for
LES applications where the horizontal resolutions are on the order of me-
ters. Hence, digital elevation data from ASTER (NASA/METI/AIST/Japan
Spacesystems and U.S./Japan ASTER Science Team, 2009) with 1” resolu-
tion (30 m at the equator) was prepared for the use in WRF. The original
downloaded 1◦ tiles were combined to one big tile to reduce possible errors
due to overlap. The resulting tile was exported in the band interleaved by line
file format (.bil) and renamed according to the standards used in WRF. The
additional required index file can be found in Appendix A. With this data
set, the orography of the model domain can be represented in great detail
and allows for the investigation of the effects of slopes on the LES solutions.

As meteorological boundary conditions, reanalysis data from the ERA-in-
terim project (ECMWF, 2009, updated monthly) was used. This dataset
is available in T255 horizontal resolution (about 0.7◦) with a new dataset
every six hours. Meteorological variables come in 37 vertical levels and soil
information in four layers.
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4.3 LES-specific model settings

To run WRF in LES mode, a few settings have to be chosen in the namelist
files that are used to control the simulations. In namelist.wps, the file
that controls the pre-processing system WPS, the resolution of the model
has to be given as dx and dy: It should be below 100 m in order to show LES
characteristics. geog_data_res then needs entries for the relative paths
to the input data with a sufficiently high resolutions. With these settings,
input files for WRF can be created.

In namelist.input, the file that controls the simulation, the following
settings are necessary: In the &domains block, the resolution specified in
the WPS namelist has to be adopted. This then specifies the time step of
the model: it should be on the order of six times the horizontal resolution
in kilometers (Skamarock et al., 2008), meaning that a typical LES time step
is always below one second. This file also controls the vertical resolution of
the model. Limits are set by e_vert, the total amount of staggered vertical
levels, and p_top_requested, the top of the model, specified in Pa. With
these settings alone, WRF will produce a distribution of sigma-levels, but it
can be useful to specify the levels by hand using the entry eta_levels.
This way it is possible to have a high resolution within the PBL and to
comply with specific ratios between horizontal and vertical resolution that
are required by SGS models (e.g. Mirocha, Lundquist, and Kosović, 2010).

In the &physics section, the entry bl_pbl_physics has to be set to 0,
effectively turning off any boundary layer parameterization schemes.
cu_physics also has to be turned off, because all available cloud param-
eterization schemes are constructed for lower resolutions. If clouds and
precipitation are of interest, a microphysics scheme has to be chosen with
the entry mp_physics. Setting isfflx to 1 will allow the model to use
heat and moisture fluxes and u∗ as calculated by the model instead of using
specified values. This effects the surface layer parameterization, which is
chosen in sf_surface_physics: a value of 1 will select the MO scheme
by Jiménez et al. (2012), 2 will use MO with modifications by Janjić (1996).
Both settings can be chosen.

The &dynamics section of the namelist further specifies the mode of opera-
tion of the LES. km_opt chooses the SGS model, where a value of 2 uses the
1.5 order TKE closure and 3 the first order Smagorinsky type closure (see
Section 3.1.7). diff_opt determines if the mixing is evaluated only on
vertical coordinate surfaces (value 1) or in three-dimensional space (value
2). mix_full_fields=.true. will allow the SGS model to work on the
absolute simulated values, instead of using only deviations after subtract-
ing a 1D-profile. Setting sfs_opt to 1 or 2 will tell the model to use the
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NBA SGS model (Section 3.3.3) with the Smagorinsky or the TKE based
stress terms, respectively. The time stepping and advection schemes can
be left at their default settings, using the third-order Runge-Kutta scheme
for time integration, a fifth-order scheme for horizontal and a third-order
scheme for vertical advection. These settings have been shown to be a good
combination (Wicker and Skamarock, 2002) and are recommended for the
simulation of realistic conditions (Gibbs and Fedorovich, 2014).

Using these settings, a model setup for a real conditions case will be a LES.
Additional settings are possible but not necessary. The setup used for the
simulations presented in this document is shown in Section 4.6.

4.4 Description of the area under investigation

The area of investigation lies in southern Germany, 50 km southwest of
Munich and 65 km south of Augsburg (Figure 4.1). It is named Fendt af-
ter a small aggregation of agricultural buildings. The general area is part
of the foothill of the alps. It is influenced by the temperate climate of the
mid-latitudes and alternating oceanic and continental flows. The whole
year is humid, with peak values of precipitation in summer. Mean temper-
atures range between 18 ◦C (July) and -0.5 ◦C (January). Comprehensive
descriptions of the climatic and landscape characteristics can be found in
Kunstmann et al. (2004) and Kunstmann, Krause, and Mayr (2006).

Fendt is one part of the TERENO infrastructure, a network of terrestrial
environmental observatories in Germany (Zacharias et al., 2011; Bogena,
2016). TERENO pre-Alpine consists mainly of the Ammer catchment (Kun-
stmann et al., 2004). Within this catchment, study sites equipped with a
multitude of various instruments are located along a height gradient from
south to north, with Fendt being the northernmost location, representing
the lowlands of the foothills of the alps. The site is permanently equipped,
among others, with an Eddy-Covariance station (part of FLUXNET), an ar-
ray of automatic lysimeters, a sensor network measuring soil moisture and
temperature (www.soilnet.de, see also Section 4.8.3), test installations of
commercial microwave links for the derivation of precipitation, a ceilome-
ter and cosmic-ray neutron sensors. A summary of recently conducted in-
vestigations in TERENO pre-Alpine can be found in Kiese et al. (2018). The
Fendt site additionally was the location for two large, orchestrated measure-
ment campaigns called ScaleX which were held during summer in the years
2015 and 2016. In addition to the permanent infrastructure, the follow-
ing instruments were employed: RASS (radio acoustic sounding system), a
Doppler Lidar, humidity and temperature profilers, fixed wing UAV’s and
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FIGURE 4.1: Location of the LES domain in Central Europe
(red square)

multicopter drones (Brosy et al., 2017) and gas analyzers. The goals and the
infrastructure of the ScaleX campaigns are detailed in Wolf et al. (2017).

The site is very suitable for an investigation using LES due to several rea-
sons: As it its part of the TERENO infrastructure, the data availability span-
ning atmospheric and soil parameters is very good. Due to its location in
the alpine foreland it shows a rather complex topography that is quite dif-
ferent to the mostly ideal areas usually considered in LES, while still being
homogeneous enough to avoid many possible instabilities due to extremely
steep slopes. The ScaleX campaigns constrain the selection of the periods
that are to be simulated. Due to the additional data gathered during the
campaigns, the amount of possible validation data is large and since the
campaigns took place in summer, it is straightforward to find a time with
high solar insolation, few clouds and no precipitation. These are circum-
stances where turbulent structures during the day are large and more easily
resolved by LES. Two periods of 48 hours each in July 2015 and 2016 were
finally selected for the simulations.

During summer, Fendt is within the reach of mesoscale mountain circula-
tions. During day and strong insolation, the Alps tend to heat up faster
due to the slopes than the surrounding, flatter areas. The resulting up-
drafts over the mountains lead to compensating flows towards the Alps
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in the surroundings, manifesting as northerly winds during most days in
summer in Fendt. At night, air over the mountains cools down faster than
in the surroundings and flows down the slopes, driven by gravity. This
can be measured as southerly wind directions during many nights at Fendt.
The process is called alpine pumping (Lugauer and Winkler, 2005; Graf et
al., 2016) and determines the conditions at Fendt during summer when no
other large scale atmospheric drivers are present. Kučerová et al. (2017)
showed that this autochtonous weather situation is prevalent in the alpine
area in summer due to a temporally only short influence of large scale cir-
culation patterns. The same effect is described differently in Beck, Jacobeit,
and Jones (2007): in July, the weather in central Europe is, in over 80% of
the days, governed by a northwesterly large scale circulation, but this type
shows a large internal variability.
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FIGURE 4.2: Orography of the Fendt area. Map constructed
using the ASTER DEM.

Figure 4.2 shows the orography of the Fendt area. It is a result of glaciogenic
molding during the last ice age. The lakes at the northern and eastern edges
of the maps are remnants of the glaciers. In the southwest lie the northern
foothills of the Ammergau Mountains, cut in half by the river Ammer that
forms the catchment for the TERENO pre-Alpine region. Fendt itself lies
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on a plain, the Ammer valley, of 600 m height that extents far east. It is
bordered by a high terrace in the west that is rising the terrain to 750 m. On
its southern edge is the mount Hohenpeissenberg, the location of one of the
oldest meteorological observatories in Germany. The ridge is also limited
to the west by the river Lech that flows through a very steep valley. The last
two features in the vicinity of Fendt have implications for the selection of a
final simulation domain, as they introduce steep slopes.

4.5 Challenges in the model setup

The general properties of the planned model runs have been outlined in the
sections above. The model should cover a certain area around the Fendt ob-
servatory and represent two 48-hour periods during the ScaleX campaigns
of 2015 and 2016. WRF-LES requires the horizontal domain to have at least
the size of five times the height of the boundary layer, which reaches up
to about 2000 m above ground during summer in mid latitudes (Seidel,
Ao, and Li, 2010), resulting in a minimum horizontal size of 10 km. As
the model is supposed to represent real conditions, a higher upper limit is
desirable to consider possible exchange effects between PBL and free atmo-
sphere.

The second important choice concerns the horizontal resolution. A model
is considered a LES when it is below 100 m. At 100 m, only the largest
eddys during highly turbulent periods will be resolved, while the required
computing power will be low. At much higher resolution (1 m), almost all
relevant turbulent motions would be resolved, but the required computing
resources are significantly higher.

Tests were done using ∆x = ∆y = 50 m, 60 m, showing that this resolu-
tion is too coarse, especially for the nocturnal periods where turbulence is
strongly dampened by stable layering. As a compromise between the re-
quired computing power and smallest resolved scales, the final horizontal
resolution was set to ∆x = ∆y = 30 m. This determines the vertical resolu-
tion, as the ratio ∆x/∆z needs to be between 2 and 4 (Mirocha, Lundquist,
and Kosović, 2010) in order for the NBA-SGS model to function properly.
The selected resolution in the vertical is at ≈11 m, where the uncertainty
is given by the definition of sigma levels through pressure (c.f. Equation
3.19).

WRF offers the possibility of nesting, which allows for a run-time down-
scaling of large scale circulation down to the LES scale. Examples for this
approach are given in Muñoz-Esparza et al. (2017) and Rai et al. (2017). It
was tested for the Fendt domain as well, but was dismissed due to two rea-
sons: The first challenge is posed by the surrounding terrain: The Alps are
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within a few dozen kilometers south of Fendt and would have to be repre-
sented in the outer domains. The used WRF version 3.7.1 has implemented
the feature of vertical nesting (Daniels et al., 2016), yet does not document
it. Limitations in the parameterizations that can be used while nesting ver-
tically prevent its use in this case. It follows that a grid box in an outer
domain of a nested model would show horizontal extents of kilometers,
while being only 11 m high. Having such boxes over the complex topogra-
phy of the alps results in numerical instabilities that make the setup of such
a model impossible. The second reason is the required computing power:
nesting increases the number of grid points substantially and therefore the
amount of required calculations and storage.

The decision of abstaining from nesting implies an implicit research ques-
tion of this thesis: No nesting means that the domain will be directly driven
by reanalysis data as the meteorological input. Can such a model (1) create
turbulent structures in a way that is shown in other LES and (2) will the
domain exhibit the meteorological small scale features that are caused by
the local circumstances and measured by the TERENO and ScaleX infras-
tructure?

The process of finding a suitable domain within the framework outlined
above has to be described as a process of trial and error. Most problems
do not arise while defining the model properties, but only during runtime;
a new configuration has to be tested by running the simulation. The time
required to find a working setup is therefore high.

4.5.1 Challenges caused by orography

The area around Fendt is within complex terrain, including steep slopes.
These, in combination with the terrain following coordinates in WRF, can
cause numerical instabilities, namely violations of the Courant-Friedrichs-
Lewy (CFL) condition (Courant, Friedrichs, and Lewy, 1967). This condi-
tion relates the resolution of a grid point with the wind speed in it and the
time step of calculation. It indicates that an air parcel can not move far-
ther than the size of a grid box within one time step. If it does, the model
will stop. In the presented case, this occurs mostly in the vertical direc-
tion at slopes, where the vertical extent of a grid box is smaller than the
height difference to the adjacent grid box. The range of problematic grid
box sizes depending on the slope angle is shown in Lundquist, Chow, and
Lundquist (2010b). The authors show that with the given aspect ratio of 3
in this model, maximum slope angles should not exceed 20◦.
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To address this limitation, two possibilities exist: The first is to set the do-
main at such a location that steep slopes are excluded. This is not com-
pletely possible for the Fendt domain (c.f. Figure 4.2): The Lech valley west
of the high terrace and the northern foothills of the Ammergau Mountains
proved especially problematic but can be excluded; the Hohenpeissenberg
can not as it is very close to the area of interest. Here, the second ap-
proach has to be applied, which is the smoothing of the elevation model
data. The possibility to do this is present in WPS. Its settings can be found
in geogrid/GEGRID.TBL.ARW. Here, in the section for the height model
(HGT_M), a smoothing option can be specified, as well as the amount of
iterations of the algorithm. Finding the correct amount of iterations that
smooth the input data sufficiently while not changing the data too much is
again part of trial and error. For the simulations presented here, the follow-
ing settings produced satisfactory results:
smooth_option = 1-2-1; smooth_passes=24

The effects of the smoothing are shown in Figure 4.3. It shows the slope an-
gles of adjacent grid points over 15 km in east-west direction at 47.795◦ lat-
itude (cut through the southern part of the Hohenpeissenberg). All slopes
are less steep after the smoothing process, meaning loss of information,
but the benefit can be seen at those locations where angles exceeded 20◦:
These are now within the range given by Lundquist, Chow, and Lundquist
(2010b). This treatment of the DEM data at preprocessing level removed a
substantial reason for numerical instabilities.

FIGURE 4.3: Comparison of smoothed and unsmoothed
DEM data.

4.5.2 Selection of time spans

The following criteria were considered during the selection of the two 48
hour periods: No rain observed during the time; few clouds to have high
solar insolation, high soil temperatures and therefore strong convection;
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no significant weather changes during the time, indicating for example
the passage of frontal systems; wind speeds in the boundary layer below
10 m s−1.

These criteria were selected so that the periods represent times where tur-
bulence can develop freely within the domain without being influenced too
strongly by external factors. The relatively low wind speeds are a require-
ment of the modeling approach using only one nest: As no information
about turbulence or vertical wind speeds is included in the meteorological
boundary conditions, vertical motions have to develop within the model
domain. This takes space proportional to the wind speed. Higher speeds
result in larger areas at the inflow side of the model where turbulence is not
developed, while lower speeds result in smaller such areas. This has also
be considered when setting the total horizontal size of the domain.

An additional requirement for the selected period was the presence of high
quality measurement data from the ScaleX infrastructure.

The times were selected using data from the Eddy-Covariance tower and
the wind Lidar.

4.5.3 Time stepping

The time step of the model is given in the WRF documentation as being
on the order of six times the horizontal resolution in km (Skamarock et al.,
2008), resulting in a recommended time step of 0.18 s. At such temporal
resolution, it is useful to test a range in order to find the maximum possible
time step, as this can decrease the required computing time substantially.

Additionally, WRF offers a module for an adaptive time step (Hutchinson,
2007), where the CFL condition is evaluated at runtime and the time step
adapted, if necessary. It can be limited by a minimum and maximum time
step and the maximum change is given by a user defined value.

The usage of the adaptive time step proved useful for the WRF-LES: Initial-
ization time steps, or the first few steps, required a much smaller δt than
the rest of the simulation. Using the adaptive time step, this can be solved
by setting the minimum to what is needed during the model start and the
maximum to the maximum possible time step the model will run on with-
out instabilities.

Problems occurred at times when meteorological boundary conditions are
updated. These time steps are pre-determined by the reanalysis data as
those times for which data exists. During some runs of the model, the adap-
tive time step of well below a second lead to the fact that the exact time for
the new boundary conditions was skipped by the fraction of a second. The
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code then can not find the required input and the simulation stops. This
was amended by regularly writing restart files and then restarting short be-
fore the crash time. In most cases, the required time step was then met and
the boundary conditions read.

4.6 Final setup for the general model

The final selected model domain covers 15 by 15 km around Fendt with
a horizontal resolution of 30 m, resulting in 500 by 500 grid points. The
TERENO infrastructure is not centered but shifted by about 50 grid points
to the west and 30 to the north in order to not include the orographically dif-
ficult Lech valley to the west and the foothills of the Ammergau Mountains
in the south. To achieve this, the domain was centered on 47.823◦ north and
11.079◦ east. The projection was also centered on this latitude. The DEM
for the area is smoothed to avoid steep slopes. The final height model can
be found in Figure 4.4. The difference in details to the unsmoothed eleva-
tion model shown in Figure 4.2 is distinct. The height covers a range from
530 m in the north east to 960 m above sea level on the summit of mount
Hohenpeissenberg. The only water surface is the Zellsee straight north of
Fendt, river and stream surfaces are present in reality but too small to be
represented by a 30 m resolution.

Further information about the domain can be derived from the land use
map shown in Figure 4.5. The area is dominated by pastures that cover
most flat and drained surfaces. The second most abundant class is ever-
green needle leaf forests, consisting mostly of agriculturally used spruce
plantations. Areas not or less agriculturally used (low areas near drainage
channels and the flank of the high terrace) are covered in mixed forests and
wetlands.

The vertical dimension of the domain reaches up to 500 hPa, which corre-
sponds to roughly 5500 m above sea level and therefore easily encompasses
the PBL. It is split into 150 vertical levels with variable heights. Within the
PBL up to a height of about 2000 m above sea level the resolution is at
≈11 m. Above, the vertical levels are stretched up to 150 m in the topmost.
The distribution of height levels is shown in Figure 4.6. With this approach
a high number of levels can be achieved within the PBL where the ratio
between ∆x and ∆z is important, while keeping the total amount of levels
sufficiently low.

The data sets used for the generation of initial and boundary conditions are
described in Section 4.2. Meteorological boundary conditions are updated
every six hours.
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FIGURE 4.4: Area of the final model domain, with smooth-
ing applied.

The physics parameterizations of the model runs used the WSM 5-class mi-
crophysics scheme (Hong, Dudhia, and Chen, 2004) for the treatment of
moisture. Radiation processes in the shortwave and longwave range were
computed by the rapid radiative transfer model (RRTMG) scheme (Iacono
et al., 2008), which was updated every four model time steps. It models
the radiation through the whole atmosphere, adding levels when the WRF
domain does not reach up to 50 hPa. The Noah LSM was used as the soil
model and the MO-similarity with the modifications by Janjić (1996). No
parameterizations for clouds, boundary layer physics or urban areas were
used.

In the dynamics section of the namelist, the following settings were used:
The eddy coefficients were calculated by the 1.5 order TKE closure (see Sec-
tion 3.1.7), evaluated in physical space. 6th order diffusion was allowed
down-gradient. At the top 500 m of the model, a Rayleigh damping layer
was introduced to prevent the reflection of secondary waves. The model
was run in non-hydrostatic mode. The NBA-SGS model was chosen for the
calculation of the eddy coefficients for momentum.
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FIGURE 4.5: Land use in the final model domain.

At the domain edges, 15 rows of grid points were assigned for specified
boundary value nudging, with one specified row and 14 rows for relax-
ation. This prevented instabilities during the reading of new boundary con-
ditions, as it lowers the gradients between boundary conditions and values
within the model domain.

The following two periods were selected for the simulations: 15-17 July
2015 and 6-8 July 2016. Both were times of high solar radiation, few clouds
and no rain. During both times, data from a multitude of the ScaleX in-
strumentation is available. The time span of 48 hours per model covers
two sunrises and two sunsets and therefore stable nocturnal as well as day-
time turbulent boundary layers. Both models were initialized at 00:00 UTC
(02:00 local time). Geostrophic wind speeds differ between the two peri-
ods, with those in the 2016 model being slightly higher (up to 5 m s−1 in
the boundary layer). As the wind speed is one factor of the CFL condition,
the 2016 model had to run on a smaller time step than the 2015 model to
guarantee stability. Accordingly, the 2015 model was run with a maximum
time step of 0.25 s, the 2016 model with 0.2 s. Both models had a minimum
time step of 0.0625 s that was only used during the model initialization.
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FIGURE 4.6: Distribution of vertical levels in the WRF-LES
domain. The red line marks the surface.

As the model needs time to go from a stationary initialization state to a re-
solved flow field, 6 hours after initialization were considered spin up time
and only data after that time was evaluated. The spin up is accelerated by
the sunrise that induces turbulence.

For a comprehensive overview of the settings used to drive these models,
the namelist files for WPS and WRF are given in the Appendix (B and C).

4.7 Final setup for the soilnet model

An additional model run was conducted for the same domain with the in-
tent of quantifying fluxes of heat and moisture. These fluxes are a standard
output of the used Noah land surface model, but the high temporal and
spatial resolution of the LES method also allows for a quantification in any
desired height by using the Eddy-Covariance method (e.g. Aubinet, Vesala,
and Papale, 2012) also described in Section 3.4. The additional run was
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24 hours long and covers 15 July 2015 0000-2400. It uses the setup described
above with a substantial change:

FIGURE 4.7: Soil moisture [%] at Fendt at 0000 UTC 15 July
2015. The points in the background show the soilnet data,
the large points show the interpolated values on the WRF

grid. The white star is the EC-station.

The initial conditions for soil temperature and soil moisture were changed
to represent the conditions measured with the soilnet sensor network (see
Section 4.8.3). The data measured at 0000 UTC 15 July 2015 in the topmost
level was taken and transferred on the WRF grid. The soilnet data is avail-
able in a interpolated grid with a resolution of ≈0.00005◦ (≈ 5 m) and has
therefore to be interpolated onto the WRF grid. The following approach
was chosen: For the coordinates of one WRF grid point, all soilnet measure-
ments within 45 m (=1.5∆x) of the WRF grid center are taken and averaged.
Alternative approaches would have been interpolation via inverse distance
weighting or kriging. The described simple approach was chosen because it
gives a distribution that closely resembles the pattern found in the measure-
ments and also dampens extreme values that might lead to large gradients
and subsequently model instabilities.

Figures 4.7 and 4.8 show the measured soil moisture and temperature, re-
spectively, as well as the values interpolated onto the WRF grid. The white
star marks the EC-station (see Section 4.8.2) that provides the measure-
ments for model evaluation. These interpolated points can easily be used
as substitution for the according points in the wrfinput file that contains the
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FIGURE 4.8: Soil temperature [◦C] at Fendt at 0000 UTC 15
July 2015. The points in the background show the soilnet
data, the large points show the interpolated values on the

WRF grid. The white star is the EC-station.

initial conditions for the model runs. It is clear that the area of the soilnet
is smaller than the total model domain by orders of magnitude. Yet, also
soil properties from the area around the soilnet influence the conditions at
the Fendt measurement site. Therefore, the conditions of the soilnet have
to be transferred to the rest of the domain, as they are considered to be a
better representation of the soil properties than that given in the standard
WRF input. To extrapolate the measured moisture to the whole domain,
a random distribution of values was created, using the mean of the mea-
surements and half of its standard deviation (using 1 standard deviation
led to negative soil moisture values). At every grid point not covered by
the soilnet, a random sample from this distribution is drawn and set as the
value. Additionally to adapting the whole area to the measurements, this
also creates small scale gradients in moisture. It is known that differences
in soil properties and random perturbations in the atmosphere are both en-
couraging the development of turbulence in a LES (Mirocha, Kosović, and
Kirkil, 2014). This is expected to behave comparably.

WRF uses (when using the Noah LSM as land surface model) soil infor-
mation in four layers. To determine the moisture for the lower layers, the
difference between the layers found in the standard data set was applied to



66 Chapter 4. Setup of the WRF-LES and evaluation data

the new data to create a natural gradient in the soil. This is done for con-
sistency only, as it is not to be expected that the soil properties of any but
the topmost layer change within the 24 hours of the model run. This was
confirmed by the evaluation of the earlier conducted model runs described
above.

The approach for changing the soil temperature is similar, but additional
respect has to be paid to the dependency on height: Soil temperatures in
lower heights are higher than above. All grid points covered by the soilnet
again use averaged measurements from the surrounding 45 m. All other
grid points are then in a first step corrected by the mean difference between
the soilnet data and the original data found in this location. Additionally, a
random deviation constructed from the range of the soilnet measurements
is added. The random sample is using the mean and half of the standard
deviation of the measurements. This approach retains the height gradients
and adds random perturbations, also enhancing the development of tur-
bulence. The lower levels are treated the same way as was done for the
moisture.
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FIGURE 4.11: Locations of the grid points used for data gen-
eration (shown in blue). The white star marks the location

of the EC-station.

Figure 4.9 shows the differences between the soil moisture of the top soil
level in the original data and the changed data. The original data shows
almost no variability between grid points and the whole area has the same
moisture of ≈0.29 m3m−3. In the adapted domain, the moisture is, on aver-
age, only half as high and it varies by a larger margin.

Obviously, the generated moisture data in grid points surrounding the soil-
net area does not represent a natural moisture field. Evaluation of the result-
ing data is only done over grid points with measured data. The motivation
to include the randomized field around is twofold: To incite an enhanced
development of turbulence and to make sure that possible advected flux
parts do not deviate too strongly from the measured conditions.

The soil temperature, shown in Figure 4.10, is on average 2 K warmer than
in the original data. The height gradients are retained, while the variability
is increased. The span between minimum and maximum is comparable
between both data sets.

The images show that the period around the 15 July 2015 was compara-
tively dry and the temperatures were high.

For the evaluation of the fluxes originating from the surface over the soilnet,
30 grid points in a 6 by 5 raster were chosen as locations where time series in
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model resolution were written. This data can be used to calculate turbulent
fluxes. Their locations are shown in Figure 4.11.

Additionally to the changes in the initial soil conditions, this model run
uses the surface layer formulation by Jiménez et al. (2012) instead of Janjić
(1996) (see Section 3.3.2), as this was shown in preliminary experiments to
produce realistic flux profiles.

4.8 Description of the data used for model evaluation

This section contains short descriptions of the measurement devices used
in this study: the VirtualTower, the EC-station and the soilnet-installation.
Along with a short explanation of the mode of operation, the preprocessing
of the data, if applicable, is discussed. In parts, this closely follows Hald
et al. (2019).

4.8.1 VirtualTower

Three Doppler Lidars (model StreamLine XP, Halo Photonics Ltd, Worces-
ter, England) were placed approximately 500 m apart in a triangular ar-
rangement. Each Doppler Lidar (DL) retrieves the speed of the air along
a beam by measuring the Doppler shift in light as it is backscattered by
aerosols. All three Lidars simultaneously performed a scan along a vertical
profile, producing a virtual measurement tower. While a single Lidar can
only measure speeds towards or away from its location, the combination
of three is able to measure all three wind components (u, v, w), where u is
the zonal, v the meridional and w the vertical wind component (Newman
et al., 2016). The wind vectors follow from rotation of the along-the-beam
wind vectors observed nearest to an intersection along the virtual profile
(Stawiarski et al., 2013; Vasiljević et al., 2017). The points along the vertical
profile were chosen 3 m apart up to 20 m above ground and 18 m apart up
to a height of 1000 m above ground. The range above a depth of 1000 m was
excluded here because of discontinuous observations further away from the
Doppler Lidars, following detection limitations thought to be related to a
decrease in particle density away from the surface that leads to decrease
in backscattered laser light signal. The measured values of w in the low-
est levels were considered unreliable and are therefore excluded from the
evaluation.

Aggregations in 10, 20, 30 minutes were computed from one minute DL
scans of 1 Hz integration per beam. The Lidar measurement period over-
lapping with the simulated period was from 0600 UTC 15 July to 0000 UTC
17 July (42 hours) for the 2015 measurement campaign, which included two
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sunsets and one whole night. The overlapping period for the 2016 cam-
paign spans 32 hours, from 1600 UTC 6 July to 0000 UTC 8 July, covering
two sunsets, one sunrise and one whole night and day. To perform a mean-
ingful comparison, the measured wind speeds were linearly interpolated to
the heights of the model levels.

Figure 4.12 shows the positioning and mode of operation of the Virtual-
Tower.

FIGURE 4.12: Structure of the VirtualTower installation.
Three Lidar beams form a virtual tower at the common cen-

ter of three intercepting beams.

4.8.2 EC-station

The mode of operation of an EC-station is based on high-frequency mea-
surements of wind speed, other meteorological parameters and trace gases
and is described in detail in Section 3.4.

The EC-station located in Fendt (see Figure 4.11) measures in a height of
3.5 m with a frequency of 20 Hz. Evaluated results of the measured fluxes
are averaged over 30 minutes. Main components are a CSAT3 sonic anemo-
menter by Campbell Scientific (UT, USA) and an open-path infrared gas an-
alyzer (LI-7500, Li-Cor, NE, USA). Data logging and storage are handeled
by a CR3000 data logger (Campbell Scientific, UT, USA). A CNR4 four com-
ponent net radiometer (Kipp & Zonen) measures the radiation balance at
the station. A more detailed description of the used instrumentation can
be found in Zeeman et al. (2017). Flux calculation within the device and
quality control of the measurements is done by the TK3-software package
(Mauder and Foken, 2011). A detailed evaluation of the measurements over
longer time periods, the footprint (i.e. the area where the measured fluxes
come from) and the climatic conditions at the site is presented in Soltani et
al. (2017). The station is located in a valley with N-S-extension, with grass
as the dominant soil cover. Forests are within a few hundred meters. The
conditions are not ideal for the application of the EC-method, but during
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northerly and southerly flows, the footprint of the EC-station is nearly ho-
mogeneous. Soltani et al. (2017) also treat the problem of the energy balance
closure in Fendt. Here, the long-term energy balance closure is determined
as 0.65, meaning that only 65 % of the measured incoming energy can be
measured again as turbulent fluxes. The authors show a clear dependency
on the diurnal cycle (with a much better closure during day) and on the sea-
sons, with better values during spring, summer and autumn. Both effects
can be attributed to the probability for unstable boundary layer conditions
that invoke turbulent motions. The EC-station in Fendt is part of ICOS
(Integrated Carbon Observation System, https://www.icos-cp.eu/),
a European measurement network for determining carbon fluxes and bud-
gets of greenhouse gases.

Due to the use of the TK3-software, the resulting data sets already contain
flux and radiation aggregations over 30 minutes and can directly be com-
pared to the LES fluxes.

4.8.3 Soilnet

The soilnet is used to gather information about soil moisture content and
soil temperature that is used in this work as driver for the LES experiments
on the latent and sensible heat flux. The soilnet at the Fendt site consists of
55 sensors: 20 are regularly placed on a grid on a 70 by 70 m area and the
other 35 are randomly scattered over a 300 by 300 m surface. The sensors
measure moisture and temperature in three depths (5, 20, 50 cm) and with
a 15 minute time resolution and transmit the data wirelessly to a storage
system. At every location in the mesh and at every depth, three sensors are
installed: one dielectric soil water potential sensor (MPS-6, Decagon De-
vices) and two electromagnetic soil water content sensors (SMT100, Trueb-
ner GmbH). All three are also able to measure temperature. The redundant
structure was chosen so that inconsistencies can be detected and small-scale
gradients measured. Further information on the mode of operation of the
sensors can be found in Bogena et al. (2010) and a more detailed descrip-
tion on the structure of the soilnet in Fendt in Kiese et al. (2018). Fersch et
al. (2018) show results of the soilnet in comparison with other soil moisture
related measurements.

The raw soilnet data from the irregular grid is transferred to a regular grid
with 5 m spacing via kriging. The parameters are given in (Fersch et al.,
2018). This data is then interpolated to the WRF grid points as described in
Section 4.7.

https://www.icos-cp.eu/
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Chapter 5

Results and discussion

In this chapter the results from the conducted simulations are presented.
The following three research questions are addressed:

1. can a LES for realistic conditions with only one domain and driven di-
rectly by reanalysis data develop turbulent structures that are similar
to those seen in idealized or nested models?

2. do the meteorological conditions in the model match those measured
in the field and where are the differences?

3. what is the benefit of using LES instead of a much simpler and com-
putationally less expensive mesoscale simulation?

The first question is there to ensure the functionality of the model, the sec-
ond addresses the quality of the solutions. They have to be answered with
yes in order to find an answer to the third question, attempting to trans-
fer the findings from a single point in the domain over the whole modeled
area. If the answer for the third question is also yes, then the presented ap-
proach for modeling can be used to produce a four-dimensional flow field,
with information for every point in space and time. This is not possible
with measurements. The discussion of these three questions closely follows
Hald et al. (2019).

With the four dimensional data, further studies can be connected: Using the
high-resolution soilnet data, an additional model run can be constructed, in
which the known soil information is connected with the evaluated turbu-
lence and flow information to calculate the fluxes of sensible and latent heat
in the area of interest. Due to the high spatial resolution, the dependence
of flux patterns on the ground can be investigated and the data can help
to find indications of why the energy balance is not closed in the measure-
ments of these fluxes. Three more questions are addressed here:

1. how do the simulated fluxes from the LSM compare to measured
fluxes?
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2. how do fluxes calculated using the EC-method compare to the mea-
surements and those from the LSM?

3. can patterns in the soil temperature or moisture be detected in the
turbulent fluxes above?

5.1 General turbulence development

As noted in the very first question above, the first condition is that the sim-
ulation produces turbulent structures in a way that is known from other
LES experiments found in the literature. This general development of tur-
bulence in the model domain is shown through the analysis of two distinct
cases occurring during the model period, one with low and one with higher
geostrophic wind speeds.

Figure 5.1 shows the instantaneous values for horizontal and vertical wind
speed during a time period with low horizontal wind speeds, 1000 UTC
16 July 2015. The top panel of Figure 5.1 (a and d) show the values taken
from the 9th model level (≈ 100 m above ground). The plot for the ver-
tical wind speed (Figure 5.1d) shows the typical situation for a boundary
layer that is driven by buoyancy: spatially small areas with rising air are
surrounded by larger patches of downdrafts. These cells of alternating up
and downdrafts develop when the ratio between boundary layer height
and Obukhov length, zi/L, is strongly negative. The Obukhov length, L
(see Section 2.4.4), is strongly negative. The boundary layer height zi was
determined using the gradient method by Sullivan et al. (1998, Section 2.3).

Deardorff (1972) finds cells at zi/L < –4.5 and LeMone (1973) at zi/L < –10.
In the shown case, the bulk of the grid points exhibit values between –10
and –25. The total range of is from –60 to 0. Due to the inhomogeneities in
terrain and land cover and the changing meteorological drivers, values of
zi/L can vary strongly between adjacent grid points. This is in contrast to
idealized simulations, where all grid points are expected to behave equally.

The boundary layer height and the resulting zi/L is shown in Figure 5.2 for
the time shown in Figure 5.1. For both values, a spatial average of 60 by
60 grid points is taken, i.e. for every grid point an average vertical profile
of 3600 grid points is calculated. To find the height of the PBL, the largest
gradient in the potential temperature is determined in this averaged pro-
file. The Obukhov-length is calculated in the same manner. This approach
lowers the variability that is present in smaller averaging spaces or by tak-
ing every grid point by itself. The height of the PBL is varying between 0
and 1100 m, with the lowest values being close to the domain edge that is
not considered in this evaluation due to edge effects. The average height is
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FIGURE 5.1: Instantaneous values of wind components (a-
c: horizontal wind speed, d-f: vertical wind speed) for a
time step of low horizontal wind speeds (1000 UTC 16 July
2015). a and d: values from the 9th vertical model level
(≈ 100 m above ground). The circle shows the position of
the VirtualTower. b and e: cut from west to east through
the VirtualTower position. c and f: cut from south to north

through the VirtualTower position.

between 400 and 600 m over the domain. The highest values are reached at
locations with strong thermals, high TKE values and a strong heat flux. zi/L
follows this pattern and shows moderately convective conditions where the
PBL height is at an average value, while it indicates strongly unstable con-
ditions where the PBL height is large.

The patterns in Figure 5.1 diverge from their ideal cell-like counterparts
taken from idealized LES-Models (see e.g. Moeng et al., 2007) because of
a horizontal wind speed larger than zero and inhomogeneities in surface
properties and elevation. Modifications due to the underlying height gra-
dients can be seen in the southwestern part of the domain where the moun-
tain is located. On the southeastern slope is an accumulation of grid points
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FIGURE 5.2: Boundary layer height (a) and zi/L (b) for
1000 UTC 16 July 2015. NA values are grey and result from

the spatial averaging over 60 x 60 grid points

with rising air (Figure 5.1d), possibly resulting from solar radiation com-
ing in at an angle and heating the slope more than the surroundings. The
thermals show rising speeds of up to 5 m s−1 while the sinking air never
exceeds 3 m s−1.

The lower two rows of Figure 5.1 show vertical cross-sections through the
position of the VirtualTower from west to east (b and e) and from south to
north (c and f). Both cuts reveal an area of distinct shear at about 2000 m a.s.l.
This originates from the reanalysis data used to drive the model, as the
simulation can not produce shear on its own within this domain. It does
not coincide with the boundary layer height, which is at ≈500 m to 700 m
above ground during this time (evaluated by the gradient method applied
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to a spatial mean of 60 by 60 grid points at every grid point). The upper
limit of the boundary layer is at the upper maximum extent of the thermal
structures, especially visible in Figures 5.1e and f.
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FIGURE 5.3: Instantaneous values of wind components (a-c:
horizontal wind speed, d-f: vertical wind speed) for a time
step of high horizontal wind speeds (1600 UTC 7 July 2016).

Same structure as in Figure 5.1

Figure 5.3 shows a time of high horizontal wind speeds (1600 UTC 7 July
2016) from a northerly direction. Due to the fact that WRF does not use any
information about turbulence (e.g. vertical wind speeds or TKE) in the me-
teorological boundary conditions derived for real cases, turbulence has to
develop within the domain. If horizontal wind speeds are larger than 0, this
limitation of WRF manifests in areas of underdeveloped turbulence at the
inflow edge of the domain, in the case of Figures 5.3a and d at the north-
ern edge. When using WRF in an idealized mode and applying periodic
boundary conditions, this problem does not arise, but when nesting an-
other domain within the periodic domain, it can be noted. Several studies
have described this behavior: Mirocha et al. (2013) used one way nesting
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in a neutral boundary layer, finding large streaks of underdeveloped tur-
bulence at the inflow boundary with their extent depending on the used
subgrid scale model, the geostrophic wind speed and the horizontal reso-
lution of the model. They find that the NBA subgrid scale model used here
shows the best results of the ones that are implemented in WRF and that a
higher resolution allows for a quicker development of turbulence. The size
of the undeveloped turbulence is dependent on the wind speed: The higher
it is, the larger the area. Muñoz-Esparza et al. (2014a) find similar charac-
teristics and propose the application of perturbing the temperature fields
at the domain edges. This is applied to a realistic case in Muñoz-Esparza
et al. (2014b) and to idealized neutral, stable and convective boundary lay-
ers in Muñoz-Esparza and Kosović (2018). It has to be noted that the au-
thors listed here use geostrophic wind speeds of 5 and 10 m s−1 (Mirocha
et al., 2013), 10 m s−1 (Muñoz-Esparza et al., 2014a) and 5, 10, and 15 m s−1

(Muñoz-Esparza and Kosović, 2018) as boundary condition. These wind
speeds are rather high and responsible for the size of the area of unresolved
turbulence. In the case presented here, wind speeds rarely exceed 5 m s−1

in the boundary layer (cf. Figures 5.8 and 5.12, ignoring the nocturnal low-
level jets that are above the boundary layer). This limits the size of the area
of underdeveloped turbulence to what can be seen in Figure 5.3. Addi-
tionally, Mirocha, Kosović, and Kirkil (2014) note that the development of
turbulence is favored by the presence of slopes in the domain and a posi-
tive heat flux at the surface, both of which exists in the modeling approach
presented here.

The extent of the space in which no turbulence is developed can be seen
on the right side of Figure 5.3c. In this case, with a mean wind speed of
3.4 m s−1, it takes about 50 grid points distance from the inflow edge until
turbulence develops near the ground and 150 grid points until turbulence
is visible over the whole column. In cases with higher wind speeds the
amount of grid points it takes until turbulence is developed fully is signifi-
cantly larger. This has to be considered when setting the size of the model
domain.

More information about the validity of the simulations and a sign that tur-
bulence is indeed developed in the domain can be gathered from the spec-
trum of the frequencies of turbulence in Figure 5.4. Here the spectra from
five different locations in the domain are shown: all are on the same longi-
tude in the center, but on different latitudes. Far north is 50 grid points away
from the northern edge, north 150 grid points, center is in the center of the
domain, and south and far south are in 350 and 450 grid points distance from
the northern edge, respectively. The data is taken over two hours (1500-
1700 UTC 7 July 2016), containing the time step shown in Figure 5.3. Before
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performing the Fourier transformation, the data is de-trended and tapered
by the use of a cosine bell taper to the first and last 10 % of the data, follow-
ing the instructions in Stull (1988) by using the function ’spec.taper’ in the
statistics software R. Shown are resolved frequencies in the horizontal wind
speed. Only the point closest to the inflow edge shows a underdeveloped
spectrum, where only the largest structures are resolved and spectral den-
sities drop at high frequencies. All other points show similarly developed
spectra with a distinctive inertial subrange. This proves that the simulation
results presented here are valid and can be used further, under the condi-
tion that grid points without developed turbulence are omitted from the
analysis.

In terms of stability criteria, the period shown in Figure 5.3 is different to
the one in Figure 5.1: Values for zi/L are in the range of 0 to –13 over the
whole domain. In contrast to cells forming, these values are within the
range shown by LeMone (1973) and Deardorff (1972) to possibly produce
roll like structures in the boundary layer. A comprehensive review on these
rolls can be found in Etling and Brown (1993). There are elongated struc-
tures present in Figure 5.3, especially visible in the vertical wind speeds in
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FIGURE 5.5: Boundary layer height (a) and zi/L (b) for
1600 UTC 07 July 2016. NA values are grey and result from

the spatial averaging over 60 x 60 grid points

the eastern part of the domain.

During these conditions the determination of the PBL height by use of the
gradient method applied to instantaneous values of temperature has its
limitations, as can be seen in Figure 5.5. The range is similar to the one
shown in Figure 5.2, but the variability within the domain is higher. Unreal-
istically low heights are adjacent to very high values. The distribution is in
agreement with the horizontal wind speed, especially the north-south com-
ponent: Very low PBL heights are in areas with high wind speed, while the
high values are where V is low. zi/L is more homogeneous, with slightly
unstable conditions prevailing. Where the wind speed is low, convective
effects have a stronger influence and the layering is more unstable.
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The simulated periods of twice 48 hours encompass several states the at-
mospheric boundary layer can be in. Instances of strongly and moderately
convective periods are shown in Figures 5.1 and 5.3, respectively. Neutral
stratification is a theoretical construct that happens very rarely in nature.
It can be found at times when the unstable boundary layer turns stable or
vice versa. These conditions are present during sunset and sunrise. The
stable boundary layer on the other hand occurs in most nights. Stable noc-
turnal boundary layers are characterized by low wind speeds and a strong
negative temperature gradient with height. The stable layering dampens
turbulence, the turbulent structures are smaller than during day (e.g. Stull,
1988). The smaller the turbulent structures, the smaller the model resolu-
tion has to be in order to resolve these structures.

Figure 5.6 shows spectra from times of strongly and moderately convec-
tive periods and a night period at the location of the VirtualTower. To keep
the data comparable, it is in all three cases taken from the 15 vertical lev-
els below the averaged boundary layer height during the time considered.
During day, the boundary layer height is determined by using the gradient
method. The determination of the nocturnal boundary layer height cannot
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be accomplished by searching for the largest gradient in the potential tem-
perature, because these gradients are within the boundary layer. Its height
is limited by the residual layer above, in which the temperature gradients
with height are small. As there is, to the author’s knowledge, no formal
method of determining the height of the nocturnal boundary layer, it is de-
fined here as the height in which the gradient in potential temperature falls
below 5% of the largest gradient measured beneath (see Equation 2.4).

It is evident that turbulence in the moderately convective case shown in Fig-
ure 5.6 is best resolved. This is the time shown in Figure 5.3, characterized
by high horizontal wind speeds. The spectrum for the strongly convective
case is less well developed, there is less power on smaller scales. One rea-
son is that turbulent structures that are predominantly caused by buoyancy
are comparatively large. Another factor might be that this data is taken
from the 2015 simulation that uses a slightly larger time step. Neverthe-
less, the inertial subrange is developed. During night the spectrum shows
some scales of resolved turbulence. The total intensity is lower than in the
two other cases, which is to be expected due to the smaller eddies present
in the nocturnal boundary layer. An inertial subrange is discernible, but it
is smaller than in the other two cases. In all three cases, the intensities in
the vertical wind speed are higher than in the horizontal wind. According
to Kaimal and Finnigan (1994), a spectrum shows atmospheric turbulence,
when an inertial subrange is present and when the ratio in the intensities
between streamwise and vertical wind speed in this inertial subrange is
4/3. In the shown case the ratio is always positive, but ranging between 1
and 4. This is because the frequency range of the inertial subrange has to
be determined by hand and a small shift gives very different results. It is
also assumed that the fact that the vertical resolution in this simulation is
three times as fine as the horizontal resolution leads to more intensity in the
vertical portion of the turbulence. The conclusion from Figure 5.6 is that the
resolution of the models is sufficient for well-developed turbulence during
daytime, but may be too coarse to properly resolve nighttime turbulence.

5.2 Comparison with VirtualTower

The model data for the comparison with the VirtualTower wind measure-
ments was taken from four grid points in a 2x2 pattern at the location of the
VirtualTower. To weaken the influence of outliers, the data was averaged in
horizontal space and in time. For the height comparisons, the VirtualTower
data was linearly interpolated to the model height levels.

Figures 5.7 and 5.8 show the wind directions and wind speeds in the col-
umn above the VirtualTower for a) the model and b) the measurement in
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2015. The directions were calculated from the meridional and zonal wind
components, averaged over 10 minutes. Both figures only contain the time
steps at which data is available for both the model and the VirtualTower.
Dotted vertical lines mark the timing of the sunset, dashed lines mark the
sunrise.
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FIGURE 5.7: Wind directions from a) WRF-LES and b) the
VirtualTower for the 2015 simulation period. Model data
taken from 4 grid points in a 2x2 pattern and horizontally
averaged. Values are temporally averaged to 10 minute
means. VirtualTower data linearly interpolated to model lev-
els. Dashed lines: sunrise, dotted lines: sunset. Time steps
are on the x-axis, heights above sea level on the y-axis. Val-
ues of direction are color coded, NA values due to the lim-
ited measurement height of the VirtualTower are dark grey.

The comparable period in 2015 contains 42 hours spanning from 0600 UTC
15 July to 0000 UTC 17 July. The first day, according to the measurements,
is characterized by a well mixed daytime boundary layer with winds com-
ing from northeast. These conditions are reached in the model by about
1500 UTC. Before that, the model shows an area of shear rising from the
ground at 1000 UTC up to 1250 m a.s.l. at 1500 UTC. Above, the wind
comes from northwest. After 1500 UTC the model represents the directions
measured by the VirtualTower. This coincides with growing wind speeds
from 2 m s−1 to 5 m s−1 (see Figure 5.8). After sunset (dotted line), both
the model and the measurement show a shift in the wind direction from
northeast to east, and in the second half of the night, to south. During night
time a shallow nocturnal boundary layer develops. It is characterized by
mostly westerly wind direction and very low wind speeds. The nocturnal
boundary layer grows to a depth of about 110 m in the model and 150 m in
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the measurement during the second half of the night. The height of the noc-
turnal boundary layer is again determined by using the method described
in Section 2.3.
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FIGURE 5.8: Wind speeds from a) WRF-LES and b) the Vir-
tualTower for the 2015 simulation period.

After sunrise (dashed line) the differences between model and measure-
ment are largest: The observations show that the nocturnal boundary layer
starts to transition into the daytime boundary layer after 0600 UTC near
the ground with residuals remaining at around 200 m above ground. Af-
ter the disappearance of the residuals the boundary layer becomes well
mixed again with homogeneous directions (east) over the whole column.
The model does not capture the growth of the nocturnal boundary layer up
to the measured depth during night and simulates wind from south dur-
ing the morning with a region of shear at 1000 m a.s.l. Starting at around
1100 UTC, the agreement between model and measurement improves. Both
show a well mixed boundary layer with wind coming from northwest with
increasing wind speeds during that time. During the evening, both show
a shift from north over east to south. In the model this happens gradually
while the changes in directions are very distinct in the measurements. In
both cases, a new shallow nocturnal boundary layer develops.

As can be seen in Figure 5.8 the most prominent feature of the measure-
ments of wind speeds is the low-level jet (LLJ, e.g. Stull, 1988) during the
first night at around 900 m a.s.l. It coincides with the top of the stable noc-
turnal boundary layer and is characterized by high wind speeds in rela-
tively low heights. In many cases it is faster than the geostrophic wind
above. The speed shown here grows immediately after sunset to 5 m s−1.
It reaches its maximum at 2300 UTC with just below 8 m s−1 with a vertical
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extent shrinking from almost 400 m to 100 m. The jet comes exclusively
from the east and disappears suddenly at 2300 UTC, while the wind direc-
tion is shifting to the south. WRF-LES does capture the phenomenon of the
LLJ, but the representation is insufficient. The simulated jet appears before
sunset with the maximum approximately 5 hours early and 200 m higher.
The vertical extent is strongly exaggerated and the maximum wind speeds
are underestimated by about 2 m s−1. Due to the shift in time, the simu-
lated jet appears to come from northeast. A less pronounced LLJ can be
found during the second night. The representation in the model shows the
same shortcomings in timing, height and vertical extent as during the first
occurrence.

FIGURE 5.9: Wind speed in the meteorological boundary
conditions for 15 July 2015, 1800

The reason for the misrepresentation of the LLJ in the model data is the rep-
resentation of the LLJ in the reanalysis data used as boundary conditions.
The LLJ is not a local phenomenon and is not created within the domain. In
the reanalysis data used as boundary conditions the temporal and vertical
resolutions are not high enough. The ERA-Interim reanalysis uses 38 verti-
cal levels up to a height of 50 km. While no sign of the LLJ is visible in the
boundary conditions for 1200 UTC 15 July 2015, it is clearly visible as higher
wind speeds in the boundary conditions for the next time step at 1800 UTC
(see Figure 5.9). They reach 5.7 m s−1 in the fourth level at 820 m a.s.l. and
5.5 m s−1 and 4 m s−1 in the levels 6 and 7 (1060 and 1300 m a.s.l.). The 5th
level in between at 930 m a.s.l. and those above the 7th and below the 4th
show lower speeds of 3 m s−1. 1800 UTC is exactly the time when the LLJ
appears in the simulated data, as can be seen in Figure 5.8a. It also explains
the vertical stretching, caused by the high wind speeds in the reanalysis
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from 820 to 1300 m a.s.l. and the lower maximum wind speeds of the sim-
ulated LLJ compared to the observed, caused by maximum wind speeds of
6.1 m s−1 in the reanalysis. In the next set of boundary conditions that is
applied at 0000 UTC 16 July 2015, no signs of the LLJ are present in the data
and the wind speeds in all essential vertical levels are below 3 m s−1. For a
proper representation of the LLJ in WRF-LES, boundary conditions with a
high temporal, for example hourly, and a high vertical (<100 m) resolution
are required.
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FIGURE 5.10: Density plots of measured and simulated val-
ues for a) wind direction, b) horizontal wind speed and c)

vertical wind speed from the 2015 simulation period.

The temporal course of the vertical wind speeds (not shown) behaves as is
expected: during day and actively incoming solar radiation the 10-minute
averaged vertical wind speeds easily reach ±2 m s−1 with alternating up-
and downdrafts at the VirtualTower location. After sunset the vertical mo-
tions are quickly dampened and stay below ±0.5 m s−1. Directly after
sunrise the turbulence starts weak and takes another 3 hours to reach the
strength and vertical extent of the day before.

Density plots of the three discussed variables (direction, horizontal and ver-
tical wind speed) in Figure 5.10 give a broader picture. They show only
time steps and heights where both model data and measurement data are
available. The direction is simulated well, model and measurement show
a distinct maximum around north. The secondary maximum at 100◦ in
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the measurements is shifted towards south in the model. Westerly direc-
tions are rare in measurement and model. The distributions of the hori-
zontal wind speeds (Figure 5.10b) show two distinct features: the bulk of
the wind speeds is slightly overestimated by the model (limit for the first
quantile in the model: 1.69 m s−1, measured: 1.33 m s−1), while the max-
imum wind speeds are underestimated. These maximum wind speeds in
the measurements (7.83 m s−1) occur in the center of the LLJ that is, as de-
scribed above, insufficiently represented in the model. The maximum wind
speed in the model reaches 6.23 m s−1. The simulated vertical wind speeds
(Figure 5.10c) show a clear mean close to zero (–0.05 m s−1), matching the
theory of turbulence according to which vertical motions will average to
zero over a sufficiently long time period. The mean of the measured values
deviates from 0 and has a value of –0.15 m s−1, hinting at possible surface
inhomogeneities that favor downdrafts at the location. The model can not
represent this. Both distributions of vertical wind speeds are skewed to-
wards negative values. This is to be expected, since within one convective
structure the area on which air rises is small compared to the area on which
it sinks. If these structures pass by the VirtualTower with the horizontal wind
speed, the device will measure downdrafts for a longer time than updrafts.
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FIGURE 5.11: Wind directions from a) WRF-LES and b) the
VirtualTower for the 2016 simulation period.

The comparable period for the 2016 model covers 32 hours from 1600 UTC
6 July to 0000 UTC 8 July and therefore contains two sunsets and one sun-
rise. Both measurement and simulation show high wind speeds of up to
6 m s−1 (see Figure 5.12) coming from the north (Figure 5.11) before the first
sunset. These high wind speeds were the reason for the required smaller
model time step of the 2016 model in comparison to the 2015 model. The
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high wind speeds disappear during the first nighttime hours in the mea-
surements, while a shallow nocturnal boundary layer develops. Simulated
wind speeds diminish about one hour earlier. During the second half of the
night, directions shift from north over east to south while the wind speeds
are low. The model captures this shift very well in timing and vertical ex-
tent. It also hints at an area of shear between 1000 m and 1200 m a.s.l. that
can not be validated by the measurements. Both model and measurement
show a growth of the nocturnal boundary layer depth during nighttime,
while its maximum depth is again underestimated by the model. After sun-
rise the largest differences in the wind directions can be found. While the
measurements show the dissipation of the nocturnal boundary layer due
to beginning convection and northwesterly directions within the residuals,
the model shows an extension of the conditions above the nocturnal bound-
ary layer down to the ground with southerly directions. The position of the
area of shear sinks down accordingly. It has to be noted that the determina-
tion of a wind direction from the horizontal wind components during times
of low wind speeds, as they can be found here, are less reliable. Starting at
0900 UTC 7 July 2016, the agreement between model and measurement im-
proves again. Both show northeasterly wind directions and growing wind
speeds. The measured layer of the atmosphere is well mixed up to the max-
imum measurement height. After the second sunset the directions in model
and measurement agree well, both showing the here often found pattern of
a shift from north over east to south. The wind speeds, however, show the
model limitation already mentioned in the 2015 data: the LLJ occurring be-
tween 800 m and 1000 m a.s.l. after sunset is misrepresented by the model.
Here it again occurs earlier and before sunset and the vertical extent is ex-
aggerated. Due to the shift in time, the direction of the LLJ (east) is also not
represented in the simulation.

The repeating pattern of northerly wind direction during the day and south-
erly direction during night, which is observed during both simulation pe-
riods, is a consequence of the alpine pumping (Lugauer and Winkler, 2005;
Graf et al., 2016). This process is represented in the simulation, despite
being a mesoscale phenomenon. While its origin is present neither in the
boundary conditions, nor in the LES itself, its modification of the wind field
is existent in the reanalysis data. This shows that mesoscale influences are
only then absent in the simulation if both the origin and the effect of the
phenomenon are not representable on boundary condition or LES scales.

Conditions for the vertical wind speed are very similar to the 2015 model
period. During the day, updrafts and downdrafts reach up to ±2 m s−1.
After sunset the vertical motions disappear, first near the ground while the
air above the forming nocturnal boundary layer is still in motion, later over
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FIGURE 5.12: Wind speeds from a) WRF-LES and b) the Vir-
tualTower for the 2016 simulation period.

the whole column. After sunrise it takes about three hours until the high
vertical speeds are reached again.

The density plots (Figure 5.13) for the three measured and simulated vari-
ables show a similar picture as in the 2015 model period: directions (Figure
5.13a) are mostly north. The secondary maximum of the simulated values
at south represents the mismatch between model and measurement just af-
ter sunrise on 7 July 2016 (Figure 5.11). The two conclusions made from the
wind speed data of the 2015 simulation hold true for 2016: the bulk amount
of wind speeds is overestimated by the model (limit for the first quantile in
the model: 1.51 m s−1, measured: 1.23 m s−1) and maximum wind speeds
are underestimated: the model values only reach 5.2 m s−1 while speeds up
to 6.59 m s−1 were measured during the simulation period. Figure 5.13c,
showing the distributions of the vertical wind speeds, also confirms the
findings from the 2015 model: the mean of the measured values is strongly
negative (–0.25 m s−1) in comparison to the simulation mean of –0.04 m s−1.
Both distributions are skewed towards negative values.

5.3 Additional value of model output

Considering the small size of the domain it is possible that WRF-LES with
the setup described above primarily mixes the values prescribed by the
boundary conditions with little connection to the actual properties of the
selected area. To disprove this, a phenomenon within the model data has
to be found that is spatially or temporally so confined that it can not origi-
nate from the boundary conditions. One such phenomenon can be seen on
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FIGURE 5.13: Density plots of measured and simulated val-
ues for a) wind direction, b) horizontal wind speed and c)

vertical wind speed from the 2016 simulation period.

0210 UTC 7 July 2016, where the measured wind speeds close to the ground
are increasing from <2 m s−1 to 5 m s−1 for 50 minutes (Figure 5.12b). The
phenomenon reaches 150 m in height. The wind is coming from the west
(Figure 5.11b). A similar phenomenon is visible in the model data during
the same time. The duration is overestimated (90 minutes from 0230 UTC
to 0400 UTC), while height (70 m) and value of the wind speed (4 m s−1)
are underestimated. During the high wind speeds in the model, the wind
direction is also west, as seen in the measurements. This phenomenon is
not represented in the boundary conditions and has therefore to originate
from the local conditions. Measurements during other times have proven
that this phenomenon occurs regularly, always shortly before sunrise and
especially during summer. With just the point or column measurements the
origin can not be reconstructed. Here, the four dimensional output of the
model is a useful tool.

Figure 5.14 shows simulated wind speed data during the time of the phe-
nomenon described above. Each panel shows an area of 3.5 by 3.5 km sur-
rounding the VirtualTower (white spot in the center). Just west of the Vir-
tualTower, the western ridge (see Figure 4.4) is indented by a small valley
from west to east. Starting at 0130 UTC the conditions seen in Figure 5.14a
begin to develop: a significant flow from the mountain in the southwestern
corner of the domain brings excess air towards the small valley. This forms
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FIGURE 5.14: Temporal development of the flow passing
the VirtualTower (marked by the white spot) in the early
morning of 7 July 2016. Arrows are scaled by the wind
speed. Speed data averaged over four vertical levels be-

tween 33 m and 66 m above ground.

a pool of cold air with a vertical extent of over 50 m on the ridge west of the
VirtualTower, illustrated by the blue layer of relatively cold air on the left
side of Figure 5.15a. The air here is up to 4 K colder than the average (9 ◦C)
over the observed area up to 850 m a.s.l. and the horizontal wind speed
is below 1 m s−1. The cold air leaves the ridge through the valley and ac-
celerates on the plain. Data from the vertical wind speeds show constantly
negative values of up to –0.6 m s−1 on the steepest part of the slope during
the whole second half of the night. This in turn also increases the horizontal
wind speeds near the ground. On the plain the flow is deflected towards
the south (Figures 5.14a-c) in accordance with the wind direction just above
the nocturnal boundary layer measured at the time (cf. Figure 5.11). Due to
this deflection, the flow is not measured by the VirtualTower until later.

In the following hours (Figures 5.14d-f) the deflection is weakened and the
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flow takes a more straight western direction. It is during that time that
the VirtualTower measures increasing wind speeds in low heights. It is also
the time in which the vertical extent of the flow reaches its maximum with
about 70 m while it was more shallow before. Simultaneously, the depth
of the cold air reservoir on top of the ridge shrinks to below 10 m and the
deviations from the temperature mean are reduced from –3.2 K to –2.7 K
(Figures 5.15d-f, marked by the depth of the blue layer on the left side of
the panels). The diminishing gradient is a hint that the cold pool is no
longer replenished by flow from the mountain.

Soon after, the deflection takes an opposite sign and gives the flow a north-
ward component (Figure 5.14g), making it pass by the VirtualTower to the
north. Vertical wind speeds during this time on the slope are still negative,
but take an absolute lower value of –0.1 m s−1. The VirtualTower only mea-
sures this flow during a short moment in its transition from a southward
to a northward deflection. Soon afterwards, the sunrise dissolves the tem-
perature gradient on the western hill (visible as the more and more shallow
blue layer on the ridge in Figures 5.15g-i), stops the katabatic flows (Figures
5.14h and i) and the flow in the plain vanishes. The temperature deviations
on the hill drop to –1 K in the last shown two time steps (Figure 5.15h and
i).

If the measured spike in wind speeds really is the result of the described
katabatic flow would have to be determined by additional measurements,
but the results show that the model data can easily be used to identify possi-
ble drivers, while requiring much less effort than measurement campaigns.

To analyze such micrometeorological events, the used simulation has to
be run in a very high resolution: the horizontal resolution has to be fine
enough to resolve the fine gradients in the elevation model and the vertical
resolution has to have enough levels close to the ground that the shown
strong temperature gradients can be resolved. LES are the only approach
for this scale at the moment: the parameterizations that mesoscale models
depend on can not be used in such high resolution and direct numerical
simulations are computationally too expensive for an area the size of this.
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FIGURE 5.15: Temporal development of the potential tem-
perature deviations for the time steps shown in Figure 5.14.
The deviations are calculated from the mean of all data
points (temporal and spatial averaging). Cut from west to
east through the position of the VirtualTower (the black "I").
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5.4 Results of soilnet model

As was shown above, the WRF-LES configuration driving a single domain
directly with meteorological boundary conditions taken from reanalysis
data can represent the local conditions and improves the data situation over
measurements. The same setup can be applied to a set of initial conditions
with adapted soil moisture and temperature, as described in Section 4.7.
The results of that model run can be evaluated in a multitude of ways: First,
the differences of the fluxes from the Noah LSM between the models with
and without adapted soil information will be shown and compared to the
measurements of the EC-station. A second part takes the evaluation of the
fluxes calculated with the EC-method from LES data. The last part of the
evaluation is a closer look at the spatial differences between grid points,
something that is not possible with measurements.

The evaluation of fluxes is limited to the 12 hours between 15 July 2015
0600 UTC and 1800 UTC. This period is characterized by low general wind
speed from a constant direction (N) without clouds or precipitation. The
EC-station produced a continuous time series of valid observations during
the time. Starting at 0600 UTC allows for a sufficient spin up time of 6 hours
in the model. Details on the wind field characteristics can be found in Fig-
ures 5.7 and 5.8. The prevailing northerly wind direction means that the
soilnet is downwind of the EC-station and will not be part of its footprint.
The evaluation of the EC-station data showed that these are the typical con-
ditions during warm, sunny days and autochthonous weather situations.
Cases with southerly wind directions always occur together with changing
large scale influence and often times with rain, both of which would further
complicate the flux evaluation. It will become evident that the comparison
with the EC-station is limited due to the unclosed energy balance, for which
reason the problem of the footprint was ignored in the evaluation.

A second limitation lies in the height of the data availability: The EC-station
measures in 3.5 m height. A comparison with model data from here is not
possible, because the first model level is excluded from the evaluation due
to the use of MO and the resulting parameterized fluxes. The lowest height
for which LES fluxes are given is therefore ≈15 m or the middle of the sec-
ond grid box from the ground.

5.4.1 Comparison of LSM fluxes with those from the original model
and the EC-station

The first condition for a meaningful evaluation of fluxes is that the total
amount of available energy that is later distributed by turbulent fluxes, is
the same in measurement and model. In both cases this can be described by
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the net radiation, which is the sum of incoming longwave and shortwave
radiation minus the ground heat flux. The temporal development is shown
in Figure 5.16 for the original model run described in the previous sections,
the soilnet run with the adapted soil information and the measurements of
the EC-station. The data is taken from the 30 grid points shown in Figure
4.11 and averaged horizontally.
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FIGURE 5.16: Temporal development of the net radiation
for the unchanged model run, the run with soilnet informa-

tion and the EC-station

The figure shows that the available energy is very well comparable. The
temporal course is well matched by the model and absolute deviations be-
tween model and measurement are, apart from single values, below 10% of
the total net radiation. The differences between the two model runs arise
from different values in the ground heat flux, which is about double in mag-
nitude in the soilnet run compared to the unchanged model run. This is a
result of the changed soil information. Modeled net radiation in the soilnet
run is above the measured values in the morning and afternoon, and lower
during noon. The accumulated net radiation for the evaluated 12 hours
reaches 16700 kJ m−2 in the soilnet model and 17500 kJ m−2 in the measure-
ments.

With similar amounts of energy available in both model and measurement,
the resulting fluxes should be comparable, too and their distribution in la-
tent (LH) and sensible (HFX) heat flux is expected to be similar, if the prop-
erties of the ground are realistic in the model. This comparison is shown in
Figure 5.17, again for both the model with and without soilnet data. Model
fluxes are taken from the Noah LSM and are averaged horizontally over the
30 evaluated grid points.
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FIGURE 5.17: Temporal development of sensible heat flux
(top left), latent heat flux (top right) and total (LH plus HFX)
flux (bottom) for the unchanged model run, the run with

soilnet information and the EC-station

When only considering the HFX, the model without soilnet information ap-
pears to be closer to the measurement, while the soilnet model overestimates
the measured values by about 50%. The latent heat flux is overestimated by
both models, with the soilnet run being closer to the measurements. The
total flux shows the reason for the imbalances: Both model runs have sim-
ilar total fluxes, with different shares in latent and sensible flux that have
their origin in the different soil properties. Higher soil temperature and
lower moisture result in a higher share of the sensible heat flux. The sum
of the modeled fluxes represents exactly the net radiation from Figure 5.16,
while the total flux in the measurement stays well below the available en-
ergy. This shows that the energy balance of the EC-station is, as expected,
not closed for the evaluated time (see Figure 5.18). During the available 24
time steps, only 58% of the incoming net radiation is measured as turbulent
fluxes. This EBC lies below the long-term mean for the summer months of
70% (Soltani et al., 2017), caused probably by the low average wind speeds
during that day and the resulting, very slow moving TOS found by other
studies (Kanda et al., 2004; Inagaki et al., 2006).
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FIGURE 5.18: Energy balance closure of the EC-station for
the evaluated time.

The unclosed energy balance limits the possibility of a comparison of mea-
surements with the model, but the available data can still be used to see
if the model with soilnet information gives a better representation of the
fluxes than the model with the original soil data: If the errors in the mea-
surements of LH and HFX are of a similar magnitude (Foken, 2008), the
ratio of both (Bowen ratio) can be used as a measure of validity. To see if
the errors are equal in LH and HFX, one can use the same form of a scat-
terplot as in Figure 5.18, but with the Noah LSM fluxes on the x-axis as the
available energy (keep in mind that Noah LSM is energy conserving) and
the EC measurements as comparison on the y-axis. If regression lines for
the compartments (HFX, LH and total flux) are similar, the error in both is
equal, if they differ, the errors are different. This is done in Figure 5.19. The
comparison for the soilnet model (left side) shows similar slopes and offsets
for energy balances in all three compartments. Those for the original model
are different: The slopes between HFX and LH differ by 0.04 and the offset
even changes sign.

Under such conditions, the model run whose Bowen ratio is equal to that of
the measurement does a better job in distributing the fluxes. This is shown
in Figure 5.20. Soilnet model and measurements agree very well during
two thirds of the observed time, while the original model deviates due to
its higher LH. On the basis of this figure, the soilnet model is shown to better
represent the actual fluxes than the original model.

This concludes the comparison of modeled and measured fluxes. It was
shown that the model with the updated soil information gives a better
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representation of the fluxes measured at the EC-station than the original
model. Accordingly, the next sections will focus on the model run with
soilnet data. The fact of the unclosed energy balance limits any further eval-
uation, as the usual way of taking measurements as the truth and validate
model results against them can not be done here. Still, there is a lot more
information in the model data than in the measurements, coming from the
spatial resolution in the horizontal and the vertical.
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5.4.2 Comparison of LSM fluxes with LES fluxes

The second part of the evaluation applies the approach shown by Kanda et
al. (2004) to compare the turbulent fluxes from the atmospheric part of the
model with a ’truth’. This truth, or the real fluxes, will here be derived from
the Noah LSM fluxes, averaged horizontally over the 30 grid points. It will
be compared to the LES fluxes from single grid points, recreating the point
measurement of a EC-station, and to horizontally averaged LES fluxes to
derive information about the development of turbulent fluxes with height
and the influence of the SGS part.
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FIGURE 5.21: Temporal course of the LES fluxes compared
to the LSM flux in different heights. Heights are given in

approximate meters above ground.

A first overview over the horizontally averaged LES fluxes is given in Fig-
ure 5.21. Shown are the spatially averaged fluxes from the Noah LSM as
a reference and the LES fluxes (sum of resolved and SGS) in four selected
heights. A first glance shows that the LES fluxes exhibit a much larger tem-
poral variability than the LSM fluxes. Single data points show a doubling
or halving of the values. Comparing these spikes between LH and HFX
can hint to the cause: if both time series are affected, the reason is to be ex-
pected in the values of the vertical wind, as it enters the calculation of both
covariances. If the spike occurs only in one flux, the case lies most likely in
the moisture or potential temperature data. When overlapping the graphs
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(not shown) it becomes apparent that the spikes occur at the same time and
have therefore to be caused by the vertical wind speed.

Comparing the graphs for the LES fluxes in different heights allows several
insights: First, flux magnitudes decrease with height. While LSM flux and
LES flux from the lowest evaluated levels match very well in their magni-
tudes, only 70% of the flux in the lowest level can be found in the height
of ≈126 m. This is in accordance with the findings of other studies (e.g.
Schalkwijk, Jonker, and Siebesma, 2016) and shows that the energy balance
is not closed in greater heights. While the shape of the curves of LSM flux
and LES flux in the lowest level match quite well in their temporal course
and their variability, the shape varies a lot more in the data points from
higher up and the variability increases. The reason for this lies in the SGS
part of the fluxes. It is high lower down and shows, when plotted by itself,
a very low variability and a diurnal cycle similar to that of the LSM fluxes.
With decreasing influence of the SGS part, the strong temporal variability
of the resolved part becomes increasingly apparent. Averaged percentages
of the SGS flux to the total for the four displayed heights are 66, 17, 6 and
3%, respectively. Accordingly, the topmost level, which is level 12 in the
model, is the one where the criterion of SGS fluxes being below 5% of the
total fluxes (Steinfeld et al., 2007) is fulfilled.

When the variability is caused, as explained above, by the vertical wind
speed, a very probable cause are the TOS that lead to a non-zero average
of the vertical wind speed. As the values shown in Figure 5.21 are spatial
averages over a surface of 150 by 180 m, this also means that the TOS re-
sponsible for the spike has to have a larger diameter than that, otherwise the
spikes would be averaged out. Longer temporal averages are another way
of ensuring that TOS do not influence the measurements (Mauder and Fo-
ken, 2006). When displaying the fluxes for 1 hour averaging periods, most
of the spikes become smaller while others are still present. The TOS respon-
sible for the unclosed energy balance are therefore larger than the observed
surface and sometimes have a periodicity of over one hour, meaning that
even an hour of averaging time is not enough to capture all eddys during
the simulated day.

Another observation concerning Figure 5.21 is that in the lowest evaluated
level, the HFX in the LES fluxes is higher than the LSM flux on the same
surface (average of 6 W m−2). Simultaneously, LH is on average 21 W m−2

lower in the LES fluxes than in LSM. This is substantiated by Figure 5.22
where the accumulated fluxes are shown for the same time period. LES sen-
sible heat fluxes in the lowest level accumulate to a surplus of 595 kJ m−2,
while LH shows a deficit of 246 kJ m−2. In total, the differences add up to
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FIGURE 5.22: Temporal course of accumulated LES fluxes
in different heights. Heights are given in approximate me-
ters above ground. Averaged fluxes are multiplied by the

averaging time.

a overestimation in the LES fluxes of 350 kJ m−2. A reason for the differ-
ent distribution of fluxes has not been identified; the small difference in the
total flux is expected to be a consequence of the different time steps and
periods, over which LSM and LES fluxes are calculated and averaged. Due
to the energy conserving nature of the model, there can not be a energy sur-
plus or a deficit over the whole domain and model run. Figure 5.22 also
again shows the decrease of observed energy with height and worse EBC
ratios.

TABLE 5.1: Regression parameters for Figure 5.23

Location 16 m height 49 m height 82 m height 126 m height

NW 1.01x+ 18.8 0.81x+ 65.81 0.63x+ 107.1 0.52x+ 133.26
NE 0.99x− 3.35 0.71x+ 13.27 0.52x+ 36.29 0.41x+ 38.47
SW 1.07x− 9.54 0.9x− 9.78 0.78x− 0.84 0.65x+ 30.6
SE 1.01x− 10.71 0.77x− 6.58 0.62x+ 28.22 0.57x+ 22.12
center 0.98x+ 16.1 0.74x+ 49.45 0.64x+ 55.56 0.55x+ 61.03
average 1.02x− 0.26 0.81x+ 14.4 0.66x+ 35.37 0.54x+ 51.06

Figure 5.23 contains scatterplots for the EBC for several selected grid points
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and heights, with the parameters of the regression lines shown in Table 5.1.
The grid points lie in the four corners of the evaluated area (c.f. Figure 4.11)
and close to the EC-station. The last plot shows the horizontal average of
all grid points. The selected heights are the same as above, with the lowest
being the lowest evaluated model level and the highest being the one where
the SGS part of the fluxes falls below 5%. The true flux is taken as the
spatially averaged flux from the LSM. All locations show a decreasing EBC
with increasing height. At the same time, the spread in the data points
increases, meaning a stronger heterogeneity in the EBC between different
time steps. In the lowest level, the energy balance is closed, in some cases
even over-closed, apparent as slopes >1. Possible reasons are advection
or slight numerical errors caused by the different time resolutions and the
temporal interpolation process.

The spatial differences are small near the ground and increase with height.
In 49 m height the EBC varies between 71 and 90% with a mean of 81%.
In 126 m, it is between 41 and 65%, with a mean of 54%. This shows that
in that height where the influence of the SGS model is insignificant, the
LES flux calculation does not show better values than the EC-station (c.f.
Figure 5.18). Yet, if measured data for the same height would be available, it
would be expected to have a lower EBC than in 3.5 m height. The increasing
positive offset in the slopes of the EBC regression lines can be interpreted
such that the EC-method especially fails to capture small fluxes. Another
interpretation is that, if those time steps responsible for the offset occur later
during the day, the turbulence in the mixed layer is still driving fluxes while
a stable layering is already developing closer to the ground. Such cases can
be observed during sunrise and sunset, where the maximum values of the
flux occur in heights of 150 and 250 m, respectively, while the flux near the
ground is clearly lower. The occurrence during sunrise disappears under
a longer averaging period of 60 minutes, while the case during sunset is
apparent even then.

It was shown by Mauder and Foken (2006) that longer averaging periods
lead to a higher EBC, because then even the largest eddys or TOS have
enough time to pass by the point of measurement and their vertical wind
speed contributes to the average that is then subtracted from the instan-
taneous values to get the turbulent fluctuations. Accordingly, the longer
the averaging period, the closer the average of the vertical wind speed is
supposed to be to 0 m s−1. The effect of longer averaging times on the
presented model data is shown in Figure 5.24. Here, moving averages of
the vertical wind speed over periods of 30 minutes, 1 hour and 2 hours
are shown. The moving average acts as a kind of low-pass filter, retaining
only the low frequency changes in the vertical wind speed. It is apparent
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that in all averaging times, the mean vertical wind speed clearly deviates
from 0 m s−1. The magnitude of the deviations decreases with longer pe-
riods: For 30 minutes, upwards motions reach up to 1 m s−1, the maxima
for 1 hour and 2 hours lie at 0.6 and 0.3 m s−1, respectively. It has therefore
to be concluded that even an averaging time of 2 hours is, under the simu-
lated conditions, not enough to include the effect of the largest TOS for flux
calculations.
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FIGURE 5.23: EBC of several grid points and heights. NW is
the northwestern grid point, etc. "center" is one very close to
the EC-station. "average" is a horizontal spatial mean over

all 30 grid points. Regression parameters see Table 5.1.
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FIGURE 5.24: Moving averages of the vertical wind speed
(30 minutes, 1 hour and 2 hours). Wind speed is given in

m s−1. Data averaged over the 30 grid points.
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5.4.3 Spatial evaluation of the LES fluxes

Up to this point, the fluxes originating from Noah LSM were averaged over
all 30 observed grid points and taken as the true flux. Yet, from the de-
scription of the model setup in Section 4.7 it becomes clear that the ground
properties here are not homogeneous, but there are clear gradients present
in both soil temperature and soil moisture. It is expected that this has an
effect on the fluxes measured above. The hypothesis is that the pattern
from soil temperature and moisture can be seen in the fluxes as well, up to
a height where turbulent motions mix the air in such a way that the clear
properties of the surface disappear. This height is called the blending height
(Brutsaert, 1998).
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FIGURE 5.25: Temporally averaged patterns of soil mois-
ture, soil temperature and skin temperature.

Soil temperature and soil moisture were specified as initial conditions at
the simulation starting time of 15 July 2015 0000 UTC. During the 24 hours
of model time, this data was not updated but left to develop freely under
the simulated conditions. The soil moisture only showed marginal changes;
values in all grid points declined by a constant 2.5% per grid point in the top
layer. The original pattern stayed the same. Lower soil levels had constant
values. The soil temperature showed small changes until sunrise (–2 K),
when the temperature in the top layer started to increase. Maximum tem-
peratures (+5 K) are reached at 1600 UTC. The spatial pattern is constant
until 1200 UTC and then slowly changes towards being an inverse mirror
image of the soil moisture pattern. The skin temperature, as the third pos-
sible driving force of the latent and sensible heat fluxes, shows the largest
amplitude during the simulated day. The spatial pattern is connected to
that of the soil moisture as well, with high temperatures where soil mois-
ture is low and vice versa. Since this evaluation shows that the change in
the spatial pattern is only marginal, the following part of the evaluation
will treat temporally averaged fluxes and soil properties.
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The temporally averaged patterns of soil moisture, temperature and skin
temperature are shown in Figure 5.25. A visual inspection already shows
the inverse relationship between soil moisture and skin temperature. The
averaged soil temperature pattern is a variation of the initial pattern (corre-
lation of 0.88). These patterns can easily be compared to those of the tempo-
rally averaged fluxes. Latent heat fluxes from Noah LSM and from the LES
in two different heights are shown in Figure 5.26. The LES heights are the
lowest evaluated level and where the SGS fluxes drop below 5% of the total
fluxes. LH from the LSM clearly represents the soil moisture pattern and
is inversely related to the skin temperature. There is no connection to the
soil temperature. LES fluxes in both shown heights are very similar to each
other (correlation of 0.89), but very different from the LSM fluxes. Correla-
tion of the lower level with soil moisture, temperature and skin temperature
are –0.29, 0.47 and 0.39, respectively. From a physical point of view, the la-
tent heat flux is expected to be positively related to the soil moisture and
negatively with the skin and soil temperature. This is not the case here, and
the soil properties can not adequately explain the pattern in the latent heat
flux of the LES. The high LH values in the northwestern area are also not
explainable by advection, as there is no patch of high soil moisture in the
close vicinity.
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FIGURE 5.26: Temporally averaged patterns of latent heat
fluxes from Noah LSM and from LES in two heights.

Temporally averaged heat fluxes are given in Figure 5.27. The HFX from
the LSM is strongly correlated with the skin temperature (0.93) and nega-
tively correlated with the soil moisture (–0.99). This is a mathematical re-
quirement, as the incoming radiation is distributed into latent and sensible
heat fluxes depending on the soil moisture. LES flux from the lowest level
shows similar correlations (0.81 and –0.88), the soil pattern is represented
in the flux pattern. Correlations of LES fluxes from the 12th level with the
ground are clearly lower, while still having the same sign (0.52 and –0.53).
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When comparing to Figure 5.26, the similarity to the patterns of LH from
LES becomes apparent: the correlation between LH and HFX from the 12th
model level is at 0.85.
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FIGURE 5.27: Temporally averaged patterns of sensible heat
fluxes from Noah LSM and from LES in two heights.

The evaluation above shows that fluxes from the Noah LSM are strongly
dependent on the soil moisture and, not quite as pronounced, on the skin
temperature. This is valid for both latent and sensible heat flux. LES fluxes
behave differently: The HFX, at least in low heights, is also dependent on
soil moisture and skin temperature, but the LH shows no connection to the
soil properties in any height. LH seems to be more self-similar with height,
as the pattern in 126 m height is close to the one near the ground, while
HFX is more variable. In larger heights, a connection between LH and HFX
becomes apparent.

If the method of correlating spatial patterns is extended to comparing the
LES fluxes in different heights, a simple concept for the determination of
the blending height can be constructed. This can be done in two ways: (1)
the comparison of LES fluxes with the soil properties or the LSM fluxes that
showed the largest correlation above or (2) the comparison of LES fluxes of
various heights with the LES flux from the lowest evaluated level. The first
option is valid for the LES HFX that was shown to have good agreement
with the soil, while the second option is better suited for the LES LH that
did not show clear connection to the ground. Both approaches are shown in
Figure 5.28, with additional level-by-level correlations of LES LH and HFX.
The left frame shows the correlation of the LES HFX in different levels with
the soil moisture and with the LES HFX in the lowest evaluated level. Both
graphs are almost mirror images of themselves, which is to be expected, be-
cause the soil moisture was shown to be inversely correlated with the HFX
above, while there is a positive correlation of the HFX in the lowest level
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with the levels above. Yet, the Figure also shows that the positive corre-
lation in the LES fluxes quickly declines with height and drops to 0.66 in
level 5, where it stays constant for up to level 9 where correlations decrease
again. If a lower limit of 0.5 is set as the blending height, then this height
is at ≈140 m above ground. A lower limit of 0.7, where one can speak of
a reasonable correlation, is reached already in level 4 or about 45 m above
ground.
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FIGURE 5.28: Correlations of flux and soil property pattern
in different heights.

The center frame compares the LES LH with the soil moisture and lowest
LES LH pattern. The correlation with the soil moisture is constantly low
up to a height of 450 m, and accordingly the correlations of the LH with
the lowest level are constant as well. These correlations are high and drop
below 0.7 only in 440 m above ground. According to this, the LH has a
low connection to the ground properties, but the pattern of the flux is very
constant with height. The frame on the right correlates the LES HFX with
the LES LH in their respective levels. Apart from the lowest heights, the
turbulent latent and sensible heat fluxes are very similar to each other up
to where ground and LH lose connection (see center frame). In the low-
est levels, the similarity of HFX with the ground properties predominates.
According to these findings, blending heights have to be determined sepa-
rately for HFX and LH.
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Chapter 6

Summary

Large eddy simulations are an important tool for studying the atmospheric
boundary layer and the turbulent movement of air within. WRF-LES in
particular allows for an easy implementation of realistic conditions and the
representation of a multitude of physical processes in the model.

The simulations for the Fendt area, set up in a computationally efficient way,
and the comparison with the Lidar data taken from the state-of-the-art Vir-
tualTower measurements, allow the formulations of answers for the ques-
tions raised in the Introduction.

Is the LES capable of representing a real period over a real and well- known area?

The evaluation showed that the LES, despite its single domain setup, is
able to produce patterns in the boundary layer flows as they are known
from more idealized setup published in the literature. Depending on the
wind speed, either cell-like or roll-like turbulent features develop in the
domain. Spectra showed that the turbulence follows the theory of atmo-
spheric turbulence: Production range, inertial subrange and dissipation
range are present. These properties are best simulated during daytime with
moderate or no horizontal winds. For resolving the turbulence during sta-
ble layering at night the grid resolution is too coarse. WRF-LES has the
shortcoming of not transferring information about turbulence over domain
borders, which is why areas of under-developed turbulence are created at
the inflow edge. Turbulence spectra taken at several grid points across the
domain showed that this shortcoming can be mitigated by limiting the eval-
uated area to such grid points that have fully developed turbulence.

Can vertically resolved measurements of wind speed, taken from a virtual tower
constructed with Lidar devices, be used to evaluate the model output?

The VirtualTower measurements are innovative due to their combination of
three wind Lidar devices that allow for a wind measurement in all three
directions and with a high temporal and especially vertical resolution. The
comparison of this data with the simulated wind field showed, in the largest
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part, good agreement: General wind directions and their speeds match
well, the timing of changes in direction or speed can be simulated by the
model. Both model and simulation show a similar development of noctur-
nal and daytime boundary layers. The quality of the simulated conditions
is limited by the boundary condition data. Measured low-level jets were
present in the simulations, but their timing, strength and vertical extent
were missed. This is due to the fact that boundary conditions are loaded
only once every six hours. Short events like the low-level jet can not prop-
erly be represented in such data. Higher resolution boundary conditions
are therefore a promising way of improving the results.

It was shown with the example of temporarily increased wind speeds dur-
ing night that the model is able to reproduce weather phenomena that
originate within the domain. In contrast to measurements, which in this
case only showed the increase in wind speed, the model data is a four-
dimensional representation of the conditions within the domain. It can be
used to investigate the origin of micro-meteorological events; in this case
it was shown that the higher wind speeds were caused by a katabatic flow
from the nearby ridge that passes the location of the VirtualTower during the
early morning hours.

Despite the small domain and boundary conditions that are directly de-
rived from a very large scale reanalysis products, the model was able to
represent many weather phenomena from the micro- to the macroscale:
Examples are the katabatic flow, the low-level jets and the alpine pump-
ing. It can not be ruled out that there are phenomena which are missed,
but if either the origin or the effect are in the domain itself or the boundary
condition, then the phenomenon will be represented.

Can the simulation of realistic conditions successfully recreate the fluxes of latent
and sensible heat?

Compared to the model run with standard soil information, the model that
used the soilnet measurements as initial conditions showed a better agree-
ment with the measurements. This was shown using the fluxes calculated
by the land-surface model: The distribution of the total flux in a sensible
and a latent part closely follows the measured ratio. Further comparisons
of the model data with measurements is limited by the typically unclosed
energy balance in EC-station measurements: not all turbulent fluxes are
measured. This means that a model evaluation can not use measurements,
since the error in the measurements is not known. Further evaluation there-
fore took the fluxes of the LSM, which is energy conserving, as the true
fluxes. Compared to these, the LES fluxes, calculated by using the EC-
method, were in general smaller and much more variable. Fluxes decline
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with height, as it is described in literature.

Which additional benefit has the spatially highly resolved representation of fluxes
over point measurements or spatially averaged energy balances?

The high spatial resolution of the LES makes it possible to evaluate spatial
differences in the fluxes. EC-stations can only measure at one point and
integrate the fluxes over the footprint they are experiencing at the moment.
In the model, it is possible to put an imaginary EC-station at every point
in horizontal and vertical space and compare. This evaluation showed
that latent and sensible heat fluxes depend mostly on the soil moisture
and the skin temperature, while the soil temperature has no real impact.
The largest connection between fluxes and the soil properties exists in the
sensible heat flux, which also changes most quickly with height. Latent
heat fluxes show a smaller connection to the soil properties, but are more
constant with height. This implies that different blending height concepts
might be necessary for latent and sensible heat fluxes.

6.1 Recommendations

The presented single domain modeling approach has two advantages: the
setup is comparatively easy and the required computing time is about one
order of magnitude lower than comparable nested setups. This makes it
possible to set up such an experiment for many different areas and periods
and allows for small ensembles of simulations.

Care has to be taken during the setup concerning the used elevation model:
Steep slopes in combination with the terrain-following coordinates in WRF
promote model errors. The smoothing routines implemented in WPS can
mitigate this, an alternative is the removal of single steep areas by hand.
This way, working setups for even more complex terrains should be achiev-
able.

Still, the setup of such an LES has to be described as a process of trial and
error. There is an enormous number of combinations of domain position,
domain size, horizontal resolution, vertical resolution, temporal resolution
and weather conditions, but each of these alone can be the cause for a model
failure. Yet, changes in one of these parameters can also solve the problems
and have to be done for only one domain with the described setup.

The setup can still be improved: Most promising are boundary conditions
with a higher temporal and spatial resolution. Such data ensures that the
timings and extents of meso- to macroscale phenomena are properly repre-
sented. The data can either come from other sources or from a downscaling
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with WRF itself. Downscaling with WRF would combine the precision of a
nested model with the shorter computation time.

With vertical nesting, the setup could be extended with smaller areas of
special focus with higher resolution. Applying this to the whole lower
area of the domain would allow for the simulation of turbulence in the
stable boundary layer, or the resolution could be refined around certain
spaces like a measurement system. In the presented case, a higher reso-
lution around the EC-station would have made it possible to include the
complete variability shown by the soilnet measurements and to compare
model data with the original EC-station measurements in 3.5 m height.

6.2 Outlook

The presented approach to modeling a small real area with very high reso-
lution in a computationally efficient way could be used in two ways:

The first is the detailed simulation of meteorological conditions in a known
area. Boundary layer flows are influenced by the surface characteristics.
Mountains, valleys, buildings and vegetation all influence the speed and di-
rection of the wind and therefore also the temperature, humidity etc. A four
dimensional representation of the flow can be a valuable resource for the
planning of future land use changes and constructions. Cities are known
for their local temperature increase, which will in future be intensified by
climate change. Preserving or creating channels for fresh air will become
increasingly important. A LES for such an area can help in identifying such
channels and ensure that they are not closed off or re-opened. Similarly,
the data can be used to find new possible industrial areas from which the
exhaust air will not negatively influence nearby residential areas. Airports
can be made safer by identifying hot-spots of vertical motions.

Secondly, the flux evaluation on such small scales can be upscaled to im-
prove large scale modeling. Climate models are, in principle, energy bal-
ance models, where the influence of the parts of the climate system on the
energy fluxes are represented as well as it is possible, limited by the knowl-
edge of certain processes and the model resolution. Studies for a small but
well-known area can help to improve the understanding of the connection
between soil properties, the vegetation and the incoming radiation on the
turbulent fluxes. This knowledge can in turn then be used to improve the
parameterizations in climate models that are responsible for the energy ex-
change between the ground and the atmosphere.

Both ideas are supported by the historical and future increase in comput-
ing power. Increasing computing power means shorter computing times,
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which in turn provides more resources for more simulations, covering larger
or different areas, or the same area over a longer time or over different pe-
riods. A sophisticated choice of locations and periods can lead to a data set
that covers almost all possible meteorological conditions.
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Appendix A

Index file for 1-arc-second DEM
data

type = continuous

signed = yes

projection = regular_ll

dx = 0.0002777

dy = 0.0002777

known_x = 1.0

known_y = 1.0

known_lat = 46.999861111111

known_lon = 9.9998611111111

wordsize = 2

tile_x = 7201

tile_y = 7201

tile_z = 1

units = "meters MSL"

description = "Topography height"

missing_value=-9999

endian = little

row_order = top_bottom

Projection is the chosen geoid the data is projected on, dx and dy is
the resolution in degree in x and y direction, respectively. known_y and
known_lat give the index number and the latitude of the bottom left cor-
ner of the most bottom left grid point, known_x and known_longitude

do the same in y-direction. tile_x and tile_y give the total amount of
grid points available in x and y direction. These can span over several files
(which then have to be named accordingly). missing_value gives the
code for missing values. units and description are for describing the
data.
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Appendix B

Namelist files for the 2015
model run

WPS:
&share

wrf_core = ’ARW’,

max_dom = 1,

start_date = ’2015-07-15_00:00:00’,

end_date = ’2015-07-17_00:00:00’,

interval_seconds = 21600,

io_form_geogrid = 2,

debug_level = 0,

/

&geogrid

parent_id = 0,

parent_grid_ratio = 1,

i_parent_start = 1,

j_parent_start = 1,

e_we = 500,

e_sn = 500,

geog_data_res = ’landuse_3s+1s_ast’,

dx = 30,

dy = 30,

map_proj = ’lambert’,

ref_lat = 47.823,

ref_lon = 11.079,

truelat1 = 47.823,

truelat2 = 47.823,

stand_lon = 11.00,

geog_data_path = ’/pd/modelinput/wrf-terrain/’

/

&ungrib



122 Appendix B. Namelist files for the 2015 model run

out_format = ’WPS’,

prefix = ’FILE’,

/

&metgrid

fg_name = ’FILE’

io_form_metgrid = 2,

/

WRF:
&time_control

run_days = 0,

run_hours = 48,

start_year = 2015,

start_month = 07,

start_day = 15,

start_hour = 00,

end_year = 2015,

end_month = 07,

end_day = 17,

end_hour = 00,

interval_seconds = 21600,

input_from_file = .true.,

override_restart_timers = .true.,

history_interval_s = 900,

frames_per_outfile = 1,

restart = .false.,

restart_interval = 30,

/

&domains

time_step = 0,

time_step_fract_num = 1,

time_step_fract_den = 4,

max_dom = 1,

e_we = 500,

e_sn = 500,

e_vert = 151,

eta_levels = 1.000, 0.9973, 0.9946, 0.9919, 0.9891,

0.9864, 0.9837, 0.981, 0.9783, 0.9756,

0.9729, 0.9703, 0.9676, 0.9649, 0.9622,

0.9595, 0.9568, 0.9542, 0.9515, 0.9488,

0.9462, 0.9435, 0.9408, 0.9382, 0.9355,

0.9329, 0.9302, 0.9276, 0.9249, 0.9223,
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0.9196, 0.917, 0.9144, 0.9117, 0.9091,

0.9065, 0.9038, 0.9012, 0.8986, 0.896,

0.8934, 0.8907, 0.8881, 0.8855, 0.8829,

0.8803, 0.8777, 0.8751, 0.8725, 0.8699,

0.8673, 0.8648, 0.8622, 0.8596, 0.857,

0.8544, 0.8519, 0.8493, 0.8467, 0.8441,

0.8416, 0.839, 0.8365, 0.8339, 0.8314,

0.8288, 0.8263, 0.8237, 0.8212, 0.8186,

0.8161, 0.8135, 0.811, 0.8085, 0.8059,

0.8034, 0.8009, 0.7984, 0.7959, 0.7933,

0.7908, 0.7883, 0.7858, 0.7833, 0.7808,

0.7783, 0.7758, 0.7733, 0.7708, 0.7683,

0.7658, 0.7633, 0.7609, 0.7584, 0.7559,

0.7534, 0.7509, 0.7485, 0.746, 0.7435,

0.7411, 0.7386, 0.7361, 0.7334, 0.7306,

0.7276, 0.7245, 0.7211, 0.7175, 0.7136,

0.7094, 0.7048, 0.6998, 0.6943, 0.6883,

0.6816, 0.6742, 0.666, 0.6571, 0.6472,

0.6363, 0.6244, 0.6115, 0.5974, 0.5823,

0.566, 0.5487, 0.5304, 0.511, 0.4908,

0.4698, 0.448, 0.4256, 0.4027, 0.3794,

0.3557, 0.3317, 0.3075, 0.2833, 0.259,

0.2347, 0.2104, 0.1863, 0.1623, 0.1384,

0.1147, 0.0913, 0.0681, 0.0451, 0.0224,

0.000,

p_top_requested = 50000,

num_metgrid_levels = 38,

num_metgrid_soil_levels = 4,

dx = 30,

dy = 30,

grid_id = 1,

parent_id = 0,

i_parent_start = 1,

j_parent_start = 1,

parent_grid_ratio = 1,

parent_time_step_ratio = 1,

feedback = 0,

smooth_option = 0,

use_adaptive_time_step = .true.,

step_to_output_time = .true.,

target_cfl = 0.9,

target_hcfl = 0.84,
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max_step_increase_pct = 51,

starting_time_step = 1,

starting_time_step_den = 8,

max_time_step = 1,

max_time_step_den = 4,

min_time_step = 1,

min_time_step_den = 16,

adaptation_domain = 1,

max_ts_level = 150,

max_ts_locs = 40,

/

&physics

mp_physics = 4,

ra_lw_physics = 4,

ra_sw_physics = 4,

radt = 4,

sf_sfclay_physics = 2,

sf_surface_physics = 2,

bl_pbl_physics = 0,

bldt = 0,

cu_physics = 0,

cudt = 0,

isfflx = 1,

ifsnow = 0,

icloud = 1,

num_soil_layers = 4,

sf_urban_physics = 0,

num_land_cat = 28,

topo_wind = 0,

/

&dynamics

w_damping = 1,

diff_opt = 2,

km_opt = 2,

diff_6th_opt = 2,

diff_6th_factor = 0.3,

base_temp = 290.

damp_opt = 3,

zdamp = 500.,

dampcoef = 0.2,

khdif = 0,

kvdif = 0,
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non_hydrostatic = .true.,

moist_adv_opt = 1,

scalar_adv_opt = 1,

mix_full_fields = .true.,

mix_isotropic = 1,

mix_upper_bound = 0.1,

time_step_sound = 8,

sfs_opt = 2,

epssm = 0.3,

/

&bdy_control

spec_bdy_width = 15,

spec_zone = 1,

relax_zone = 14,

specified = .true.,

nested = .false.,

/
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Appendix C

Namelist files for the 2016
model run

WPS:
&share

wrf_core = ’ARW’,

max_dom = 1,

start_date = ’2016-07-06_00:00:00’,

end_date = ’2016-07-08_00:00:00’,

interval_seconds = 21600,

io_form_geogrid = 2,

debug_level = 0,

/

&geogrid

parent_id = 0,

parent_grid_ratio = 1,

i_parent_start = 1,

j_parent_start = 1,

e_we = 500,

e_sn = 500,

geog_data_res = ’landuse_3s+1s_ast’,

dx = 30,

dy = 30,

map_proj = ’lambert’,

ref_lat = 47.823,

ref_lon = 11.079,

truelat1 = 47.823,

truelat2 = 47.823,

stand_lon = 11.00,

geog_data_path = ’/pd/modelinput/wrf-terrain/’

/

&ungrib
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out_format = ’WPS’,

prefix = ’FILE’,

/

&metgrid

fg_name = ’FILE’

io_form_metgrid = 2,

/

WRF:
&time_control

run_days = 0,

run_hours = 48,

start_year = 2016,

start_month = 07,

start_day = 06,

start_hour = 00,

end_year = 2016,

end_month = 07,

end_day = 08,

end_hour = 00,

interval_seconds = 21600,

input_from_file = .true.,

override_restart_timers = .true.,

history_interval_s = 900,

frames_per_outfile = 1,

restart = .false.,

restart_interval = 30,

/

&domains

time_step = 0,

time_step_fract_num = 1,

time_step_fract_den = 5,

max_dom = 1,

e_we = 500,

e_sn = 500,

e_vert = 151,

eta_levels = 1.000, 0.9973, 0.9946, 0.9919, 0.9891,

0.9864, 0.9837, 0.981, 0.9783, 0.9756,

0.9729, 0.9703, 0.9676, 0.9649, 0.9622,

0.9595, 0.9568, 0.9542, 0.9515, 0.9488,

0.9462, 0.9435, 0.9408, 0.9382, 0.9355,

0.9329, 0.9302, 0.9276, 0.9249, 0.9223,
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0.9196, 0.917, 0.9144, 0.9117, 0.9091,

0.9065, 0.9038, 0.9012, 0.8986, 0.896,

0.8934, 0.8907, 0.8881, 0.8855, 0.8829,

0.8803, 0.8777, 0.8751, 0.8725, 0.8699,

0.8673, 0.8648, 0.8622, 0.8596, 0.857,

0.8544, 0.8519, 0.8493, 0.8467, 0.8441,

0.8416, 0.839, 0.8365, 0.8339, 0.8314,

0.8288, 0.8263, 0.8237, 0.8212, 0.8186,

0.8161, 0.8135, 0.811, 0.8085, 0.8059,

0.8034, 0.8009, 0.7984, 0.7959, 0.7933,

0.7908, 0.7883, 0.7858, 0.7833, 0.7808,

0.7783, 0.7758, 0.7733, 0.7708, 0.7683,

0.7658, 0.7633, 0.7609, 0.7584, 0.7559,

0.7534, 0.7509, 0.7485, 0.746, 0.7435,

0.7411, 0.7386, 0.7361, 0.7334, 0.7306,

0.7276, 0.7245, 0.7211, 0.7175, 0.7136,

0.7094, 0.7048, 0.6998, 0.6943, 0.6883,

0.6816, 0.6742, 0.666, 0.6571, 0.6472,

0.6363, 0.6244, 0.6115, 0.5974, 0.5823,

0.566, 0.5487, 0.5304, 0.511, 0.4908,

0.4698, 0.448, 0.4256, 0.4027, 0.3794,

0.3557, 0.3317, 0.3075, 0.2833, 0.259,

0.2347, 0.2104, 0.1863, 0.1623, 0.1384,

0.1147, 0.0913, 0.0681, 0.0451, 0.0224,

0.000,

p_top_requested = 50000,

num_metgrid_levels = 38,

num_metgrid_soil_levels = 4,

dx = 30,

dy = 30,

grid_id = 1,

parent_id = 0,

i_parent_start = 1,

j_parent_start = 1,

parent_grid_ratio = 1,

parent_time_step_ratio = 1,

feedback = 0,

use_adaptive_time_step = .true.,

step_to_output_time = .true.,

target_cfl = 0.9,

target_hcfl = 0.84,

max_step_increase_pct = 51,
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starting_time_step = 1,

starting_time_step_den = 10,

max_time_step = 1,

max_time_step_den = 5,

min_time_step = 1,

min_time_step_den = 16,

adaptation_domain = 1,

max_ts_level = 150,

max_ts_locs = 40,

/ &physics

mp_physics = 4,

ra_lw_physics = 4,

ra_sw_physics = 4,

radt = 4,

sf_sfclay_physics = 2,

sf_surface_physics = 2,

bl_pbl_physics = 0,

bldt = 0,

cu_physics = 0,

cudt = 0,

isfflx = 1,

ifsnow = 0,

icloud = 1,

surface_input_source = 1,

num_soil_layers = 4,

sf_urban_physics = 0,

num_land_cat = 28,

topo_wind = 0,

/

&dynamics

w_damping = 1,

diff_opt = 2,

km_opt = 2,

diff_6th_opt = 2,

diff_6th_factor = 0.3,

base_temp = 290.

damp_opt = 3,

zdamp = 500.,

dampcoef = 0.2,

khdif = 0,

kvdif = 0,

non_hydrostatic = .true.,
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moist_adv_opt = 1,

scalar_adv_opt = 1,

mix_full_fields = .true.,

mix_isotropic = 1,

mix_upper_bound = 0.1,

time_step_sound = 8,

sfs_opt = 2,

epssm = 0.3,

/

&bdy_control

spec_bdy_width = 15,

spec_zone = 1,

relax_zone = 14,

specified = .true.,

nested = .false.,

/
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“Eulerian dispersion modeling with WRF-LES of plume impingement
in neutrally and stably stratified turbulent boundary layers”. In: Atmo-
spheric environment 99, pp. 571–581.

https://doi.org/10.5067/ASTER/ASTGTM.002


Bibliography 143

Pasquill, F (1972). “Some aspects of boundary layer description”. In: Quar-
terly Journal of the Royal Meteorological Society 98.417, pp. 469–494.

Phillips, Norman A (1957). “A coordinate system having some special
advantages for numerical forecasting”. In: Journal of Meteorology 14.2,
pp. 184–185.

Pielke Sr, Roger A (2013). Mesoscale meteorological modeling. Vol. 98. Aca-
demic press.

Rai, K et al. (2017). “Comparison of Measured and Numerically Simulated
Turbulence Statistics in a Convective Boundary Layer Over Complex Ter-
rain”. In: Boundary-Layer Meteorology 163.1, pp. 69–89.

Raupach, MR (1979). “Anomalies in flux-gradient relationships over for-
est”. In: Boundary-Layer Meteorology 16.3, pp. 467–486.

Rotach, Mathias Walter et al. (2015). “On the vertical exchange of heat,
mass and momentum over complex, mountainous terrain”. In: Frontiers
in Earth Science 3, p. 76.

Saiki, Eileen M, Chin-Hoh Moeng, and Peter P Sullivan (2000). “Large-
eddy simulation of the stably stratified planetary boundary layer”. In:
Boundary-Layer Meteorology 95.1, pp. 1–30.

Schalkwijk, Jerôme, Harm JJ Jonker, and A Pier Siebesma (2016). “An in-
vestigation of the eddy-covariance flux imbalance in a year-long large-
eddy simulation of the weather at Cabauw”. In: Boundary-layer meteorol-
ogy 160.1, pp. 17–39.

Schär, Christoph et al. (2002). “A new terrain-following vertical coordinate
formulation for atmospheric prediction models”. In: Monthly Weather Re-
view 130.10, pp. 2459–2480.

Schmidt, Helmut and Ulrich Schumann (1989). “Coherent structure of the
convective boundary layer derived from large-eddy simulations”. In:
Journal of Fluid Mechanics 200, pp. 511–562.

Seidel, Dian J, Chi O Ao, and Kun Li (2010). “Estimating climatological
planetary boundary layer heights from radiosonde observations: Com-
parison of methods and uncertainty analysis”. In: Journal of Geophysical
Research: Atmospheres 115.D16.

Shen, Shaohua and Monique Y Leclerc (1995). “How large must surface in-
homogeneities be before they influence the convective boundary layer
structure? A case study”. In: Quarterly Journal of the Royal Meteorological
Society 121.526, pp. 1209–1228.

Shin, Hyeyum Hailey and Song-You Hong (2013). “Analysis of Resolved
and Parameterized Vertical Transports in Convective Boundary Layers
at Gray-Zone Resolutions”. In: Journal of the Atmospheric Sciences 70.10,
3248––3261.



144 Bibliography

Siebesma, A Pier et al. (2003). “A large eddy simulation intercomparison
study of shallow cumulus convection”. In: Journal of the Atmospheric Sci-
ences 60.10, pp. 1201–1219.

Skamarock, WC et al. (2008). “A description of the advanced research WRF
version 3: NCAR/TN-475”. In: STR, NCAR technical note. NCAR, Boulder
88.

Smagorinsky, Joseph (1963). “General circulation experiments with the
primitive equations: I. the basic experiment*”. In: Monthly Weather Review
91.3, pp. 99–164.

Soltani, Mohsen et al. (2017). “Turbulent flux variability and energy bal-
ance closure in the TERENO prealpine observatory: a hydrometeorolog-
ical data analysis”. In: Theoretical and applied climatology, pp. 1–20.

Sommeria, Gilles (1976). “Three-dimensional simulation of turbulent pro-
cesses in an undisturbed trade wind boundary layer”. In: Journal of the
Atmospheric Sciences 33.2, pp. 216–241.

Sorbjan, Zbigniew (1986). “On similarity in the atmospheric boundary
layer”. In: Boundary-Layer Meteorology 34.4, pp. 377–397.

– (1996). “Effects caused by varying the strength of the capping inversion
based on a large eddy simulation model of the shear-free convective
boundary layer”. In: Journal of the atmospheric sciences 53.14, pp. 2015–
2024.

– (2004). “AIR QUALITY MODELING - Theories, Methodologies, Compu-
tational Techniques, and Available Databases and Software. Vol. II – Ad-
vanced Topics”. In: ed. by P. Zannetti. The EnviroComp Institute and Air
& Waste Management Association. Chap. 5B Large-Eddy Simulations of
the Atmospheric Boundary Layer.

– (2007). “A numerical study of daily transitions in the convective bound-
ary layer”. In: Boundary-layer meteorology 123.3, pp. 365–383.

Stawiarski, Christina et al. (2013). “Scopes and challenges of dual-Doppler
lidar wind measurements—an error analysis”. In: Journal of Atmospheric
and Oceanic Technology 30.9, pp. 2044–2062.

Steinfeld, Gerald et al. (2007). “Spatial representativeness of single tower
measurements and the imbalance problem with eddy-covariance fluxes:
results of a large-eddy simulation study”. In: Boundary-Layer Meteorology
123.1, pp. 77–98.

Stoll, Rob and Fernando Porté-Agel (2006). “Dynamic subgrid-scale models
for momentum and scalar fluxes in large-eddy simulations of neutrally
stratified atmospheric boundary layers over heterogeneous terrain”. In:
Water Resources Research 42.1.

Stull, Roland B (1988). An introduction to boundary layer meteorology. Vol. 13.
Springer Science & Business Media.



Bibliography 145

Stull, Roland B and Edwin W Eloranta (1984). “Boundary layer exper-
iment—1983”. In: Bulletin of the American Meteorological Society 65.5,
pp. 450–456.

Sühring, Matthias and Siegfried Raasch (2013). “Heterogeneity-induced
heat-flux patterns in the convective boundary layer: can they be detected
from observations and is there a blending height?—a large-eddy simula-
tion study for the LITFASS-2003 experiment”. In: Boundary-layer meteorol-
ogy 148.2, pp. 309–331.

Sullivan, Peter P, James C McWilliams, and Chin-Hoh Moeng (1994). “A
subgrid-scale model for large-eddy simulation of planetary boundary-
layer flows”. In: Boundary-Layer Meteorology 71.3, pp. 247–276.

– (1996). “A grid nesting method for large-eddy simulation of planetary
boundary-layer flows”. In: Boundary-Layer Meteorology 80.1-2, pp. 167–
202.

Sullivan, Peter P et al. (1998). “Structure of the entrainment zone capping
the convective atmospheric boundary layer”. In: Journal of the atmospheric
sciences 55.19, pp. 3042–3064.

Sullivan, Peter P et al. (2003). “Structure of subfilter-scale fluxes in the at-
mospheric surface layer with application to large-eddy simulation mod-
elling”. In: Journal of Fluid Mechanics 482, pp. 101–139.

Sullivan, Peter P et al. (2016). “Turbulent winds and temperature fronts in
large-eddy simulations of the stable atmospheric boundary layer”. In:
Journal of the Atmospheric Sciences 73.4, pp. 1815–1840.

Talbot, Charles, Elie Bou-Zeid, and Jim Smith (Oct. 2012). “Nested
Mesoscale Large-Eddy Simulations with WRF: Performance in Real Test
Cases”. In: Journal of Hydrometeorology 13.5, 1421––1441. ISSN: 1525-7541.
DOI: 10.1175/jhm-d-11-048.1.

Turnipseed, AA et al. (2002). “Energy budget above a high-elevation sub-
alpine forest in complex topography”. In: Agricultural and Forest Meteorol-
ogy 110.3, pp. 177–201.

Udina, Mireia et al. (2016). “Exploring Vertical Turbulence Structure in
Neutrally and Stably Stratified Flows Using the Weather Research and
Forecasting–Large-Eddy Simulation (WRF–LES) Model”. In: Boundary-
Layer Meteorology 161.2, pp. 355–374.

Van der Hoven, Isaac (1957). “Power spectrum of horizontal wind speed
in the frequency range from 0.0007 to 900 cycles per hour”. In: Journal of
meteorology 14.2, pp. 160–164.
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