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Abstract

This thesis reports on work undertaken over the last three years on the modelling of the
physical processes relevant to acousto-optic diffraction in multi-layered, single and multiple

quantum well (QW) structures, and is mainly concerned with the AlGaAs/GaAs material

systen.

The propagation of surface acoustic waves (SAWs) on top of a general multi-layer structure
ismodelled using a basis of orthonormal polynomials to represent the appropriate solutions.
The guided optical mode profiles are then determined through Maxwell’s equations and
matching of optical fields and field gradients at layer interfaces. The acousto-optic
diffraction efficiency as a function of the wavelength of the SAW is calculated from the
framework of coupled mode theory and the effects of compositional variations to the
structure are considered. The effect of the SAWs on the electron/hole energy eigenvalues
and envelope functions in Q W structures is then considered in more detail, using a simple
static approximation for the SAW. The change in complex refractive index of the Q W
structures is then calculated using the results of a density matrix theory expressed within the

context of a semi-classical approach.

Results show that multi-layer structures have distinct advantages over single layer structures
for acousto-optic applications in terms of the added control available over hoth the SAW
induced field quantities and the guided optical mode profiles. In addition, the possibilities for
constructing multiple quantum well (MQW) structures within the multi-layer structure will
lead to enhanced changes in refractive index due to the presence of a SAW induced electric
field. It is shown that these refractive index changes are significantly larger than those
possible in bulk materials for the same acoustic powers. Also, the results indicate that the
non-linearity of the SAW induced fields will, for high enough acoustic frequencies, produce
different SAW induced electric fields within adjacent quantum wells of the M Q W structure,

an effect not suggested previously when such devices have been proposed.
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Introduction

The need for the transmission and processing of information at ever faster rates, with greater
signal capacity and lower cost isboth a constant goal of modern society and a driving force
for scientific and technological advances. The use of light in this respect as a signal carrier,
together with the huge information carrying capacity of optical fibres has lead to the optical

communications revolution thatwe experience today.

Whilst the transmission of information is fully exploiting the desirable properties of light, the
imprinting of that information onto the light carrier and subsequent signal processing has not
yet fully caught up. The eventual goal isone of optoelectronic integrated circuits (OEICs)*,
where both the optical and electronic devices relevant to the generation, detection and signal
processing of the light are interconnected through optical waveguides on the same substrate
wafer. A wide variety of semiconductor material systems has lead to the fabrication of a
diversity of optoelectronic devices and structures, including laser diodes for emission,

waveguides, and photodetectors.

The use of acoustic waves to modulate and deflect light is not new and the current
generation of efficient acousto-optic devices tend to be based on the interaction of guided
optical waves with surface acoustic waves (SAWs). Devices have been successfully
fabricated and are available in a variety of materials and progress has been made towards
monolithic integration. Acousto-optics has been, and will continue to be, used for an
extensive variety of device operations. Much work is being performed at present on the
development of devices such as the acousto-optic tunable filter (AOTF) for which the
response of the filter can be electronically tuned through the signal applied to the SAW
transducer. The presence and interaction of two types of physical wave within the active

part of such devices lends itselfdirectly to the realisation of many powerful signal processing

*See for example, Tamir, T. Irtegaedq]]cs, 2nd Ed. Topics appl. Phys., Vol. 7, Springer, Berlin (1979)



techniques. The consequences of this versatility mean that acousto-optics 1is being used
today at the forefront of new technology, such as optical computing: and on-board satellite

applications.

Advances in semiconductor growth techniques, such as molecular beam epitaxy (MBE) and
metal organic chemical vapour deposition (MOCVD), have enabled the fabrication of novel
multi-layer structures over recent years for use inboth waveguides and devices. Multi-layer
optical waveguides provide another degree of freedom to both the nature of the optical mode
profile and the possibilities for optical mode coupling, as well as being compatible with other
more complicated structures fabricated within the same waveguide. Structures with layer
dimensions of the order of 10-150A, known as “quantum wellsi”(QWs) have enhanced
electric and optical properties as a result of important quantum processes. The ability to
engineer the material bandgap and band-edge properties is evident for such Q W structures
and offers the possibility for altering the operating wavelength of devices and also the
electronic and optical characteristics for high performance optoelectronic applications.
These properties can lead to improved device performance in many areas including lasers,
modulators and switches. The introduction of periodicity to the Q W structure allows the
realisation of “superlattices” with an additional band structure leading to novel optical and

electronic properties.

Itisevident that the advances inmaterial technology that have been successful inmany types
of semiconductor devices have not been fully considered with regard to their relevance and
exploitation in the area of acousto-optic devices. It is essentially this issue that the thesis
attempts to address through the computer modelling of relevant acousto-optic processes in
multi-layer and multiple quantum well (MQW) structures. The main objective of the work is
to ascertain whether it is likely that such structures have any inherent acousto-optic

advantage over the conventionally used structures.

1 See for example, Wherret, B.S. and Tooley, F.A.P. (Eds) Qatical camputing, prooeedings of the 34th
Soattish Universities Summer Schodl inPhysics (1988)

1 See for example, Weisbuch, C. and Vinter, B. QUANTUM SEMICONDUCTOR STRUCTURES,
Fudamrentals ardAdlications, Academic press Inc. (1991)
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Chapter 1 gives a review of primarily the basic physics that underlies the subject of acousto-
optics, starting from the two separate theories of acoustic waves in solid media, and physical
optics. This leads on to a brief look at the theory of acousto-optic interactions, and its
relevance to modulation and deflection of light waves. Materials are then discussed, the
emphasis here being on the properties of a material that make it desirable for acousto-optic
applications, together with a review of the different materials currently being used. Finally,
some important device areas are mentioned together with some examples that seek to give a
qualitative understanding of the importance of acousto-optic interactions in bulk, guided
wave, and integrated circuit device modules. The development of the subject of acousto-
optics is presented in such a way as to justify the type of materials and structures looked at
throughout the thesis. In addition, a small review section on quantum well structures and

devices is included at the end of chapter 1.

Chapter 2 presents a modelling study of the propagation of SAWs on multi-layered
structures, with specific attention paid to AlGaAs/GaAs structures although some results are
also presented for InGaAs/InP and SiGe/Si. A Laguerre polynomial method isused to solve
the appropriate equations and the emphasis of the work is placed on how the material

parameters of multi-layer structures affect the S AW propagation characteristics.

The determination of the guided optical modes of these type of structures is discussed in
chapter 3, where Maxwell’s equations are applied to a generic multi-layer structure and
solutions for the electric and magnetic field profiles are determined. As in the previous
chapter, the emphasis isplaced on how the composition of the multi-layer waveguide affects
the shape and characteristics of the guided optical mode. The results of the work presented
in both chapters 2 and 3 are used in the modelling of acousto-optic diffraction, which is
discussed in chapter 4. Here, an expression for the isotropic acousto-optic diffraction
efficiency that has been obtained from a two-mode coupled mode theory and contains an
overlap function of the acoustic and optic fields is used to determine the effect of both

structure and S AW parameter variations for the multi-layer waveguides.

In chapters 2, 3 and 4, quantum confinement effects were not considered. As such, chapter

5 deals with the theoretical determination of the confined electron/hole energy levels and

Xii



envelope wave functions of single and multiple quantum well AlGaAs/GaAs structures, and
the effect on these quantities of the passage of a S AW over the top of the structure. Chapter
5 also deals with the subsequent effect on the absorption coefficient and refractive index of
the quantum well structures, as these two properties determine the dominant characteristics
of photonic and optoelectronic devices. It is through these quantities that the question of a

possible acousto-optic advantage through the use of Q W structures ishoped to be answered.

Conclusions are drawn in chapter e and future work is also discussed.



Chapter 1

Acousto-Optics Review ; Theory, M aterials,

Applications and Devices

1.1 INTRODUCTION

The interaction of light with ultrasound was first predicted by Brillouini (1922) and was
verified experimentally by Debye and Searsz and also by Lucas and Biquards (1932). The
original theory of Brillouin was analogous to X-ray diffraction in crystals. Subsequently,
work continued throughout the 19307, and was mainly concerned with investigating

possible applications of the phenomenon.

The subject was not taken up again until the early 1960’s, when signal processing was
investigated 4, and with the appearance of the laser, a coherent and powerful light source,
interest was rekindled. When ultrasound interacts with a laser beam, it modulates and
deflects it, and itwas through these techniques that many more refined methods of signal
processing were developed5,6. The laser created a need for electronically manipulating
coherent light beams, and since photons have no charge this is achieved by electronically
altering the properties of the material that the light is travelling in, either through the electro-
optic effectz or the acousto-optic effect8, the latter having certain advantages through the

simple dependence of the parameters of interest (e.g. diffraction efficiency, frequency shift)



on the frequency of the acoustic wave. One of the first public descriptions of a light
modulator was given by Liebens in 1962 and one of the first devices used for signal
processing was developed by Rosenthall0. Later signal processing using optical
heterodyning was demonstrated by King et alu (1967), and the mechanism of beam
deflectors was analysed by Korpel et ali> (1965). The deflection of a beam of light by
changing the frequency of sound lead naturally to the concept of an acousto-optic spectrum
analyser, unlike a beam deflector where the frequencies are applied sequentially, here they
are applied simultaneously. The spectrum analysis concept found applications in image
displays (1969).

These later studies were limited mainly to bulk wave acousto-optics inwhich both light and
sound propagate as free waves in mostly solid media, and together with material
developments they led to various types of bulk wave acousto-optic devices including,
modulators, scanners, deflectors, tunable filters, multiplexers/demultiplexers, spectrum

analysers, correlators and other signal processors.

In addition, theoretical concepts developed at a rapid rate. Some work was done on plane
wave interaction theoryis and subsequent work included optical profiles beyond those of the
plane wavel5,16. As the theory developed, the interaction process was considered further
from a quantum mechanical point of view, as a photon-phonon interaction. When the

phonons are of thermal origin, thisphenomenon iscalled Brillouin scatteringl?.

With work now firmly established in finding practical applications of acousto-optics, the
need for more sensitive acousto-optic materials came about, and this was reflected in the
parameters used to describe materials as they shifted from the context of crystallography to
device operation. Smith and Korpel proposed a figure of merit for diffraction efficiencyl8,
now called M 2. An attempt was made at predicting elasto-optic coefficients from first

principles19,and values of constants and figures of merit can now be found inmany places20.

Since the early 1970°s much work has been done on TGuided wave acousto-optics 'zt in
which both the light and sound are confined to a relatively small depth in suitable structures.

This interest in guided wave acousto-optics was a natural progression from the technologies



of both guided wave optics and surface acoustic wave (SAW) devices, and led to immediate

applications in optically integrated circuitszz,2s .

Acousto-optics is a means of investigating the physical properties of a material2s as well as
being an advanced technique in applied optics. Methods of interaction of light with acoustic
waves lead to the determination of velocities and acoustic attenuation as well as photo-

elastic constants.

The theory of acousto-optics ismost readily accessible through the well established theories
of elasticity and optics. The mechanical response of a material to an applied stress, together
with the laws of motion are the two ingredients needed to produce an acoustic wave, and in

optics the physical equations of Maxwell give rise to electro-magnetic waves.

The interaction of acoustic and electro-magnetic waves lies at the heart of acousto-optics
and can be schematically visualised as the passage of an acoustic wave through a medium,
causing periodic variations of stress, which through the elasto-optic effect (and possibly also
the electro-optic effect), cause modifications of the refractive index, which influence the
propagation of light waves.

The selection of acousto-optic materials could at first seem a free and easy choice since all
material states, whatever the symmetry of the crystal, experience the elasto-optic effect.
Since the theory of the elasto-optic effect is a macroscopic one, then guidance for selection
of materials must come from empirical and semi-qualitative rules, which will be discussed in
more detail later. Suffice to say, the main materials used during the last twenty years have
formed a relatively small group consisting of Lithium Niobate (LiNb03), Tellurium dioxide
(Te02), Gallium Phosphide (GaP), with increasing interest in semiconductors such as
Gallium Arsenide (GaAs) and Indium Phosphide (InP).

The use of surface and bulk acoustic waves in bulk materials is well established for the
fabrication of various acousto-optic modulators and deflectors25. However with the advent
of new low dimensional structures, such as ‘quantum wells2s that show enhanced electro-

optic behaviour, the possibilities for constructing more efficient devices have increased.



1.2 THEORY

1.2.1 Bulk and surface acoustic waves

It is important to outline the conceptual framework within which the physics is expressed.
Acoustic waves travelling in crystalline solids can be most generally visualised as
corresponding to the large wavelength limit of modes of lattice vibration27, where the
acoustic wavelength ismuch larger than the atomic separation. In this sense, a macroscopic
description of the behaviour of the solid under passage of an acoustic wave is justified,
where the solid isassumed to be a homogeneous continuum, and the equations of motion are
expressed in terms of the displacement of “particles” (see Figure 1.1) that are assumed to be
much bigger than atomic dimensions but much smaller then the wavelength of the acoustic
waves of interest.

1.2.1.1 Non-piezoelectric media

Any acoustic wave isbrought about by the mechanical response of the propagation medium
to an applied stress, and the temporal development of the wave is subject to the laws of
motion. The resulting strains in the crystal structures studied here are relatively small (i.e.
we assume that the materials behaviour can be treated as elastic), the corresponding

mechanical response”’ is then a generalised Hooke ’s lawzs

Ty = djkiSk “(1%)

where subscripts range from 1 to 3. Generalised’, here means tensors are used to describe
the anisotropic structure, i.e. T is the stress tensor, S the strain tensor and c the stiffness
tensor. A full explanation of the nature of these tensors is found in the text of Nye29. The

relevant ‘equation of motion” isNewton’s second law ;



Where u{is the particle displacement. Equations (1.1) and (1.2) contain the essential physics

of acoustic waves in elasticmedia. Combining the two equations together we obtain ;

p u- —cBduldj -(1.3)

which isa faniliar second order differential equation whose solutions represent waves. Each
ui must satisfy this wave equation. Consider an infinite propagation medium, and no
boundary conditions, ifa solution of a general plane wave form isassumed and is substituted

into the wave equation we find that for all non-zero uk the following must be true;

~d.4)

Thus for any propagation direction s, Equation (1.4) will give the corresponding wave

velocity, which will be independent of the frequency of the wave.

Consider now a semi-infinite medium bounded on one side by air, and now add the
requirement that the amplitude of the wave decreases with depth. One such solution of the

wave equation isknown as aRayleigh waveso and takes the general form;

wf= U.exp(-(a +7°p))xsexp jco t- -d.5)

where a will be a complex number whose real part we require to be positive and v.vis the
velocity of the Rayleigh wave. The solution of the wave equation is identical in form to the
case for the volume waves, except that  will now no longer represent the direction
component parallel to the j& axis. An equation involving the determinant of a matrix (i.e. of
the form of Equation (1.4)) is again obtained involving now the surface velocity. The
problem is reduced to finding the surface velocity, the decay constant with respect to depth
(a) and the corresponding particle displacements. The determinantal equation represents a

sixth degree polynomial equation in a , which can be solved analytically for very simple



situations such as when the propagation medium is isotropic3l. For anisotropic materials the
surface velocity isusually found using iterative techniques for computers, which then allows

determination of decay constants, which can be found using simple numerical techniques.

1.2.1.2 Piezoelectricmedia
In an analogous way to the generalised Hooke’s law, the electric displacement D ina non-
piezoelectric material is related to the electric field E through the physical property of

permittivity, represented by the two index permittivity tensor;

Dt = zitEt -(1.6)

In piezoelectric media there is a coupling between electric fields and stresses and hence
between strains and polarisations, as a result the stress becomes a function of both strain and

electric field, as does the electric displacement. The equations of piezoelectricity are written;

Tj —¢ iKSk ek Ek -(1.7)

7) - eiSH + 5 ikEK ~(1.8)

where cEis the stiffness tensor in a zero electric field and e*fthe permittivity tensor for zero
strain. The modification of the stress tensor leads to a new wave equation involving the
particle displacement coupled to an electric potential, together with a second wave equation

which uses Maxwel I ’s equations since any electromagnetic phenomena must also obey these.

An absence of free charges isassumed together with the assumption that time derivatives of
magnetic fields are effectively zero, this isknown as the quasi-static approach and leads to a
longitudinal electric field associated with a plane acoustic wave. A full discussion of the

foundations of the theory isgiven invarious papers 32,33.



2.2.2 Physical optics

Since we have been dealing with a physical description of acoustic waves in terms of tensors
and differential equations, it is only sensible to treat optics in the same way, and hence we

must use Maxwe Il s equations to describe the electromagnetic waves34.

As far as general signal processing is concerned, a full treatment isgiven inmany texts. The

important concepts for acousto-optic applications are mentioned here briefly.

Optical waveguides are important to almost every application of modern optics, and when
applying Maxwell’s equations to waveguide structures, a wave equation is needed, which
can be obtained by assuming no current sources and taking the curl of the relevant Maxwell
equation. After applying any relevant boundary conditions with reference to the structure of
the waveguide, the solutions of the wave equations give the spatial distributions of the
optical waves inone or more dimensions, and are known as modes. Any optical beam used
in a practical acousto-optic interaction will consist of these modes. Other properties of the
solutions of the wave equation that will be of interest in acousto-optic interaction will be the

polarisation and the propagation vector of the optical beam.

Once the precise parameters of the optical beam are known and the interaction is to be
looked at, the relevant optical and acousto-optical properties of the propagation medium
need to be assessed. Propagation medium’here means the medium that the acoustic wave

ispropagating in, and of interest iswhat effect itwill have on any incident light beam.

2.2.3 Electro-optic and elasto-optic effects

1.2.3.1 The index ellipsoid

On application of an electric field to an isotropic material, the induced electric displacement

D is parallel to the electric field E and related to it via the absolute permittivity, e;



L)=eE -(1.9)

at optical frequencies, the refractive index is given by the square root of the relative
permittivity and the velocity of propagation is then the velocity of propagation in vacuum
divided by the refractive index. However, in anisotropic media, Equation (1.9) becomes

direction dependent and as a result the permittivity becomes a second rank tensor ;
-d-10)

A so called ‘representation quadric’ or ‘indicatrix” (which 1is simply a geometrical

construction) can be associated with the permittivity tensor thus ;
(er):'R =l

This is the equation of an ellipsoid and ifwe identify the relative permittivity with the inverse

of the square of a refractive index; the optical indicatrix is then a surface given by;

o /Mg =1 -(1.12)

This surface is a geometrical representation used for describing the behaviour of
electromagnetic waves in anisotropic media, and gives us access to the variation of refractive

index via the shape of the representation, e.g. for cubic crystals the indicatrix is a sphere.

1.2.3.2 The elasto-optic effect

The elasto-optic effect is the change in the refractive index of a medium, as a result of a
strain (with components S4) associated with an applied stress (with components Ty ). Since
the optical indicatrix represents the spatial variation of refractive index, then any change in
refractive index will obviously have some effect on the indicatrix. Consequently we re-write

the ellipsoid equation as ;



-(1.13)

Initially it was supposed that the variations in the indicatrix were related to the Su

components by some tensor of rank 4 with components pyu;

~(1.14)

i.e. the relationship between the observed change in refractive index and the observed strain

was assumed to be linear, as we shall see, this isnot strictly valid.

Because of the symmetry of the index ellipsoid components and the symmetry of the strain
tensor, Equation (1.14) can be re-written in reduced index form using prm where the pnm

related to the standard crystallographic axes are known as the ‘photo-elastic constants’.

If a crystal is subjected to a strain, the strain will have symmetry properties which will be
reflected in the corresponding tensor. The index ellipsoid will undergo modifications, but
will conserve the symmetry elements common to the strain and the crystal before
deformation. In short, this allows the reduction of the number of independent photo-elastic

constants for each crystal system, just as in the case for the stiffness tensor.

Thus the form of the prmmatrix for every crystal group can be deduced from Equation (1.14)
by the application of symmetry operations.

Nelson and Laxss established that Equation (1.14) contradicts certain experimental evidence,
and they suggested that for defining pijku Su is not the best independent variable to consider.
They proposed using the gradient of the particle displacement instead which possesses
nine components and includes the anti-symmetrical parts (e.g. rigid body rotations) which
were not included in the definition of the strain tensor. The corresponding changes in the

refractive index now include anti-symmetrical effects, and the inclusion of these effects for



certain materials has been verified experimentally (these effects are only present for double
refracting crystals).

1.2.3.3 The electro-optic effect

The electro-optic effect is the change in refractive index inamedium due to the presence of
an electric field. In the most general case this effect contains both the linear (Pockel’s effect)
and the non-linear (Kerr effect) components. The constitutive equations of the linear effect

are given in the form ;

~(1.15)

Interestingly, there is a similar equation to (1.15) for variations in stress due to the
piezoelectric effect, and just like the piezoelectric effect, the electro-optic effect does not
occur in crystals that are centrosymmetric (this isbhecause rinis a three index tensor and thus
can never possess centrosymmetric properties). Following reduction of the number of
indices to two, through symmetry considerations, we obtain rrm The rnmare known as the
electro-optic constants, and can be deduced for each point group by observing that the rnm

matrix will have the same form as a transposed reduced index piezoelectric matrix (eu).

Obviously piezoelectric materials will complicate things further since an applied electric field
will produce a strainwhich will contribute to a change in the refractive index. It is important
to be clear here of just what the piezoelectric effect consists of; in piezoelectric media for
certain directions there is a coupling of a wave of deformation and a longitudinal electric
field. In this case the variation in the indicatrix can be expressed by adding contributions
from the strain and electric fields and re-expressing the electric field contribution in terms of
strains and piezoelectric constants, a modified photo-elastic constant is then obtained that

characterises the overall effect36.
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1.2.4 Diffraction oftight by an acoustic wave

Here, a simple approach to the interaction of two plane waves, one electromagnetic the other
acoustic will be considered in order to provide a generic quantitative framework within
which the operation of different device types can be compared. The propagation medium is
transparent with respect to photons. Consider that a periodic variation of refractive index
has been set up inthe medium by means of a bulk/surface acoustic wave travelling in the x

direction, see Figure 1.2, and isgiven by
n(x, t) = iQ —hriQsin(Qr - Kx + 8) -(1.16)

where Q. is the angular frequency of the SAW, K isthe momentum vector of the SAW and
no is the refractive index without any perturbing effects. In practice 8nOcould be made up
from many contributions such as the photo-elastic and electro-optic effects. The electric
field of the optical wave must satisfy the appropriate wave equation obtained from

Maxwell1’s equations, which isgiven by:

y2g o 0L d E (1.17)
C dr

where E is the electric field, n(x,t) is the refractive index distribution and c the velocity of
light invacuum. Since the incident optical mode isassumed of the plane wave form we can

jJustifiably represent the electric field for this structure as a Fourier series of plane waves;

g=+00

E-Eq X (2) expL/(co” - kfizcosQ +xsin0) - gksx)] -(1-18)

q=-o00

where ki is the incident wave vector of the electric field and hence it is assumed to be
oriented in the x, z plane at an angle 0 to the wavefronts of the acoustic wave. Substituting
(1.18) into (1.17) and neglecting second derivatives of the expansion coefficients ag, the

following set of coupled first order differential equations is obtained;
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-(1.19)

where,

For g s+ there are diffracted modes. Energy transfer between modes depends on the
coupling coefficient 7tono/Z0, and phase matching. For g = 1, the right hand side of
Equation (1.19) must be small, to transfer energy out of the zeroth order. There are two
ways of doing this

i)By working ata=0 and Q « 1

i) By working at angles of incidence given by a = £1/2 withQ » 1
and they correspond to two different regions of acousto-optic diffraction, 1) corresponds to
the Raman-Nathsz region for which many diffraction orders can be observed simultaneously,
i) corresponds to the Bragg region and under these conditions there is only a single
diffracted beam.

The most common approach for detailed treatment of acousto-optic interactions is the so
called coupled mode technique38,which can be used to derive the difference between the

Bragg and Raman-Nath processes.
There are different types of diffraction which can be categorised by the effect on the
momentum vector of the guided mode; in isotropic diffraction the polarisation of the guided

mode is unchanged, whereas in anisotropic diffraction, a change in polarisation can occur

and/or the propagation medium isoptically anisotropic.

1.3 MATERIALS

The suitability of a material for acousto-optic applications is assessed through the use of the

“acousto-optic figures of merit”, which are expressed in terms of well known material
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parameters, such as the refractive index, density, velocity of sound and photo-elastic
components. The figure first proposedis (by Smith and Korpel in 1965) and most commonly

used isknown as “M 2” and has the form,

>3

M2= P -(1 20)
pv

where n is the refractive index, p is the density, V is the velocity of sound and p represents
the appropriate photo-elastic component. The other figures of merit are closely related to
M2 in form (see Changzs 1976) and are applicable to different types of device design, for
example Mi (proposed by Gordon39, 1966) considers bandwidth as well as diffraction
efficiency. All figures of merit are maximised inmaterials having high refractive indices, high
photo-elastic components, low densities and low sound velocities. The acoustic loss from a

material is also important and is characterised by the attenuation of a propagating ultrasonic

beam.
ACOUSTIC OPTIC FIGURES OF MERIT*
Density Mode & v Att., ref. K
rop. ms' a index,
Material (gm'3 Prop (msD gm) M m 2 m 3 m 4
direction n
t
Fused 2.2 L 5.96 7.2 1.46 0.633 1 1 1 1
Silica
LiNbOa 4.64 L[100] 6.57 0.1 2.20 0.633 8.5 4.6 7.7 15.5
Diamond 3.52 L[100] 17.50 2.6 2.42 0.589 9.6 0.68 3.3 138
Te02 6.0 L[001] 4.20 6.3 2.26 0.633 17.6 22.9 25 13.5
GaP 4.13 L[110] 6.32 3.8 3.31 0.633 75.3 29.5 71 192
As2Se3 4.64 L 2.25 27.5 2.89 0.633 204 722 539 57.4
GaAs 5.34 L[110] 5.15 15.5 3.37 1.150 118 69 137 202
Ge 5.33 LII] 5.50 16.5 4.00 10.60 1260 540 1365 2940

Table 1.1 Data taken from Chang25(1976)

*All figures are normalised with respect to fused Silica Mi=7.83x10'7 [cnrisg'], M2=1.51x10"'18 [s3g-1],
M 3=1.3xl0'22[cmsgl, M4=4.06x 105[cm V V 1.

+e.g. L[100] means the longitudinal mode in the [100] direction

*a is the acoustic attenuation per unit time at/=1GHz, and has units of dB/gsec
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Guidelines for selection of acousto-optic materials, based on these figures of merit were set
out by Pinnow iIn 1970, and lead to the use of new materials. Table 1.1 (previous page)
shows the important acousto-optic factors and corresponding figures of merit for a selection

of commonly used materials.

1.4 APPLICATIONS AND DEVICES

A brief look at the important acousto-optic device concepts will be given here, with specific

reference to the individual device areas that contribute to the development of acousto-optics.

1.4.1 Generalprinciples

All acousto-optic devices are based on light deflection or modulation occurring in a
transparent medium in which ultrasound is propagating. The acoustic waves can be

progressive or stationary, surface or bulk waves.

In general there are three types of acousto-optic device ; deflectors, modulators and tunable
filters, each utilising some form of AQO diffraction. Bragg diffraction ismore efficient than
Raman-Nath diffraction and tends to be used more in devices. The Bragg cell then can be
considered as a fundamental building block of acousto-optic devices and device modules.

There are essentially three useful characteristics of Bragg cells,

1. The frequency of light is shifted either up or down by the frequency of the SAW,
depending on the components of the momentum vector of the optical wave. This can be

used to perform frequency shifting and frequency modulation of guided optical waves.
2. The angle of deflection of the diffracted light increases linearly with the acoustic

frequency so by tuning the RF frequency applied to the SAW transducer the cell can be used

to perform high speed light beam deflection/scanning and multi-port light beam switching.
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3. The intensity of the diffracted light is proportional to the power of the RF signal,
provided the cell is not driven into saturation. This provides obvious applications to
implementations of intensity modulators.
t

Deflectors are used principally in optical scanning and information processing applications.
The direction of the diffracted beam can be varied by changing the driving frequency of the
acoustic wave. A careful balance is required between bandwidth, diffraction efficiency and
time aperture. The first two speak for themselves, time aperture is the time taken for the
optical wave to cross the acoustic wave, and is a fundamental measure of the frequency

resolution and speed of the device.

A device isconsidered to be a modulator ifit’s primary function isto impress information on
a light wave by temporally varying one of It’s properties, such as phase or intensity. A
deflector or switch on the other hand changes the spatial position of the light or turns iton or
of .

The concept of deflection raises the question, can a deflector be used as the dispersive
element in an optical spectrometer? The acousto-optic tunable filter (AOTF) permits fast,
electronically controlled tuning over a wide wavelength range and is useful therefore for
spectral analysis and optical computing. This type of device was first proposed in 196940,
and much work is being done at present on improving the performance of these devicesa

and on new applications such as femtosecond optical pulse shaping42.

1.4.2 Bulk devices

Bulk acousto-optic device technology (where the acoustic wave propagates freely
throughout the bulk of the propagation medium as opposed to the surface) is well
established, amongst the most well-developed applications of these devices is the spectrum-
analyser. The acousto-optic part of the device isa simple Bragg cell, and each incident light
beam is deflected at an angle proportional to it’s frequency, so the beams may be separated

easily. The principles of bulk devices tend to carry over into the region of guided wave
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devices and integrated devices and for this reason will not be covered here to avoid

duplication.

1.4.3 Surface acoustic wave (SAW ) technology

Bulk elastic waves propagating inside solids have played important roles in electronics for
many years, initially for use in oscillators and filters43, and later for incorporation in devices
employing delay linesd4. More recently though attention has turned to surface acoustic
waves and the possibilities available in constructing signal processing devices which use

these types of waves.

Surface acoustic wave devices are becoming increasingly more popular for signal processing
applications and operate most readily with bandwidths in the range 10 to over 1000 MHz.

The devices are small in size, easily fabricated (exploiting the already established technique
of photolithography) and the energy of the relevant physical processes is readily accessible at
the surface for tapping, guiding, reflecting, focusing, absorbing etc., leading to a large design
flexibility and multitude of applications.

1.4.3.1 Generation and detection

To make SAWs useful for signal processing, the ability to generate and detect them is
essential. This isachieved by the use of an interdigital transducer (IDT). An IDT issimply
an array of metal strips placed on the piezoelectric substrate on which the SAW is to be
generated (see Figure 1.3). When an RF voltage is applied across the IDT, the inverse
piezoelectric effect causes surface waves of that frequency to be generated. There is an
optimum separation of the transducer fingers that leads to constructive interference of the
SAWs generated at each finger for a particular wavelength. The greater the number of
finger pairs, the greater is the efficiency as more pairs are adding constructively, however
there is a bandwidth reduction as one uses more and more pairs. Within a first order
approximation, the frequency response of the SAW transducer is the Fourier transform of

the finger overlap patternd5. Thus by taking the inverse transform, any required frequency
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response can be realised by an appropriate IDT. S AW devices in this form are used widely

inmaking bandpass filters45,47, resonators, and oscillators.

1.4.3.2 Devices

Many SAW devices implement the concept of a delay line for their operation. A filter
employing a delay linewould produce signals along it’s length which would be tapped off to
provide the output. Recursive filters insert the delay line in a feedback loop, the response to
an impulse input would be a sampled exponential decay with time constant -a and time
between samples T. Non-recursive filters have no feedback loop, the output is formed by
summing samples of the input, each with a different weight, taken at various points along the
delay lire. Such afilterisknown as a transversal filter, it’s effectiveness was limited because
of the large velocities involved, giving rise to relatively small delays over practical distances.
This difficulty isovercome by the use of acoustic delay lines. Surface acoustic waves have a
velocity of the order of 3x10s ms-1 in the materials commonly used which produces
significant delays of signals within convenient, accessible distances, the electrical signal is
converted to an acoustic wave, usually by using an I1DT which is fabricated on the surface of
a piezoelectric solid. These electrodes are used to tap and produce the energy along the

surface and the summation is automatically provided by the structure.

If the processing of signals of different frequencies is required, it is immediately apparent
that, since the delay lines are designed in the time domain and outputs are desired in the
frequency domain, then the Fourier transform would provide a useful tool in assessing the

design of these types of devices.

Spectrum analysis, as mentioned in the previous section, is an area that takes full advantage
of the SAW signal processing capabilities. If the spacing between the IDT fingers is
designed to vary linearly along the propagation axis, itispossible to obtain delays which vary
linearly with frequency, this is the principle of the linear frequency modulator (LEM),
commonly referred to as a “chirp” filter. Slanted chirp transducers (SCTy4s focus SAWs to
a point, and the point to which the SAWs are focused moves with frequency, leading to

determination of the relative amplitude of the frequency components of a signal.
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RF demultiplexers can be also realised using the Bragg cell spectrum analyser. Each

frequency within the incoming bandwidth is deflected into an appropriate detector.

Digital as well as spread spectrum transmission systems need matched receivers to “decide”
between useful signals and interference and to make other such judgements of comparison on
transmitted signals. The processes of convolution, correlation and decoding, which are used
for these purposes can be efficiently realised using SAW devices. One such implementation
of convolution exploits the interaction of a SAW with the free carriers on the surface of a
semiconductor, a so called “space-charge coupled” SAW device4950, which utilise the
piezoelectrically induced electric fields on appropriate semiconductors, allowing the
transport of charge across the structure.

1.4.4 Guided wave devices

The use of waveguides in optoelectronic devices provides a means for interconnection of
devices and is therefore important to the construction of optoelectronic integrated circuits.
Since indirectly, many acousto-optic devices involve an electro-optic effect, the fundamental
operation of electro-optic devices provides a foundation for more complicated acousto-optic

devices and itis therefore of interest to briefly mention purely electro-optic devices.

1.4.4.1 Electro-optic devices
As far as single waveguide structures are concerned there are several different types of
modulators and deflectors that can be fabricated in planar or channel waveguides, and many

of these devices can function either as a modulator or a deflector.

A basic single waveguide structure is a Shottky barrier diode with a substrate forming an
optical waveguide. Considering its operation as a phase modulator, when a reverse bias is
applied to the Schottky barrier diode the waveguide becomes part of the depletion region,
and the electric field then present in the waveguide causes a change in the phase of light
waves travelling along the guide and hence provides the mechanism for phase modulation51.

This type of structure can also be used in such a way as to cause rotation of the optical
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polarisation vector as a result of propagation through the waveguide. This polarisation

change is then detected and provides the mechanism for modulation.

The Schottky barrier/Waveguide structure ismost often used for intensity modulation, where
the difference in refractive index between the substrate and the waveguide is carefully
engineered to tailor the waveguide to be at the threshold for guiding the lowest order
propagation mode with no electric field present. On application of an electric field the
change in refractive index causes the waveguide to become transmissive. A modulator of
this construction was first implemented by Hall et al.2 in GaAs and similar devices have

been constructed inLiNbhO03.

The electro-absorption modulator, is based on the Franz-Keldysh effect53, which is the
shifting of a semiconductor absorption edge to longer wavelength on application of a large
electric field (~ 105 Vem™ ). Intuitively veiy effective electro-absorption modulators can be
constructed for light of slightly less than bandgap wavelength since application of an electric
field of the correct order of magnitude will cause relatively large changes in the absorption

around the band-edge.

Dual channel electro-optic modulators are also used in guided wave technology. In this case
the common mechanism of operation isto apply modulating signal voltages to the electrodes
of each channel, resulting in slight differences in the refractive indices of each guide, and
hence in the propagation constants of the respective modes. The transfer of power through
the dual-channel guide will then be a function of this difference in propagation constants.
Another class of dual channel modulator is based on a waveguide version of the Mach-
Zehnder interferometer in which coherent light waves that have travelled different path
lengths are made to interfere54. These types of single and double channel waveguide

modulators were among the first types to be developed into integrated optical devices.
Electro-optic modulators based on diffraction are generally based on the Bragg effect rather

than the Raman-Nath effect, and were first proposed by Hammerss and later, other authors

including Lee and Wangses presented theoretical and experimental studies . Very efficient
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Bragg diffraction electro-optic modulators can be made ifgrating geometry and tolerances
are carefully controlled.

When discussing waveguide modulators as opposed to bulk electro-optic modulators it is
important to compare the different power requirements, and since the modulating power
required is proportional to the active volume* it is obvious that significantly less power is

required by a waveguide device.

1.4.4.2 Acousto-optic devices

As would be expected in acousto-optic modulation, two fundamentally different types of
modulation are possible ; Raman-Nath and Bragg type. In Raman-Nath modulators the
optical beam is incident transversely to the acoustic beam and the width of the acoustic beam
is relatively short. For Raman-Nath type diffraction to take place, the interaction length
must be short enough to prevent multiple diffraction occurring. Light passing through the

device undergoes a phase shift Acp, given by

Acp = (An2nlAo)sin(2ny/A) -(1.21)

where An is the acoustically induced index change, I is the interaction length (i.e. the distance
over which interaction occurs), and A is the acoustic wavelength. The change in refractive
index can be expressed in terms of one of the acousto-optic figures of merit, and the intensity

of the diffracted orders are found to be Bessel functions of the phase changes.

These types of modulators generally have a smaller modulation index than that of
comparable Bragg modulators, and they cannot easily be used as optical switches because
the diffracted light is spatially distributed over many orders. Bragg modulators on the other

hand are widely used as intensity modulators, beam deflectors and optical switches.
In Bragg type modulators the acousto-optic interaction length is relatively long, giving rise

to multiple diffraction. It is important to note that the transition between the Bragg and

Raman-Nath regions isnot discrete and indeed there is in fact a range of interaction lengths
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for which a composite type of diffraction occurs. When designing devices it is important
then to tailor the interaction length so as to produce a device that is clearly Bragg or Raman-

Nath.

In guided wave devices, such as those used for optically integrated circuit applications, the
power requirements are much less than their bulk counterparts since the optical and acoustic
waves can be confined to the same small volume. The first waveguide acousto-optic
modulators were hybrid devices57, with the guided light in a different material to that which
the acoustic wave is launched in, later monolithic devices were also constructed5359 in

materials such as GaAs and LiNbO 3 producing very high modulation indices in many cases.

Although the Bragg and Raman -Nath type diffraction processes are by far the most common
techniques employed in constructing acousto-optic modulators, there are other methods
available. These methods generally make use of acoustic waves to induce coupling between

various modes in the waveguide60,61,62.

Bragg modulators are equally capable of functioning as deflectors and optical switches. If
the frequency of the acoustic beam is held constant, the optical beam can be switched
through the angle 20B by supplying sufficient acoustic power to provide 100% diffraction
from the zeroth order beam to the first order beam. If the acoustic frequency is varied the
optical beam can be switched through different angles. However as the frequency
(wavelength) of the acoustic beam is varied the diffraction condition is no longer exactly
satisfied and other orders appear, together with a corresponding reduction in intensity of the

first order peak. This reduction in intensity will obviously limit the bandwidth of any

operating device.

The geometry of the interdigital transducer used to excite the acoustic waves is an important
factor when considering the efficiency of any proposed acousto-optic device. If a large
bandwidth is required, then decreasing the interaction length will achieve this, however this
will be at the expense of diffraction efficiency since the phase shift (Equation (1.21)) and
hence the modulation index contain the interaction length as a factor. More sophisticated

structures are required for both wide bandwidth and high diffraction efficiency, e.g. the chirp
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transducer in which the interdigital spacing is gradually changed along it’s length63, thus
allowing for the optimal generation of different acoustic frequencies along the length of the
transducer, and increasing overall bandwidth. Using a multiple array of transducers, each
tilted with respect to the other, and each having a different interdigital spacing, will also
increase bandwidth and diffraction efficiency and this type of set-up is very effective since it
permits the Bragg condition to be satisfied over a large acoustic aperture and a large

frequency range.

The frequency shift effect is usually ignored when considering the modulation and deflection
processes, although it can be useful in certain applications. Consider two acoustic waves of
the same frequency, launched on a waveguide substrate in opposite directions. After
interaction the optical beam will have components of frequency that have been shifted by
small equal amounts, above and below the original frequency of the incident wave. The two
components of the optical beam beat together to produce a beam with a modulated sub-
carrier frequency equal to twice the equal shifts in frequency. This is the basis of the
standing wave surface acoustic wave optical modulator (SWSAWOM)64, which has

applications in frequency division multiplexing of optical beams.&%

1.4.5 Integrated acousto-optic devices

Continuing progress in the design, fabrication and performance of components such as
optical waveguides, waveguide lenses, laser sources and photo-detector arrays and their
integration have advanced the possibilities for a variety of integrated acousto-optic device
modules and circuits. LiNbO3and GaAs remain the two most promising substrate materials.
Channel planar composite waveguides6 have become increasingly important, allowing a
large number of light sources to be used and hence utilising the channel capacities inherent in
arrays of diode lasers, optical fibres and photodetectors. These can be fabricated in LiNbO3
using a Titanium indiffusion (T1) process67 and in GaAs using epitaxial methods and etching
techniques to form the channel waveguide array. Planar waveguide lenses are among the key
components in integrated optic circuits, and various fabrication techniques and lens types

have been developed. There are two relatively new fabrication techniques that are capable of
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producing microlens arrays and large aperture lenses. One is Titanium-Indiffusion Proton-
Exchange (TIPE)B& which is applicable to LiNbO3, the Tl process is first used to form the
waveguide, chemical etching is used to define the lens area and then a proton exchange
technique? is used to form the lens. Recently the ion-milling technique has been successful

in producing lenses in GaAs71.

The work done so far indicates that acousto-optic integrated device modules will have small
substrate dimensions along the optical path and will be inherently of high modularity and

versatility. Two such devices are mentioned here.

The integrated acousto-optic device that tends to receive most attention is the integrated
optic RF spectrum analyser, which is used for real time processing of wide band RF signals.
Just as in the bulk case, the spectral analysis process is based on the fact that the deflection
angle and the intensity of the Bragg diffracted light are proportional to the frequency, and
the power of the RF signal being applied to the surface acoustic wave transducer
respectively. A hybrid approach to the fabrication is the most common at the moment,
consisting of usually a LiNbO 3 substrate for the Bragg cell. The beams emerging from the
acousto-optic part of the device are focused by a lens onto a photo-detector array, and the
relative intensity of each beam is then accessible and is proportional to the strength of the
corresponding RF frequency component. Figure 1.4 shows a schematic diagram of an

integrated acousto-optic spectrum analyser72.

To facilitate a total or monolithic integration, GaAs would be the ideal substrate because
then both the laser and the photodetector array, together with the associated electronic
devices could be fabricated in the resulting waveguide7374, as the technology of light sources
and detectors is already well established on this substrate 75,76. Significant progress has been
made in the realisation of wide band acousto-optic Bragg cells on this substrate material77.
Other materials that are capable of integrating the Bragg cell and the photo-detector array on
the same substrate are thermally oxidised silicon (Si0OZ/Si)78, and arsenic trisulphide on
thermally oxidised silicon (As2S3Si02/Si )@ where a ZnO film was deposited on a portion of

the substrate of this module, to provide a piezoelectric film for efficient surface acoustic
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wave generation. The As2S3was used to provide efficient acousto-optic Bragg diffraction,

due to it’s high acousto-optic figure of merit.

The ability to perform real time correlation of two signals is one of the key requirements in
radar and communication systems. Correlators can be basically classified into two types ;
time integrating8® and spatial integrating8l. Spatial integrating correlators perform
correlation by integrating the light diffracted by all parts of the signal(s) which are
simultaneously present in the light beam aperture of the Bragg cell. The input signal is
correlated with a time delayed reference signal and the two are spatially integrated to
produce the correlated output. Time integrating correlators perform correlation by using a

closely spaced photodetector array to integrate in time for each point within the Bragg cell.

Hybrid and monolithic structures for integrated optic implementations of time integrating
correlators have been suggested. Multi-channel RF correlator modules using acousto-optic

and electro-optic Bragg diffraction have been fabricated and tested.

In summary, successful monolithic integration of AO devices really hinges on the
development of efficient wide-band AO Bragg cells in GaAs. High diffraction efficiencies
and large bandwidths have been achieved82. Clearly as far as monolithic integration of optic
device modules based on GaAs substrates is concerned, a key component is an efficient,
wideband acousto-optic Bragg cell. Theoretical studies have shown that7/ bandwidths as

large as 1.6 and 1.4 GHz are possible for specific cuts of the GaAs-AlGaAs waveguide.

1.5 QUANTUM WELLS; PROPERTIES AND

DEVICES

1.5.1 Introduction

When the dimensions of a semiconductor device structure are reduced to the point at which

they are approaching the electron wavelength, the relevant physics changes to that of
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quantum mechanics and unique structures known as ‘quantum wells’ exploit this fact.
Improved lasers, photodiodes, modulators and switches have all been constructed using
quantum wells. Here a brief introduction to the subject will be given together with it’s
possible relevance to acousto-optic devices. A full account of the electronic and optical
properties of quantum well structures and their use in devices, can be found in several

texts8384 and review articles858.

A quantum well (QW) structure consists of one or more very thin layers (typically < 100 A)
of narrow band gap material, sandwiched between barriers of wider bandgap material,
providing electronic carrier confinement (e.g. Figure 1.5). The layers can be grown by either
MBE& or MOCVD& techniques, and the technology has been particularly successful in the
I11-V structures such as GaAs/AlGaAs and InGaAsP/InP. Itis the confinement of the charge
carriers that leads to the observable quantum effects; the potential well provided by the
difference in band gaps of the two constituent materials extends over a sufficiently small
enough length to produce observable discreteness in the allowed energies of the charge

carriers as given by the energy eigenvalues of the Schrodinger equation.

As a consequence of this quantization, the energy dependence of the density of states p(E)
for electrons and/or holes takes on a staircase form89. It is the modification of this density of
states structure, brought about through variations in layer thicknesses and composition

within the quantum well structure that can lead to methods of tailoring the optical properties.

1.5.2 Electronic and opticalproperties

1.5.2.1 The single quantum well

The determination of the electron and hole energy eigenvalues and wave functions is of
fundamental importance to any analysis of the operation of a quantum well device. These
quantities can be determined through use of the envelope function approximation® where
the wave functions are separated into a slowly varying part and a part that varies on the

lattice potential scale.
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Figure 1.6 shows schematically the electron and hole energy levels in a single quantum well
structure at k=0. This quantization is easily seen in an optical absoiption spectrum where a
series of steps is observed rather than the relatively smooth spectrum which is characteristic
of bulk semiconductors. The transitions seen in the absorption spectrum correspond to those
that are allowed by selection rules9l that can be derived from investigations of the electric-
dipole matrix elements. In addition there are strong absorption features at the edges of the
steps in the spectrum, due to excitons, which are fundamental to the interaction of light with
matter and are excited pairs of Coulomb attracted electrons and holes. In bulk materials
excitons are relatively fragile and are barely resolvable at room temperature. In the quantum
well there is an excitonic feature at the onset of each new sub-band structure, which in pure
samples is twin peaked, revealing excitons that consist of two types of holes: known as

heavy holes and light holes.

One of the most important applications of quantum wells comes from the modifications to
their optical properties that follow the application of an electric field. For the case of a
perpendicular electric field, first studied in 1982 by Mendez et al92, the low lying electron
and hole states are moved closer together in energy. The effect of the electric field on the
one electron properties has been calculated from perturbation theory to second order93, and
leads to a quadratic reduction in the interband absorption energy with electric field. The
applied electric field also has an effect on the excitonic properties and, unlike bulk
semiconductors where the excitons are easily dissociated, here the electrons and holes are
confined to the quantum well until very large electric fields are applied (typically 50 times
that required for the same effect in bulk), i.e. the confinement provided by the QW is far
more effective at keeping the electrons and holes in close proximity than the Coulomb

interaction.

1.5.2.2 Multiple qguantum wells and superlattices

If a structure consisting of many quantum wells layered on top of each other has barrier
layers large enough such that the individual wells can be treated as independent (barriers
typically >~100A), the structure is known as a multiple quantum well (MQW). Typically
there are -50 quantum wells in a real MQW structure. The optical response should be

ideally a simple multiple of the response of one of the quantum wells but unavoidable
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variations in layer thickness in practice and other factors mean that the quantum wells within
the structure are not in fact identical and the result is a broadening of the luminescence from
such a structure. A similar effect can also be detrimental to the operation of devices which
rely on electric fields across the M QW structure, where the electric field is perhaps not

uniform over the structure.

If the structure has barriers that are not large enough to dispel any interaction between
adjacent quantum wells then the structure is strictly known as a ‘superlattice’. The simplest
superlattice structure then is obviously a pair of quantum wells, and the energy levels and
wave functions of such a structure can be found by considering the coupling between the
two quantum wells within a perturbation theory approach& This leads to a splitting of the
energy levels, and if more quantum wells are added, the additional splitting leads eventually
to a sequence of energy bands rather then discrete levels, in much the same way that the
atoms of a crystal lattice affect the energy levels of their neighbours and produce a band
structure, hence the term ‘superlattice’. Superlattices have interesting optical and electronic

properties, including possibilities for terahertz oscillations between coupled wells. %

1.5.2.3 Strain in quantum wells

If the bulk lattice constant of an epitaxial layer differs from that of the substrate on which it
is grown, then the grown layer will be strained. Far from being a problem, this type of
strained structure and the physics associated with it can be exploited in many electronic and
optical devices. Extensive strain investigations have been performed on the

InxGai_xAs/GaAs® and Sii_xGex/Si®% material systems.

The introduction of strain into QW structures in this manner has implications for the band
structure97 of I11-V materials since the strain breaks the cubic symmetry of the crystal
structure and leads to lifting of the degeneracy of the heavy and light hole states at k=0, and
anisotropy of the valence band structure. The variations of valence band structure that can
be achieved through the incorporation of strain is large and can lead to improved
performance in many electrical and optical devices. For example the ability to lower the

effective mass of valence band sub-band states can lead to improved laser performance.
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1.5.2.4 Acousto-optics of quantum wells and superlattices

Very little work has been published on the acousto-optics of quantum well and superlattice
structures. The propagation of SAWs on GaAs/AlGaAs heterostructures has been studied
experimentally and the interaction of the SAWs with the quasi-two dimensional inversion
electron system considered98. It has been shown how the superlattice structure can be
exploited to form a Fabry-Perot type resonator and subsequently produce retrodiffraction by

ultrasonic waves to increase the acousto-optic interaction in such structures99.

It is acknowledged that the direct use of the SAW induced acousto-optic effect has not been
fully investigated or demonstrated for these type of structures. However a number of

devices have been proposed that would utilise these effects100,101,102.

1.5.3 Device technology

There are many device types which exploit the ideas of quantum confinement to improve
device performance. The increased performance is a direct consequence of the physics

associated with the structures.

The area of transistors has seen much progress through the use of multi-layer semiconductor
structures. Transport of electrons in the active region of the device determines much of the
device performancel03. High-electron-mobility transistors (HEM T) exploit the mobility of
the two-dimensional electron gas (2DEG) associated with confinement in a heterojunction14

and heterojunctions in bipolar transistors (HBTs) lead to high speed devices105.

In addition, the generation and detection of microwaves is an area where heterojunction and

multi-layer semiconductor structures have been used extensively106.

Heterostructures introduced into lasers17 increase electron and hole density in the active
region and provided better optical confinement leading to reduction in threshold current
densities. In QW lasers the total number of carriers needed to obtain a given level of

population inversion is reduced, as a result the free carrier absorption is reduced and the

28



threshold current density drops by around a factor of ten as compared to conventional
heterostructure laser diodes. Only a single quantum well is required to realise the benefits of
confinement in laser structures, and from a simple assumption of infinite barrier height, plots
of density of states and gain as a function of photon energy can be obtained 108. The

advantages and operation of QW lasers are described in the text by Weisbuch and Vinter&

At sufficiently high injection current levels the gain of a single QW laser can be improved by
adding more layers to produce an MQW laser. A further steep drop in threshold current

density in QW lasers can be achieved by the incoiporation of strain into the structurel00.

Practical applications of the electric field dependent optical properties of quantum wells are
devices such as modulators and switches. The “Quantum confined Stark effect (QCSE)” 110
is very useful in such devices because moderate fields (~104 Vcm"]) can cause significant
changes in absorption11l. The electro-absorption is approximately 50 times stronger in
M QW structures than in bulk semiconductors where the Stark shift is masked by a
broadening of the excitonic peak. Early QCSE modulators were made in GaAs/AlGaAs
M QW structures 112,113, with the light introduced normal to the QW layers. The on-off ratio
114 of these devices was limited due to the small interaction length, and an effective way of
getting round this problem was to use a waveguide modulator structure, with the light

confined to propagate in the plane of the layers 115

The strong electro-absorption effect in QW devices implies an electro-optic effect through
the Kamers-Kronig relationshipl16. The relative strengths of the electro-absorption and
electro-optic effects in M QW devices is very important, although it seems in general that the
electro-optic effect is not large enough to significantly interfere with the operation of electro-
absorption devices. Typical figures indicate that the electro-optic effect in M QW structures
can be around 2 orders of magnitudell7 greater than bulk counterparts suggesting shorter
interaction lengths in typical devices, such as phase modulators. The greatest advantage of
the multiple-quantum-well modulator is probably the possibilities for monolithic integration
with laser diodes. Such a device structure has been made in AlIGaAs/GaAs by Tarucha and

Okamoto.118
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M QW structures can also be used advantageously in the fabrication of optical switches, by
modifications to the dual channel directional coupler119. Strain can be introduced using
deposited materials, such as gold strips which result in the refractive index profiles needed.
Devices of this type suggest the possibility of all optical logic circuitry, capable of

functioning without any electrical inputs or control signals.

The self-electro-optic device (SEED)1ID is a device with a principle of operation that
depends on the optical properties of quantum wells. The QW structure is embedded in ap-n
junction and acts as both a modulator and photodetector, resulting in an optically switchable
bistable device, i.e. the diode is switched between a high absorption low voltage state and a
low absorption high voltage state. The SEED is currently receiving much attention and

many applications have been demonstrated121,122.

1.6 SUMMARY

Chapter one has shown how acousto-optic techniques provide a versatile basis for device
realisation together with how the subject has progressed through advances in SAW
technology, optical waveguides and optoelectronic integrated circuits. It is clear that
improvements in Bragg cell performance will extend that progression further in many device

areas.

The fabrication techniques now available allow new structures such as quantum wells and
multi-layered structures to be grown. There is clear justification then for looking at the
applicability of such structures to acousto-optic applications, since devices have been

proposed but not fabricated and theoretical work has not been exhaustive.

The rest of this thesis will show the modelling work that has been carried out in this area,
starting from the propagation of SAWs on multi-layered structures, guided optical waves in
multi-layered structures, and onto acousto-optic interactions and finally qguantum mechanical

effects.
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Figure 1.1 Schematic diagram of particle
displacement vector u(L,t), due to the
deformation casued by the passage of a
SAW

Figure 1.2 Schematic diagram of
the diffraction of light by
ultrasound. Ob is the Bragg angle
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Figure 1.3 Schematic diagram of the generation
and detection of SAWs on a piezoelectric substrate,
using interdigital transducers (IDTs)

Collimator

Figure 1.4. Schematic diagram of the operation of an
integrated acousto-optic spectrum analyser
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Figure 1.5 AlGaAs/GaAs quantum well structure and
schematic view of the confinement potential provided
by the band gap discontinuities.
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Figure 1.6 Example of the electron/hole
energy levels at k=0 in a single
AlGaAs/GaAs quantum well.



Chapter 2.

Surface Acoustic W ave Propagation on L ayered

Semiconductor Structures

21 INTRODUCTION

The passage of an acoustic wave through a layered semiconductor structure will alter the
optical characteristics of that structure through the electro-optic and elasto-optic effects.
Consequently any investigation of the interaction of guided optical beams with surface
acoustic waves (SAWs) in appropriate device structures must first be concerned with the
nature of the SAW induced field quantities (i.e. the fields that alter the refractive index), and
the effect on these field quantities of altering the dimensions and composition of the material
structure for a given SAW propagation. With the advent of new material structures such as
quantum wells (QW s)1, as mentioned in chapter 1, the possibility of increasing the efficiency
of present acousto-optic devices has become apparent through the relatively large optical
absorption (and correspondingly large electro-optic effect) provided by these structures at
characteristic frequencies and several authors have proposed devices that utilise these effects
2,3. Any investigation that proposes to model the induced field quantities in appropriate

structures must therefore be applicable to layered structures and possible QW structures.
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There are various ways to approach the problem of modelling SAWs on top of multi-layered
structures including vector methods4, matching the fields at layer interfaces and solving the
resulting linear algebra problem5 and closely related methods involving matrices6. The
propagation of SAWs on GaAs and other I11-V bulk materials has been studied theoretically
for various crystallographic geometries and wave types in both the bulk material7,8,9,10 and

layered structures11,12.
The Laguerre polynomial method which was first applied to SAWs guided in wedges13 and
has subsequently been applied to layered structuresl4, including layers of different

composition’s will be used here to study structures of arbitrary layer thickness and

composition.16 The method is non-iterative and simple to program.

2.2 SURFACE ACOUSTIC WAVES ON

APPROPRIATE DEVICE STRUCTURES

2.2.1 Theory

The theory is expressed within the conceptual framework outlined in chapter 1

2.2.1.1 Propagation of piezoelectric surface waves

In the case of piezoelectric media such as we are considering here, we expect any stresses to
be accompanied by an electric field and hence we have an additional constraint on the field
quantities, namely that the electric field must obey the relevant Maxwell’s equation, (in the
absence of free charges);

V.D =0 -(2.1)

The ‘quasi-static’ approach is taken here in which the appropriate acoustic velocities are
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assumed to be much less than the velocity of electromagnetic waves, producing an effective

assumption of a constant electromagnetic field. Equation (2.1) together with the equation of

motion;

3 Tu d Vv
dxj k{02 (2.2)

govern the wave propagation in piezoelectric media. D is the electric displacement vector,

p is the mass density and u the particle displacement (the conceptual nature of which was

explained in section 1.2) for an assumed homogeneous medium.

The equations of piezoelectricity are written

T duk 80 (2.3)
oWy hdxe '

d W s ap

D, ejKd .
d Xi Mg x

-(2.4)

where (j) is the electric potential. The relevant physical properties are c, the stiffness tensor, e
the piezoelectric tensor, and 6 the permittivity tensor. Note that here, in the case of
piezoelectric materials, the stress is dependent on the electric field and the electric
displacement is dependent on the strain. The superscript E labels stiffness in zero electric

field and S labels permittivity with zero strain.

The modification of the stress tensor (Equation. (2.3)) together with the expression for the
electric displacement (Equation (2.4)) lead through substitution in Equations (2.1) and (2.2),
to two coupled wave equations that must be simultaneously obeyed; the boundary conditions

can then be applied and the corresponding wave equations solved for the particle

displacement and electric potential.

If a general Rayleigh wave form solution is assumed, and substituted into the coupled wave

equations, a determinantal equation is obtained, for which it is important to note that for any
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particular propagation direction, there are three corresponding particle displacements, (i =
1, 2, 3), which are mutually orthogonal, and each will have a corresponding angular
frequency. When one of the orthogonal particle displacements is parallel to the wavevector
of the SAW, the acoustic wave is said to be longitudinal, and obviously in this case the other

two particle displacements are normal and the waves associated with them are said to be

transverse.

Surface waves are generally present to a depth of one wavelength below the surface of the
propagation medium. The velocity of propagation of a surface wave is always less than that
of volume waves in a given material. This is sensible since if we assume the material to be
bounded by air, the particles found at the surface only exert forces of elastic cohesion on one

side, providing the illusion that the surface wave experiences a medium of lower stiffness.

Closer inspection of the determinantal problem will reveal which modes involve coupling of
the particle displacement and electric potential and hence can be excited piezoelectrically.
For example, in the case of SAWs on the {100} planes of Gallium Arsenide, for propagation

in the [100] direction the following determinantal type equation is obtained;

+.1 0 Y M
0] rnop M2 0] u2
0] m X 0 u3
M 4i 0 0 M 44]

where the [M] matrix contains large expressions involving material constants and decay

factors. However, in the case of propagation in the [110] direction the following is obtained;

reii
0 N9 m23 m?2A u2
0 m X n33 M 3A u3
| e M 42 n4A3

Comparing Equations (2.5) and (2.6) it can be seen that for the first case of propagation in

the [100] direction only the uj particle displacement is coupled to the electric potential (> the
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other two particle displacements being coupled together as pure Rayleigh waves, hence in
this case only the transverse mode has the possibility of being excited piezoelectrically and is
known as a ‘Bleustein-Gulyaev’ wavel7, but for this particular propagation direction it can
be shown that this mode does not existl8. For the second case (Equation (2.6)) it can be
seen that one of the modes cannot be excited piezoelectrically as it is decoupled from the
electric potential, however three modes appear to exist that couple u2, u3and $ and hence
should be able to be excited piezoelectrically. Using the fact that the determinant of the [M]
matrix should be put to zero, a polynomial equation can then be solved for example by using
a Newton-Raphson method or some other root finding method and the decay constants can
be obtained. This is the standard approach to the numerical modelling of SAWs in
piezoelectric media and is not used in it’'s full form here, since the problem is further

complicated by the presence of multiple layers of differing compositions.

2.2.1.2 Multi-layer structures

In the case of multi-layered structures the situation is much more complex, and boundary
conditions must be matched at interfaces, leading to great complexity when the number of

layers becomes large.

The justification behind using a Laguerre polynomial technique is quite apparent. The
Laguerre polynomials form an orthonormal basis set for the half space x>0, and in this case
we would use the depth below the surface as representing x. Laguerre polynomials are
commonly used for example in the representation of the radial part of Hydrogen like wave
functions19. The first five functions used in the expansion of the field quantities are shown in
Figure 2.1, f(x) in this case represents a particular Laguerre polynomial multiplied by exp(-

x/2). The orthonormality of the polynomials is expressed through the overlap function ;

-(2.7)

which can be thought of as representing a scalar product on an appropriate vector space. 8y

represents the Kronecker delta function.
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The material structure is represented in Figure 2.2, each layer being characterised by the

physical properties of stiffness, permittivity, piezoelectric constant and the mass density, p .

2.2.1.3 Co-ordinate systems

The co-ordinate system adopted is one in which the surface wave propagates in the xj
direction and the x2 direction represents the depth below the surface. The SAW is assumed
to propagate in the [110] direction on the {100} plane, since this configuration provides a
high electromechanical coupling constant for structures such as GaAs and AlGaAs12 Since
the material tensors are defined with respect to the crystallographic axes, their components
must be transformed so that they may be expressed in the co-ordinate system adopted. The
material tensors were transformed according to Auld20, which is based on the fact that all
tensors transform as products of vectors2l, and given the transformation matrix of the
crystallographic axes, conditions on the elements of the transformation matrices for all
tensors can be derived. For example, the stress tensor, T, is a two index tensor and hence

would transform according to

Tkl = akialjTij -(2-8)

where the a’s are the sets of numbers that transform each component of each index of the

tensor. Equation (2.8) can be re-written in reduced index form as

K =MmJn -(2-9)

(i.e. two indices running form 1to 3 can be reduced to 1 index running from 1 to 6) with the
two stress tensors being related through a single 6x6 matrix, [M] whose elements are
derived from the elements of the matrix representing the product of the two a matrices in
Equation (2.8). The transformation of the stiffness tensor can then be carried out in reduced

index form and can be written in terms of the matrix [M] as

[e]"= [M J[c]I[M Ir -(2.10)

48



where [c] is the matrix representing the stiffness tensor in reduced index form. Considering
just the stiffness tensor, before transformation is performed, the matrix [c] has the following

form;

(CW c12 c12 0 0 8s

cl2 cu c12 0 00

o 0 0 cas 0 0O
0 0 0 0 . O
0 0 0 0 ¢,y

which is the standard reduced index form (i.e. the four indices of the tensor have been
reduced, through symmetry to two indices each running from 1 to 6) of a material with a

zinc blende crystal structure. Note that the matrix has only three independent elements.

The transformation that was performed on the tensors was one in which the crystallographic
axes were first rotated through 90° about the x axis, transforming the z axis into the y axis
and they axis into the -z axis, and then rotated by 45° about the new y axis (see Figure 2.3 ).
The SAW would then be assumed to be propagating in the x 7 direction ( i.e. the [110]
direction). After applying the first transformation (rotation through 90° about the x axis) of
the stiffness tensor it will be unchanged since any physical property must possess the

crystallographic point group symmetries and after application of the second transformation it

has the following form;

V4

¢ o C 0 0 o~
ciz cu c1z O o0 0
c c' 0 0 0
cl2 5(2.12)
0 0 0 caq O 0
0 0 0 0 ¢ 0
0 0 0 0 0 sy
where ¢’ = 1/2(cn+cl2+cdd, ¢ = 1/2(cil+cl2~cd4d4 and ¢’” = (cn-cj2/2. Note how certain

rows and columns of the stiffness matrix are unchanged under this transformation, reflecting



the fact that some of the axes of the co-ordinate system still lie along one of the three
equivalent crystallographic directions in this cubic structure. Similar matrices were also
derived for the piezoelectric tensor and the permittivity tensor, through the use of similar

techniques to derive transformation equations, that are outlined in the text by Auld20

2.2.1.4 Boundary conditions and the eigen-problem

The boundary conditions for the propagation of SAWs on top of piezoelectric structures are
that the normal component of the stress should vanish at the surface together with the
continuity of the electric potential and normal component of electric displacement at each
interface. Boundary conditions are incorporated by using the step function O(x), which is

also used to represent the effective material tensors of the layered structure :

Ci:'\l/ld = ClK + E(:|G kl - c®h)o(?2 - -(2.13)
ef = 4 + X (4~ 4+e(2- -(2.14)
ajv' = e, + I>_<:](e£- ej-Ve (2 - -(2.15)
P« = £7+ )L(:l(P L- PL70(<72 - khA -(2.16)

where N represents the number of layers and L labels each layer. The superscript M stands
for ‘multi-layer’ and indicates that these material quantities are ‘effective’, and q represents a
change of variable from xt to kxt where k is the magnitude of the wave vector in the

propagation direction.

If we assume generic solutions for the particle displacements and the electric potentials,

having the form of a plane propagating wave in the xj direction, with an emt time dependence
and an amplitude that is a function of depth, then after inserting the modified material tensors

into the equations of piezoelectricity, the two coupled wave equations can be re-written ;
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P1+ E(PL- PL DO(®2 - »1) W=

« V L«i
r N \ ow,
. O]kl TY X (Cyw OJH )® (2
dgj v £=1 an/
/ V %)
4 + X (4 *4-i)on2 (2.17)
Vv =1 a#i_
- - 3“t
Gja + 5>kl - 4jKd*)o (92 -
Lv L-1 J 3«i
/.
1 £ 1 I-i + a*
8N + Zfeji“ ey #2 " A -(2.18)
\ 1=i ) dch _

The particle displacement and potential are expressed as expansions in the Laguerre

polynomials as follows :

« = »» i -(2.19)
/ %(:OpL | »»(?2))exP (I19,)
G = X+, Im("2)exp(fyi) -(2.20)
m0
where, Im©92)) = -p[-(™ 72)]A,,

and Lmis the mth Laguerre polynomial. The definition of the Laguerre polynomials is taken
from Aizenshtadt22, the Laguerre polynomials used here are a specific form of the generic
L,j(X) where in this case 5=0 and we write Ln(x). Although these summations involve an
infinity of terms, in practice after a finite number the contribution from each new term

becomes negligible and a finite sum can be used.
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After substitution of Equations (2.19) and (2.20) into the relevant wave equations, the
orthonormality of the polynomials is exploited by multiplying by |«)* and integrating over q2
from O to oo, with subsequent manipulation of the terms an eigenvalue equation is obtained of

the form:

= (V'+ X((PL-P1')a™) X (?», - QiXXn)pl -(2-21)

2
where the eigenvalue —p , 1S the square of the SAW velocity, the indices i and k range over

the spatial co-ordinates 1, 2, 3 and ra, n, r range from zero to the highest number of

polynomial used. The matrices [P], [Q], [R], [S] and [a] are given by;

C = -N Mn - -(2.22)
L-1

QL = -e'njMj, - EI< « £ - -(2.23)

RL = tE(<+- e&H], -(2.24)

2 =-8 - Bir8s" (2.25)

amr - $dq2\r)*Q (q2-khL)\n) -(2.26)

where [Mj and [H] contain the overlap functions of differentiated Laguerre polynomials, [H]

is effectively the multi-layer equivalent of [M], and they have the following form;

Mjt-Jdg2n)*z~Q (g2)-~\m ) -(2.27)
foe 9 9

Hjt =)dg2\n)*— Q(g2-khL)— \m) -(2.28)
0 dq j oql

It was found that 5 terms was sufficient to obtain good convergence of the eigenvalues and
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vectors, so in that case the eigen-matrix appearing in Equation (2.21) can be expressed as an
18x18 matrix, and the correct eigenvalues and vectors obtained by observing their
convergence as the size of the matrix increases. Once the eigenvectors pjn are determined
they can be substituted into Equation (2.16) to give the variation with depth of the relative
magnitude and phase of the particle displacement components. The coefficients rm are then
found by their relationship to the eigenvectors and can then be substituted into Equation

(2.20) to give the solution for the electric potential.

Since closed expressions for the potential and particle displacements are obtained it is a
straight forward matter to deduce other interesting observable quantities such as the electric

field and strain.

The absolute values for the particle displacement will depend on the resistance to movement
provided by the material under investigation. Since resistance will vary with the frequency of
the acoustic wave, as for instance stiffness becomes more important than the inertial
impedance etc., then ideally we require a method to compare absolute values that is
independent of the applied frequency. The usual method employed is to calculate the energy
flow per unit area in the direction of propagation of the acoustic wave, by considering the
electromagnetic and mechanical contributions to the power density of the acoustic field
together with the quasi-static assumption. The energy flow is then given according to Auld

as

-(2.29)

where the u, T, 5 and D obtained from the model are inserted into this expression using a
sub-routine to calculate the power flow. Note that the energy flow expression of Equation
(2.29) is calculated along the acoustic beam width, for normalisation of field quantities it is

common to assume a power flow of ImMW/A, for all propagating SAWSs.
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2.2.2 Introduction to theprogram and the method used

The program is written in Fortran 77 and the main object of the program is to solve the
eigenvalue problem that is eventually obtained. The procedure is to firstly, set up the
specific transformed material tensor matrices in full index form, calculate the various
matrices used in the theory relating to the Laguerre polynomials and the material tensors for

each layer, and then invert and combine all appropriate matrices.

Two Nag (Numerical Algorithms Group)23 library subroutines are used in the program, one
inverts 8X8 complex matrices, and the other finds the eigenvalues and eigenvectors of, in this

case, 18x18 complex matrices.

After solving the eigenvalue problem and producing the eigenvectors required for the
expansion of the appropriate particle displacements and electric potential, the corresponding
expansion terms for the relevant strains and electric fields are calculated. Finally, the power
flow in the direction of propagation of the acoustic wave is calculated for use in

normalisation of the field quantities.

A schematic flow chart for the operation of the program is shown in Figure 2.4, it is

presented as a rough summary of the major operations of the program.

Figure 2.5 shows the general structure used for the analysis, in the case of GaAs/ADGai.xAs
multi-layered structures and quantum wells, the substrate would be GaAs. For InGaAs/InP
structures the layers are assumed to be lattice matched with a corresponding Indium fraction

of 0.53, which corresponds to a structure of negligible mismatch strain24.

Considering quantum well (QW) structures, they have typical well layer dimensions of
around 10A-150A, and typical barrier layer dimensions of 100A-1000A, device operating
SAW frequencies are of the order of 0.5-1.5 GHz. Assuming a surface velocity of
«3x103ns'l for GaAs/AlGai, xAs structures, then layer dimensions would lie in the range
0.002 to 0.1 acoustic wavelengths (X&), with an operating wavelength lying in the range 2-

6Jim. In order to gain some qualitative understanding of how the presence of a particular
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layer will affect the variation of particle displacement and electric potential with depth, a
systematic approach to the analysis of different layer structures was adopted. A bulk GaAs
structure was first studied, and the parameters obtained from the program were, the surface
wave velocity Vs, and the variation with depth of the particle displacements u} and u2, electric
potential <5 the strain components Su,S22, S22 S2] and the E} and E2 electric field
components. A bulk AlxGai.¥As structure was then studied and the variation of field

quantities with aluminium fraction was calculated.

The effect of placing a single layer of Alo.ZGao.7/As on top of the GaAs substrate was then
studied. It was thought that layers of about one Xac below the surface would not have a
significant effect on the field profiles, and so layer thicknesses of the order of 0.5 Xacwere

initially studied. The layer thickness was then reduced until typical QW dimensionswere

obtained.

After studying the heterojunction structures, the number of layers was increased, and a full
investigation of the variation of field profiles with layer thicknesses was undertaken. As the
layer thicknesses decreased, QW dimensions were reached and structures which contained a

single quantum well, five, ten and twenty quantum wells were studied.

Parameters GaAs AlAs InAs InP Si Ge

Density (kgm'3 p 5360 3760 5667 4810 2330 5323

Stiffness (Nm 'Zx 1010

ci 11.88 12.02 8.33 10.22 16.56 12.85
c 5.38 5.70 4.53 5.76 6.39 4.923
M 5.94 5.89 3.96 4.60 7.95 6.68

Electric permittivity

£sii/€0 13.18 10.06 15.15 12.61 11.9 17.64
Piezoelectric
constant (Cm'2

Ccla -0.154 -0.225 -0.045 -0.035 - -

Table 2.1 Physical constants used for the modelling. £0-8.85410x'IFm'1
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Physical constants for the materials were taken from Adachi25, Landolt-Bornstein26 and
INSPEC2427 publications and are shown in Table 2.1. In the case of the ternary alloy
materials such as AIxGai.XAs and InxGai.xAs, linear interpolation between the two constituent
materials was used to obtain the physical properties. In addition to the AlGaAs/GaAs

structures, some results for InGaAs/InP and SiGe/Si structures are also presented.

2.2.3 Results and discussions

For the given propagation direction on I11-V structures, the uj and u2 particle displacements
were obtained (the u3 particle displacement was always zero) together with the electric
potential, and the associated electric field and strain components were calculated from the
gradients of these quantities with respect to the xi and x2 axes. The generalised form of the
particle displacements and electric potential can then be written as (ignoring the time

dependence);

5

“i = YuPIn exp ["te /2)]Lm(q2)expCi®tj) -(2.30)
m=0
5

= L,rmexp[—<22/2)]Lm(g2)exp(iq,) -(2.31)
n¥0

where the expansion coefficients p and r were found through the operation of the program.
Since the electric field and strains are constructed from the gradients of these quantities with

respect to the Cartesian axes, and are given by

du. n
—L+—L -(2.32)
KdXj  dx(J
E: = - %) -(2.33)
dax;

it can be seen immediately that the E\ component will behave just as the potential variation
with depth, and the Sn and S22 strain components will behave just as the uj and u2 particle

displacements respectively.
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2.2.3.1 AlGaAs/GaAs structures

The SAW induced field quantities for [110] propagation on bulk GaAs are shown in Figures
2.6-2.9 It can be seen in all graphs that the majority of the SAW induced fields are contained
within 1 acoustic wavelength (Xa) of the surface as is characteristic of surface acoustic
waves. It was found that particle displacement profiles of I11-V materials have a general
form and the profiles for GaAs are shown in Figure 2.6. Only particle displacements with
components in the xj and x2 directions can couple to the electric field for this particular
propagation direction, i.e. only movement in the plane containing the momentum vector of
the acoustic wave and normal to the surface (i.e. in the “sagittal” plane) can be excited
piezoelectrically. The two components of the particle displacement are found to have a

phase difference of n/2 radians.

The particle displacements have strains associated with them with respect to the xj and x2
directions, the variation of the amplitudes of these strains with depth are shown in Figure
2.7. The two tensile strain components, sn and s22, are out of phase by n/2 radians, which
results in the general form of the shear strains (s12 and s2l) being a complex quantity, with the

modulus of these quantities being plotted in Figure 2.7.

The variation of the induced electric potential is shown in Figure 2.8. In it’s full form the
potential is a travelling wave with an oscillatory nature in the xj direction and the decaying
amplitude of Figure 2.8 in the x2 direction, therefore the electric field produced as a result of
this potential will have two components, one in the direction of propagation and the other
normal to the surface. The amplitudes of these components are plotted in Figure 2.9. The
E2 component has an amplitude that follows the shape of the potential curve since
differentiating the potential solution with respect to the x2 direction will leave it's amplitude
unchanged. In the same way the Ej component has an amplitude that is given by the gradient

of the curve in Figure 2.8.

The surface velocities obtained for the bulk structures of GaAs and AlGaAs agree well with

published values25. The variation of surface velocity with Aluminium fraction is shown in

57



Figure 2.10. The surface velocity of all AIxGai.xXAs/GaAs structures ranged between the two
extremes of AIAs and GaAs. The general nature of this graph is to be expected since the
density of the AlGaAs alloy decreases with increasing Aluminium content, with a less
significant increase in stiffness for two of the independent stiffness components (see Table

2.1).

The particle displacement profiles for bulk AlxGai_xAs show no significant dependence with
X, which reflects the relative similarity of the stiffness constants of GaAs, AlXGai.xXAs and
AlAs as shown by the values given in Table 2.1. Some authors have reported on the
variation in particle displacement with Al fractionZ28 and have shown a slight increase in
penetration depth with increasing Al fraction. Considering the size of this reported variation,
it is not thought to be significant to device operation. Variation of the Aluminium fraction
for bulk ADxGai.xAs significantly affects the potential profiles as shown in Figure 2.11, the
piezoelectric constants here range from -0.154 for GaAs to -0.225 for AIAs. All curves have
the same general shape and show that the highest potential occurs at the sample surface,
while a maximum also occurs at a depth of -0.35 Xac. It can be seen that there are also
variations in the induced electric field, as given by the shape of the potential graphs for the
Ei components and shown in Figure 2.12 for the E2 components where the graph has been

plotted to a depth of 0.1 acoustic wavelengths.

The effect of the AlIxGai.¥As epitaxial layer thickness and Al content (x) in an AlGaAs/GaAs
heterostructure on a (100) GaAs substrate on the induced potentials are shown in Figures
2.13-2.14. The depth profile of the induced potential has the same shape as that of the bulk
material and is seen to vary between the profiles of the two constituent materials, the
epitaxial layer and the substrate. Near the surface the profile resembles that of the AlxGai.
XAs layer while below the surface it becomes the same as that of the GaAs substrate.
However, the point at which the behaviour changes from that of the surface to that of the
substrate is dependent on the thickness and composition of the top layer. Two important
parameters can be used to assess the effect of layer thickness; the value of the induced
potential at the surface and the subsequent development of the potential profile below the

surface.
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The results given in Figure 2.13 show that layers of > 0.5 Aac are thick enough to induce a
potential at the surface equivalent to a bulk material of the same composition as the surface
layer, whereas layers of < 0.05 Aac have little effect on the induced potential at the surface.
The development of the profile below the surface demonstrates that the thickness and
composition of the surface layer dominates it's properties at the surface while at greater
depths it is the properties of the substrate. The point at which the behaviour changes is

obviously dependent on the thickness of the top layer as can be seen in Figure 2.13.

The effect of the composition of an 0.25A,ac thick epitaxial layer on the induced potential is
shown in Figure 2.14. Where the general effect of the composition of the layer, with a layer
of 0.25 wavelength thickness is indicated. The corresponding electric fields show a similar
behaviour indicating how the electric field in the substrate layer can be effected by the
composition of the layer above or more specifically by the relative piezoelectric constant of

the surface layer.

The thickness of quantum well layers are of the order of 50 to 200 A. Consequently as this
value is « Aaits effect on the induced potential and resultant field are negligible and can be
evaluated by replacing the multiple quantum well structure on the GaAs substrate by an
AlGaAs layer of “equivalent composition” on a GaAs substrate. This can be illustrated by
the structures whose sAw induced potential profiles are plotted in Figure 2.15. Here a
structure consisting of twenty two layers alternating between Alo.sGao.sAs and GaAs, each of
0.05 A thickness, on a GaAs substrate is shown to be equivalent to a bulk structure of
Alo.ssGao.ssAs. The saw induced potentials for bulk GaAs and Alo.sGao.sAs are also plotted

here to illustrate the two extremes of the multi-layer structure.

Quantum well structures follow a behaviour as expected from the results already given. For
single quantum wells of appropriate device dimensions, the presence of the layer has no
significant effect on the induced potential and electric field and there is justification in
treating the structure as a heterostructure as far as SAW propagation is concerned, with the
two barriers forming the top layer of the heterostructure. As the number of quantum wells is
increased the effects of the barriers and wells within the active region of the structure, have

an increasing part to play on the induced potentials and fields.
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For the design of devices using M QW structures it becomes important to consider if the QW
region of the device is extending into the regions of much lower potential (0.1X and below).
It is then apparent that variations in the thickness and the aluminium fraction of the barriers

that surround the QW region could aid in optimising the electric field within the Q W region.

Given an assumed power flow of 1 mW/Aa the absolute values of electric potentials were
calculated to lie in the range 0.6V to 1.5V measured at the surface of the structures, with
these two figures indicating the values obtained for bulk GaAs and AlAs respectively.
Assuming a SAW wavelength in the range I-5p,m, this corresponds to electric fields in the
range ~104105Vcm’l The important point with regard to this figure is that devices that
utilise applied electric field induced changes in absorption and refractive index in MQW
structures typically operate within this range of electric fields2’30. Using the same power
flow the particle displacements were calculated to be of the order of a few Angstroms and

this corresponded to strains of the order of - 0.01%.

2.2.3.2 InGaAs/InP structures

The particle displacements, induced potential and resultant electric field in InGaAs and InP
all have the same form as discussed above for GaAs, there is a slight difference between the
particle displacements obtained for bulk In0.53Gao.47As and bulk InP but it is not significant

enough to cause a discernible difference in induced strain.

The potential profile results follow the same behaviour as the previous results as is shown in
Figure 2.16, however the larger difference in the piezoelectric constants of the two
constituent materials is reflected in the graphs, and also in the electric fields obtained from
those profiles. Both InAs and InP have much smaller piezoelectric coefficients (by around a
factor of 4) than either GaAs or AlGaAs, as shown in Table 2.1. This is reflected in the

absolute value of the induced potential.
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2.2.3.3 SiGel/Sistructures

Both Si and Ge possess a centrosymmetric crystal structure and hence are not piezoelectric.
For SAW propagation on the bulk materials only particle displacements and strains are
induced by the SAW. The Particle displacements for SAW propagation in the [110]
direction and (100) plane of the bulk materials are shown in Figure 2.17. They show a
similar shape to that of the Il11-V structures, with the relative sizes of the SAW induced
particle displacements for Si and Ge being similar to within a maximum of ~8% (estimated

from graph).

SiGe is a complex binary alloy, and it’'s properties are not as well documented as familiar I11-
V alloys. The growth of the alloy on Si substrates can result in both highly strained layers
and layers with a large amount of dislocations31. As far as the author is aware, it is not
known whether disruptions of the crystal structure in this sense could lead to piezoelectric
behaviour in SiGe materials. For this reason the SiGe alloy has been treated as non-

piezoelectric for this analysis.

2.3 SUMMARY

The variation with depth of particle displacements, potentials, strains and electric fields has
been obtained using a Laguerre polynomial technique, for the layered structures of AlxGai_
XAs/GaAs, unstrained InyGai_yAs/InP and SiGe/Si. The method is an effective and efficient
way of determining the appropriate parameters for SAW propagation on layered structures,
since the program is effectively non-iterative, once the initial code writing has been done, it
only takes a relatively short amount of time to obtain eigenvectors for given material

structures.

The AlXGai.xAs/GaAs system shows distinct differences for the potential profiles, which can

be modified using variations of the layer thickness and composition and the number of layers

in the structure, thereby enabling the characteristics, such as the induced electric field in the
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structure to be optimised. The results presented above also show that the SAW propagation

characteristics are determined by the complete structure and not by any single layer.

The In0.53Gao.47/As/InP system shows larger differences in the potential and electric field
profiles, and again modification of the electric field with a view to it’s optimisation within the

M QW region of applicable devices is evident.

Specific device structure and applicability is very important when considering modifications
of the electric field through variations of parameters such as the Aluminium content and layer
thickness’, since the relationship between SAW frequency and device dimensions will be a
principal factor in setting the nature of the decay of the induced potential for given material

constituents.

It should be noted that the method used here to determine the characteristics of the SAW
induced fields leads to a single phase velocity oVk, i.e. the method is implicitly dispersionless.
Dispersion is expected to arise through coupling of the movement between individual layers
in a multi-layer structure and hence any accurate model should ideally include the

determination of group velocities, given as 3co/3k.
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Figure 2.1. First five Laguerre polynomial functions
(Li(x)) multiplied by exp(-x/2).

SAW

X3

Figure 2.2 Schematic diagram of the generic material
structure and the coordinate system adopted. Each layer is
characterised by it’s stiffness and piezoelectric constants and
by it’s density and permittivity. E.g. c° is the stiffness in the
first layer, cNis the stiffness in thefinal layer
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Figure 2.3 Illustration of the transformation of the crystallographic
coordinate system (a) into the coordinate system adopted for the SAW
analysis (b). The SAW propagates in the [110] direction on the (100) plane.
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Figure 2.4 Flow chart representation of the major operations of the
program, including two major sub-routines, NAgl and NAg2.
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[110] SAW propagation
on (100} bulk GaAs



0.0

0.0

0.5 1.0 1.5

Deathy \ ' Acousticvwaderptihy)

0.2 0.4 0.6 0.8

Auminiumfraction, X

69

Figure 2.9 Variation of SAW

induced electric field
components Ei and E2 with
depth  for [110] SAW

propagation on {100} bulk
GaAs

2.0

Figure 2.10 Variation of
surface velocity with
Aluminium fraction for
[110] propagation on
{100} bulk AlxGai.xAs

1.0



0.0

0.5 1.0

Depthy \,c(Aocousticvwaelagtis)

Depth, \ac(Poousticvavelengtis)

70

1.5

Figure 2.11 Variation of
SAW induced electric
potential with depth for
[110] SAW propagation on
{100} bulk AlxGai-xAsfor a

range of Aluminium
fractions x=0.0, 0.2, 0.4,
0.6, 0.8, 1.0



Depth, Xac(Acoustic wavelengths)
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Chapter 3

The M odal Properties of M ulti-Layer and M ultiple

Quantum W elllll-V Planar W aveguides

3.1 INTRODUCTION

The refractive index of the ternary alloy AlxGai.xXAs depends on the value of the Aluminium
fractionl x, so that different M QW structures will have different transverse refractive index
profiles. It is therefore sensible to expect that variations in the structure of an AlGaAs/GaAs
multi-layer waveguide will also affect the optical modes supported by that structure. This
chapter is concerned with the determination of the guided optical modes of a generic multi-
layer planar waveguide and the effect on those modes of variations in material structure. In
chapter 2 it was shown that an arbitrary multi-layer AlGaAs/GaAs structure can affect the

fields induced by the propagation of a surface acoustic wave, through variations in layer

composition from layer to layer.

The acousto-optic diffraction efficiency of SAWs and guided optical modes is critically
dependent on the overlap between the optical mode profiles and the SAW induced fields2.
Therefore it is of interest to see whether compositionally induced variations in the guided
optical mode profiles appropriate to improving acousto-optic overlaps can be brought about.
In other words, does a multi-layer structure have any inherent advantage over a single layer

structure (irrespective of any quantum effects), for acousto-optic applications ?
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Multi-layer optical waveguide structures, including multiple quantum well (M QW) waveguides,
are interesting as they form the basis of a number of optical and optoelectronic devices, including
semiconductor laser cavities3 and modulators4. The characteristics of these multi-layer
waveguides influence the properties of the devices and are determined by the optical properties,
i.e. absorption coefficient and refractive index profile of the structure, which are determined by
the composition and thickness of each layer. Therefore by tailoring both the properties of these
layers and the envelope of the transverse refractive index profile of a multi-layer optical
waveguide, the characteristics of the waveguide may be tailored to specific requirements.
Accurate control of layer composition and thickness can be achieved using molecular* beam
epitaxy (MBE) and metal organic chemical vapor deposition (MOCVD) for the growth of multi-

layer structures, so that multi-layer waveguides with the required characteristics may be realised.

The propagation characteristics of multi-layer and M QW waveguides have been studied using
both matrix methods5 and finite element methods6. Each of these techniques produce the
propagation constant and transverse field profiles of each propagating mode. Finite element
techniques provide a framework for accurate determination of guided modes in both linear and
non-linear optical waveguide structures and materials, while other methods have a simpler
mathematical formulation and can be much less computationally intensive. Formulae for
representing the refractive index profile of a M QW waveguide by a single “equivalent” index for

both TE and TM modes have been developed?7,8, and justified using perturbation theory9.

To date, the QW waveguide structures studied have been limited to those with identical well and
barrier layer thicknesses and compositions 10,11,12. However, it has been shown previously that
varying the layer parameters of the M QW core can produce interesting waveguide characteristics
such as single mode and single polarization waveguidesIl In addition, the refractive index of the
substrate, which is normally the lower waveguide cladding layer, has a significant effect on the
waveguide characteristics. However, variation of the thickness and composition of each layer in
the structure has not been fully investigated and provides another variable which may be used to

tune the waveguide characteristics to those required for specific applications.
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The results of a study of the modal characteristics of graded-step index multi-layer and QW
waveguides are presented here. Results of the mode field profile and propagation constant are
presented here for linearly graded waveguides and several characteristics are identified which may
be useful for the development of waveguide devices. The results presented below indicate what
effects are possible although for “real” QW structures quantum mechanical effects have to be

taken into consideration13 and are beyond the scope of the work presented here.

3.2 THEORY

The characteristics of multi-layer waveguides are determined by the solution of the wave
equations derived from Maxwell’s equations, using the matching of the fields and their gradients
at the layer interfaces as the boundary conditions. The approach is a simple extension of the

standard technique for three layer planar waveguides that is outlined in many texts14.

The basic multi-layer waveguide structure is shown schematically in Figure 3.1, together with the
different types of refractive index profiles that were studied and the coordinate system adopted.
The core region consists of a sequence of pairs of low (AlGaAs) and high (GaAs) refractive index
material sandwiched between upper and lower cladding regions, the upper cladding layer is
always air or compositionally equivalent to the lower cladding layer. The former case is a
symmetrical structure and the latter is an asymmetrical structure. In the case of QW structures
the high and low index layers comprising the core are well and barrier layers respectively. The
model allows for any combination of layer thicknesses and refractive indices, and the distribution
of the refractive indices is limited only by the constraints imposed by the range of materials
available in the particular material system and the assumed form of the field profiles as described
in section 3.3. For individual layer thicknesses less than ~20C)A the refractive index of the layer is
determined by both it’s composition and layer thickness since quantum mechanical effects modify
the alfowed energy levels in the structure which result in different absorption spectra and therefore

different refractive indices.
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3.2.1 TE modes

By taking the vector curl of the appropriate Maxwell equations, wave equations for both the
magnetic and electric field vectors can be obtained15. For TE plane waves traveling in the z

direction, the appropriate wave equation is :

with the subscript i referring to the i’th layer, is the refractive index of the i’th layer, c is the

velocity of light in free space and Ey is the transverse electric field in they direction .

Solutions of this equation in each layer are assumed to be of the plane wave form

Ey(x,z,t) = Ey(x) exp(im -i$z) -(3.2)

where p is the propagation constant, co is the optical angular frequency and £y(x) is the amplitude
of the wave solution which has noy or z dependence because the planar structure is assumed to
be infinite in these directions, thereby removing the possibility of reflections and resultant standing
waves. If the general form of the solution is substituted into the wave equation, a corresponding
second order differential equation involving the amplitude eyx) is obtained, whose solution is of

the form

ey(x) = Aexp(ax) + Bexp(-ax) -(3.3)

where, a =Jj32-“ O

and is either real or imaginary, A and B are complex constants and a is a decay constant for each
layer. For guided modes, solutions are sought by forcing ey(x) to be a decaying exponential into
both cladding layers. Consequently a is assumed to be real in both cladding layers, imaginary in
the high refractive index core layers and is allowed to be either real or imaginary in the low
refractive index barrier layers. Referring to the definition of a given with Equation (3.3), the

refractive index is the only factor that varies over the structure of the waveguide. Therefore
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propagating modes of this kind only exist for values of p determined by the minimum refractive
index of the high refractive index layers in the core region and the highest refractive index of the

two cladding layers. Hence the following assumptions are used to determine the field profiles in

each layer;
ey(x) = Ai zxp(aix) in the substrate,
£y(X) = Ajexpfaj (x -tH)) + Bjexpf-a j(x -tH))
or Ey(X) = Aj expfi(Xj(x -tj.B) + Bjexpf-/a 7(x - tj.j)) in the ju barrier
and
ey(x) = Aiexpfiai(x- tiff) + B, expf-Z/a,-(x - tiff) in the Ih well
&y (x) = Anexpfa N(x-tN-i)) in the top layer (air)
-(3.4)

where the appropriate definition of a is used in each case, N is the total number of layers and t
labels the cumulative depth of a particular layer. The boundary conditions require that Ey(x) and
it’s first derivative be continuous at each interface, which leads to field matching at each interface.
The A and B coefficients for each layer can then be expressed recursively in terms of the values in

the previous layer. Matching the fields and their gradients at the final interface gives

OCN(AN-16XpfcXA-7FIN-2~tN-I)) + Bn-1CXpf-a N- (tN-2~tN-1))) =
Oln-i (An-iexp(a*-/(//v-2~tN-i)) - Bn-iexpf-an-i (tN-2- tN-i)))

-(3.5)

which depends on the a and the A and B coefficients for each layer in the structure. Assuming a

constant value for A; from which all other amplitudes can de derived, Equation (3.5) becomes

/(P)=0 -(3.6)

Values of p which satisfy Equation (3.6) produce all other parameters of a guided mode.

Equation (3.6) was solved, within the allowed range of p which was set by the composition of the
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waveguide structure, using a pair of numerical routinesl6 that bracketed the roots and then

iteratively bisected the bracketed ranges, to improve the accuracy of the solutions.

3.2.2 TM modes

The development of the theory for the TM modes exactly parallels that for the TE modes,
except that the non-zero field components are now Hy, Ex and Ez rather than Ey, Hx and Hz
for the TE case. Assuming a plane wave form for the Hy component as in the TE case, the
vector curl of the magnetic field components is used to determine the magnetic field
components and is equal to the time derivative of the electric displacement, D (in the
absence of any current sources) and not the electric field. This is from the two

inhomogeneous Maxwell equations17, in the absence of current sources and charge density,

VXE=z-B -(3.7)

V x//=-D -(3.8)

where E, H are the electric and magnetic field strengths, D is the electric displacement and B
is the magnetic flux density. The consequence of this electric displacement dependence is the
introduction of the refractive index (via the electric permitivitty) into the field components
and hence the boundary conditions. Then, when matching field gradients at layer interfaces,
the refractive indices of individual layers must also be included . This leads to further factors
in the recursive relationship mentioned in context with Equation (3.5). The problem is then

solved in exactly the same way as for the TE case.

3.2.3 Powerflow normalisation

The constant A/ appearing in Equation (3.4) (from which all other amplitudes are derived)
together with an equivalent constant for the TM case are arbitrary and can be set by the
power flow of the optical mode. It is chosen here so that the optical mode has 1W of power
flow per unit width in the y direction. The normalisation condition for the TE and TM

modes is then given by
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2 - 2co —a

where Equation (3.9) corresponds to the TE case and (3.10) to the TM case and both
expressions have been derived from the standard form of the Poynting vector, m
corresponds to the m’th confined mode, n(x) is the refractive index profile across the
waveguide and in this case is a piecewise continous function. JYy(x) is the amplitude of the
transverse magnetic field component. Considering the TE modes, the assumed form of the
fields in each layer (Equations (3.4)) can be substituted into a modified version of Equation
(3.9) involving a summation of integrals over individual layers, to give a more specific form
to the normalisation condition from which the constant A; can be determined and the form of
the optical modes can then be plotted. An equivalent process for the TM modes can then

also be performed.

3.3 WAVEGUIDE STRUCTURE

A schematic view of the waveguide structures modelled here is shown in Figure 3.1 together with
the various waveguide transverse refractive index profiles studied here. The waveguide core
consists of a sequence of pairs of layers and each pair consists of a low index and a high index
layer, which will be referred to below as the barrier and well layer respectively. The core is
bounded below by an AlxGai_xAs cladding layer and above by either air or an AlxGai_xAs cladding
layer which produce either asymmetric or symmetric waveguide structures respectively. In the
core region of these waveguide structures, all of the well layers are GaAs and all of the barrier

layers are AlxGai_xAs, unless otherwise stated the upper cladding layer is assumed to be air.

In the structures studied here the refractive index of the barrier layers is varied between the two

cladding layers, unlike all previous publications concerned with such multi-layer waveguide
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structures, where all of the high and low index layers in the core are kept constant. The generic
multi-layer waveguide structure, which has identical high and low refractive index layers in the
core, has been extensively studied 1012 and it’s refractive index profile is shown in Figure 3.1(b).

rib is the refractive index in the barrier layers and nwis the refractive index in the well layers.

The linearly graded-step refractive index profile contains identical GaAs well layers while the
composition, and therefore the refractive index of the AlGaAs barrier layers is varied with depth,
as shown in Figure 3.1(c). The lowest barrier has the lowest refractive index in the core. nsis the
refractive index of the substrate (or lowest cladding region), nwis the refractive index of the well
layers and nt is the refractive index if the i’th barrier in the core. This refractive index gradient
across the waveguide core is always referred to as positive, so that a negative gradient profile has
the highest index barrier layer nearest the substrate. These structures utilize the good control of

layer composition available with MBE and MO CVD growth techniques.

The V shaped graded-step index profile is shown in Figure 3.1(d). The variation again occurring
in the barrier layers in the core region, and here the barriers with highest index are the outermost
layers of the guiding region and the barrier with lowest index is at the center of the guiding
region; note unlike the other two profiles studied above this waveguide has a symmetrical core
structure since the upper and lower cladding layers have the same refractive index. nd is the

refractive index of the cladding layers.

Ohke et al.18 evaluated a squared mean weighted refractive index for the core region of a multi-
layer waveguide, where the well and barrier were of constant composition and thickness, and
showed that this expression was appropriate for representing structures with >50 layers and layer

thicknesses <200 A by a simple three layer stmcture with guiding layer index given by,

nt+rnj

«(3.11)
1+ r

However, for the waveguide structures studied here, as the structures contain different layer

compositions a modified expression has been used which involves a sum over individual layers

(see Equation (3.12)). Alman et al.9 used perturbation theory to derive an optimal expression for
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the rms guiding region index of an equivalent three layer structure, for a general MQW
waveguide, which involved integration of the electric field and products of the electric field and
refractive index variation over the region of interest. They also showed that by using the
assumption that the electric field varies slowly over each period of the structure, the optimal
expression can be shown to be equivalent to Equation (3.12). Hence it was thought to be

appropriate to look at the validity of using Equation (3.12) for the type of structures studied here.

nT ~p ~ -(3.12)

In Equation (3.11) nbis the refractive index of the barrier, nwis the refractive index of the well and
r is the ratio of well width to barrier width. In Equation (3.12) L, is the width of the i’th layer in
the core region, rii is the refractive index in that layer, Tc is the total width of the core region and
the sum extends over all layers in the core region. Note that Equation (3.11) is only applicable for
a large number of layers, and (3.12) approaches (3.11) for structures of constant layer thickness
and composition as the number of layers increases (see Figure 3.2.), as the effect of having an
extra barrier compared to the number of wells diminishes. Equations (3.11) and (3.12) are
applicable for TE modes, as studied here, but further expressions need to be used for the case of

TM modes.

The refractive index values used here were those of the bulk material, although it is appreciated
that the actual refractive index values of the structure are determined by the thickness and
composition of each layer, which in turn determine the transition energies and therefore the
absorption and refractive index of the multiple QW structure68 However, since we are
concerned here with the determination of the characteristics of such multi-layer waveguide
structures, provided the values used are in the correct range, the precise values use are not so
important. When the model is to be used to predict the experimental performance characteristics
of specific waveguide structures the absorption and refractive index determined from quantum

mechanical considerations must be included.

For demonstration purposes and applicability to the thesis as a whole, we consider here multi-

layer waveguides in the AlIGaAs/GaAs material system, although this model is equally suited to
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any such material system. In order to utilize quantum confinement effects, the well layer
thickness is restricted to -200A while the composition of both well and barrier layers can vary
from AlAs to GaAs, which defines the limits of the refractive index values of the waveguide
structures for any thickness and composition. Al calculations are performed using a free space
optical wavelength of 1.3 Jim. The material parameters used have been determined using
published values1819 and, where such information is not available, linear interpolation between
known values has been used to determine the values used in the model. The values used and the
sources ofthe data are given in Table 3.1. For material systems where there is a greater refractive
index difference between the well and barrier layers, it is thought that the layered nature of the
waveguide characteristics would result in more pronounced characteristics for these graded m ulti-

layer waveguides.

Al fraction 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Refractiveindex 341 336 331 326 321 316 311 3.06 301 29 2091

Table 3.1 Values of refractive indices used for calculations. Taken from References 18 and 19.

3.4 RESULTS AND DISCUSSION

Both polarisations were investigated and, since they both showed the same trends, the majority of
the results presented below are for the TE polarisation. Some of the results for the corresponding
TM modes are also presented in order to indicate that the qualitative nature o f the results shown
here is also applicable to these modes. In addition, using well and barrier layers of uniform
composition and varying the thickness of the layers can be used to obtain similar effects although
the results are not presented here. The most significant difference is that such effects would
require large changes oflayer thickness which is a parameter that is offundamental importance to

device and circuit design.

3.4.1 Linearly graded’ profiles

The linear graded waveguides, whose refractive index profile is shown in Figure 3.1(c), are
fabricated by varying the composition ofthe AlxGai.xAs barrier layers between GaAs and AlAs,

i.e. between x=0 and x=1.0 depending on the gradient of the transverse refractive index profile.
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The fundamental mode field profile for various refractive index positive gradients for constant
layer thickness and number of layers are shown in Figure 3.3 for an MQW waveguide with an
Alo.1Gao.9As upper barrier layer in all of the structures and the lowest barrier layer having the
relevant composition for the required positive gradient. These results show that as the gradient of
the profile is increased (i.e. in going from curve A to curve D in Figure 3.3), the peak mode field
is moved toward the core/upper cladding interface of the waveguide. As the index profile
gradient is reduced, the confinement of the propagating mode is also reduced and the evanescent
field at the surface interface is reduced. The fields at the core cladding interfaces are of
importance since the scattering loss is determined in part by the field magnitude at this interface20.
Since these structures are asymmetric waveguides, using a multi-layer core region enables the
confinement of the mode, and therefore the depth of the peak mode field, to be tailored for
various applications such as low radius bends, which require well confined modes, and evanescent
field sensors which require large evanescent fields at the upper waveguide core cladding
interfaces. Also, this tailoring technique could be used to offset the shifting of the mode field
profile seenin curved waveguides2:r which can result in a reduction in coupling between different
shaped waveguides. The substrate is assumed to have the same refractive index as the lowermost

barrier layer.

Increasing the well and barrier layer thickness beyond those required for quantum confinement,
which results in a multi-layer waveguide core region, produces the fundamental mode field
profiles for a range ofindex gradients shown in Figure 3.4. They show the same trends as those
obtained for the MQW waveguides although oscillations due to the layered nature of the
waveguide core region and the size ofthose layers in comparison to an optical wavelength, are
superimposed on the fundamental mode field profiles ofthe multi-layer waveguides. They are not
found in Figure 3.3 as the number of layers and therefore the period of these oscillations is too
high to be resolved in these field profiles. In this structure the waveguide core is much thicker
than the MQW core, so that the number of modes supported by it is much larger and the
fundamental mode evanescent fields are much smaller. If a multi-layer waveguide structure has a
core width the same as the M QW case, then it is found that a similar number of modes to that of
the MQW case are supported by the waveguide, and as the number of layers is reduced, and
hence the thickness o f each layer is increased to keep the core width the same, the guided modes

increase in amplitude and their confinement improves.
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The variation o f effective index ((3IK) with the gradient ofthe linearly graded step index profile is
shown in Figure 3.5 for the two above structures. The effective index can be seen to decrease
with increasing gradient, and the effect is more pronounced in the MQW structures. Here the
gradient is normalised so that a gradient of 1.0 corresponds to an Aluminium fraction of 1.0 in the
layer above the substrate and 0.1 in the uppermost layer of the structure, a gradient of zero
corresponds to an Aluminium fraction of0.1 in all AlIGaAs layers in the guiding region. A ll other
gradients follow by linear interpolation. The number of guided mode solutions was found to
increase with increasing gradient ofthe index profile when as in this case the changes in gradient
are brought about through increasing Aluminium concentrations within the structure, with the
M QW structures being either single mode or supporting 2 modes and the multi-layer waveguide

structures supporting up to 10 modes.

These results suggest that it is possible to control the depth of the peak field in both MQW and
multi-layer waveguides, (see Figures 3.6 and 3.7). The fundamental mode can be seen to be
moved to either side ofthe core region using the appropriate sign ofthe index gradient; a positive
gradient moves it towards the upper cladding/core interface and a negative gradient moves it
towards the lower cladding/core interface. For M QW waveguides the size ofthe guiding region
is critical to the effectiveness of this effect since, if the guiding region is too thin the control over
the depth ofthe peak mode field is reduced. Guiding regions of less than ~1 optical wavelength

produced this type ofreduction in the movement o fthe peak.

3.4.2 ‘V’shapedprofiles

Using a “V" shaped refractive index profile in a multi-layer waveguide is interesting since the
fundamental transverse mode field profile has two field maxima, one above the other, see Figure
3.8. In this structure the waveguide core effectively has two guiding layers, one above the other.
The waveguide structure splits the input beam between the two spatially separated guiding
regions and this waveguide structure may be considered to be a vertically integrated 3dB
waveguide coupler. Also, the coupling ratio of the two output beams may be varied using
different positive and negative index gradients. For the case oftypical multi-layer waveguides, the

gradient of the V profile is also critical since the fundamental mode has only one field maximum
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when the gradient o fthe V profile is large and additional oscillations are also superimposed on the

mode profile as can be seen in Figure 3.8.

For MQW structures with a“V” shaped index profile, the thickness ofthe waveguide core region
is critical, and can be changed by increasing either the number of layers or the layer thickness.
More specifically, if the guiding region width is significantly less than the wavelength of the
optical mode, the effect is not seen. “V” profiles in well composition can be used also, either
separately from or in concurrence with the barrier variations to produce similar effects. Figure

3.9 shows an example of the splitting o fthe TEo mode in such M QW waveguides.

The same type of behaviour can be observed using variations in layer thickness instead of
composition, although the effect does not seem to be so pronounced as that of compositional
variations. In addition, it is more complicated since variations in layer thickness are inextricably

linked to other factors such as the width ofthe guiding region and the number o f layers.

Using Equation (3.12) to define a square mean weighted index it was found thatin many cases an
equivalent three layer structure could not re-produce the effects shown here, and in some cases
the appropriate three layer structure had no guided mode solutions. More specifically, structures
with a high index profile gradient may have such a high Aluminium content that the calculated
equivalent three layer structure has a core index that is significantly less than the substrate, and

w ill not support guided mode solutions.

3.4.3 TM polarisations

As has been discussed, these type of waveguide structures can also support TM modes as
well as the TE modes for which results have been given. The determination ofthe TM mode
profiles has been discussed in section 3.2.2, and the results obtained for those modes show
the same trends as those given for the TE modes. For example, Figures 3.10 and 3.11 show
the TM 0 mode profiles for the MQW and multi-layer waveguide structures of Figures 3.3
and 3.4 respectively. It can be seen that as in the TE case the optical mode profile is moved
towards the core/upper cladding interface of the waveguide structure. Further investigations

of the TM modes indicate that the effect on the TM mode profiles due to varying the
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refractive index profiles in the manner already shown for TE modes, follows the same trend

as that of the TE modes.

3.4.4 Quantum well effects

When considering MQW waveguides it must be remembered that the actual refractive index of
the structure will be modified by the effects of quantum confinement, and to this end some
variations in well refractive index were studied in order to try and estimate the significance o f the
gquantum effects with respect to the nature of the results shown here. Refractive index variations
of up to £5% produced slight variations o f the transverse mode field profile although they were
not found to be significant enough to alter the qualitative nature o f the results. Previous work22
has shown that for MQW waveguides, the effects of significance on the confinement of optical
modes are the guiding region thickness and the number of layers, as opposed to quantum
confinement effects. In this respect the trends of the results are thought to be applicable to real

quantum well structures.

3.5 SUMMARY

The results presented above show that for waveguides with graded-stepped refractive index
profiles, the depth ofthe peak ofthe mode field profile may be moved across the waveguide core,

with the gradient ofthe profile determining the actual position ofthe peak mode field.

The fundamental modes in waveguides with both positive and negative gradients in the transverse
refractive index profile have two spatially separated field maxima such structures may be of use as
vertically integrated coupled waveguide structures. The effect of layer thicknesses on the
properties ofthe waveguides results in similar, less pronounced effects while no significant mode

splitting was found for asymmetric waveguides.
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Figure 3.2 The comparison of the calculated root mean squared
refractive index valuesfor a multilayer waveguide structure with
barrier and well layer thickness and composition constant
throughout the structure. All layer thicknesses are O0.1\Im
Structure is:- Air/AlAs/GaAs/. /GaAs.

91



Transverse distance across
waveguide (Jim)

Figure 3.3 The movement of the fundamental TE mode profile toward the surface
of the guiding structure inM Q W waveguides due to linearly graded step profiles
with a positive gradient. Well width (L = 80 A, barrier width (v) = 120 A, 81
layers. Profile gradient increasing withA —>B—>C—>D.

A x-0.2 in substrate/ x-0.2 t© 0.1 1in core / x=1.0 @),
B x=0.4 in substrate/ x-0.4 t© 0.1 in core / x~ 1.0 (@),
C x=0.6 in substrate/ x=0.6 ®w 0.1 in core / x-1.0 (@ir),

D:- x-1.0 in substrate/ x=1.0 ™ 0.1 1iIn core / x-1.0 (air)
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across waveguide (\im)

Figure 3.4 The movement of thefundamental TE mode profile toward the surface
of the guiding structure in multi-layer waveguides due to linearly graded step
profiles with a positive gradient. All layer thicknesses are 0.2\im, 21 layers in the
guiding region. Profile gradient increasing withA->B-"~C—>D.

A:- x-0.1 in all cladding layers and substrate,
B:- x=0.2 in substrate/ x=0.2 t 0.1 in core /x=L0 (ain),
C:- x=0.6 in substrate/ x=0.6 tw 0.1 iIn core /x~1.0 (@),
D Xx-1.0 in substrate/ x~1.0 t 0.1 iIn core/ x=1.0 (ain)
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Figure 3.5 The variation of
the effective index of the
fundamental TE mode due to
varying gradients of the
linearly graded step index
profiles in MQW and multi-
layer waveguides. All
gradients are positive with
compositional variations in
the barriers.

MQW  LZS80A, Lb=120a,
81 layers.
Multilayer :- All layers

0.2pm, 23 layers

air

Figure 3.6 The control, of the
transverse  position of the
fundamental TE mode in multi-

layer waveguides using positive
and negative gradient step profiles.
All layer thicknesses are 0.2 pm
with 21 layers in the guiding
region. (—)AIOiGa(B\s in all
cladding layers and substrate, (—
JAIAs in substrate and lowest
barrier and AIOjGa(B\s in top
barrier, (ese¢) Alo.1Gao.%s in lowest
barrier and AlAs in top barrier and
substrate.
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Figure 3.7 The control, of the
transverse position of the
fundamental TE mode in MQW
waveguides using positive and
negative gradient step profiles.
Lz = 80A, Lb=500A and 81
layers in the guiding region.
— ) Alo.lGao.As in all the
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lowest barrier and AlAs in the
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Figure 3.8 The transverse splitting
of the fundamental TE mode in
symmetrical multilayer
waveguides. All layer thicknesses
are 0.2 |\m with 21 layers iIn the
guiding region. AlAs cladding
laers. “V” shaped profiles in
waveguide cores:
Aluminiumfractions in core:-
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Chapter 4

Acousto-Optic Diffraction in Multi-layer and

Multiple Quantum well Waveguides

4.1 INTRODUCTTION

The modelling of surface acoustic waves (SAWs) and guided optical modes in relevant
structures has been achieved and discussed in chapters 2 and 3 respectively. In studying the
subsequent acousto-optic diffraction in such structures, the results of chapters 2 and 3 wiill
provide input to the solution of the problem and it will clearly be of interest to consider the
compositionally induced changes in the SAW induced quantities and guided optical modes

that have been discussed, and their effect on the diffraction process.

Many guided wave devices are based on acousto-optic interactions, such as modulatorsl,
beam deflectors2, and spectrum analysers3. As the technology of opto-electronic integrated
circuits develops, the need for more efficient, wide band acousto-optic interaction in
materials such as GaAs becomes apparent. Quantum well structures provide the possibility
of enhanced electro-optic effects and therefore more efficient devices4,s. Hence it is of
interest to study acousto-optic interactions in multi-layer structures of quantum well

dimensions.
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The building block of many acousto-optic devices is the Bragg cell, which was discussed in
chapter 1 and is shown schematically in Figure 4.1. The cell has a planar waveguide
structure, with an interdigital transducer (IDT) fabricated on the surface to generate the
SAW. The passage of the SAW forms an optical grating that moves across the path of the
incident guided light, at aparticular SAW frequency the Bragg condition w ill be satisfied and

the incident optical mode w ill be diffracted.

The theory behind the acousto-optic interaction involved in the Bragg cell is based on a
coupled mode theory approach6'7, in which the effect of the SAW is represented as a
perturbation to the modes of the planar waveguide structure, resulting in an exchange of
power between them. The perturbed modes are expanded using the set of unperturbed
modes as a basis, and by substituting the perturbed modes into the appropriate wave

equation, an expression for the diffraction efficiency can eventually be obtained8.

In this chapter the results of a study of the variation of the diffraction efficiency with various
design parameters, such as the transducer length, acoustic power flow and specific material
composition will be presented. The scope of the investigation is concentrated on the

possibilities for increasing the diffraction efficiency.

4.2 THEORY

Referring to Figure 4.1 for a brief development of the theory, the SAW is assumed to
propagate in the zdirection with acoustic frequency Q. and momentum vector K. The optical
mode propagates in the X, z plane, with optical frequency con and momentum vector kn and
when the Bragg condition is satisfied the mode is incident to the momentum vector of the
SAW with angle OB, the Bragg angle. Considering the electric field, the wave equation

obeyed by the unperturbed modes is,

92E
V 2E (r.,f) = |IE —-j- -(4.1)
ot
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where E is the electric field vector. The optical modes have an amplitude profile that varies
with depth and has previously been determined using the method outlined in chapter 3. In
vacuum the electric displacement of an electromagnetic wave is proportional to the electric
field, and when light travels through matter the electric displacement becomes modified by
the addition of a polarisation term. The perturbation provided by the SAW is assumed to
contribute a distributed polarisation source P@If,t), from which the wave equation for the

perturbed case follows, and is of the form,

v (o =nel ™ o 33 (4.2)
at at

The SAW induces strains in the structure and in the case of III-V materials, for certain SAW
propagations the strains piezoelectrically induce electric fields (as mentioned in chapter 2).
It is these SAW induced fields that contribute to Ppart(r,t), and their effect is expressed
through the changes that occur in the electric permittivity (or alternatively the refractive
index), together with the corresponding elasto-optic and electro-optic tensors. More
specifically, the linear electro-optic contribution is defined conventionally as in section 1.2.3

in terms of athird rank tensor as9

—  hijkEK -(4.3)
eo

where £; signifies the main diagonal elements of the permitivitty tensor (i.e. £,s=£¢) and the
elasto-optic effect is defined by relating the effects of the strain on the constants of the index

ellipsoid through10
a(4) =pmsu -(4.4)

\n  J,j

where pijare the elasto-optic tensor components and SKare the strain tensor components.
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The analysis follows the method that was used by Ohmachill for purely elasto-optic
behaviour and later developed by Tsai et aI.]2,13 to include piezoelectric materials. The

perturbed and perturbing fields are assumed to have the following forms

1
EmX,y,z,t) = -2 Em(xX)Umy) exp(y[@J - k x- k 2z]) +c.c. -(4.5)
-(4.6)
1
S(y,z,t) = 2—SjUal(y) exp(y[Efr- Kz+ Q)+ c.c -(4.7)
. .
Ep(y,z,t) = —EpiUpi(y) exp(JfQ /- Kz + <)) + c.c. -(4.8)

where Emand Enare the undiffracted and diffracted electric fields respectively, Sis the SAW
induced strain and Epis the SAW induced electric field accompanying this strain through the
piezoelectric effect. Um() and Un(y) are the normalised field distributions of the optical
waves along the waveguide thickness and have been calculated using the method outlined in
chapter 3. Uai(y) and UPiI@) are the normalised field distributions of the components of the
SAW induced strains and electric fields respectively and have been calculated using the
method of Laguerre polynomials outlined in chapter 2. c.crefers to the complex conjugate,

and the subscripts | and 1 correspond to the indices of the strain tensor and electric field

vector over which summation occurs.

If Equations (4.5-4.8) are substituted into the wave equation (4.2) together with the
expressions for the electro-optic and elasto-optic changes to the dielectric constant
(Equations (4.3) and (4.4)) which will contribute to the additional polarisation, then a set of

coupled differential equations is obtained which can be reduced to the following form

-(4.9)
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d E X dE &)
§-L+ JKAQ— = + ABEn(*) =0 -(4.10)
dx dx

where AO is the deviation of the incident angle of the ligit from the Bragg angle and

@© y mnlliin (Y)Un(YHp--SaU ay) + r-EpU p (y)}dy
A=, X =mmmm—m—————— Ty— ———mmmmmmme e - -(4.11)
4c k cosO \Oum(y)dy
. @, - oo . _(412)
4c\cosO, IOUIl(y)dy

with () signifying the appropriate tensor multiplication. General solutions are essily found
by matching the boundary conditions Em() =1 and En(0) =0 and then the diffraction
efficiency tff) which isdefined as the ratio of diffracted light power atx-L to incident power

at x~0 of the interaction region can be expressed in the Tfollowing form

sin/g2(/) + («*AelL/2):
= _(4'13)
EC/)=2(0 V/ (/) + (£A6L/2):

where / is the frequency of the SAW, K is the momentum vector of the SAW, L is the
acoustic aperture, AO is the variation of the incident light wave from the Bragg angle, and

g2() isgiven by

nL

_ @.14)
9\T) = s COS0,, COSO,

where XQ is the optical wavelength, nm, nn are the effective indices of the diffracted and
undiffracted modes respectively, 0,,, 0,,are the diffracted and incident angles respectively and
ITmn | 2 contains the overlap of the diffracted, undiffracted modes, and the SAW induced

electric field and strain profiles, and isgiven by ;
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rvmy)un»{/>:S.U.(y) +r. (y)ldy
-(4.15)
JZul(y)dy \jJl(y)dy

W here, in this equation and all preceding ones VY represents the depth below the surface of
the structure, Umand Unare the amplitude profiles of the diffracted and undiffracted modes
respectively, p and r are the elasto-optic and electro-optic tensors respectively. As in the
SAW analysis of chapter 2, the elasto-optic and electro-optic tensors p and r must be
transformed into the co-ordinate system of Figure 4.1, this was done again according to
Auld14. Up and Uarepresent the normalised SAW induced field distributions along the
waveguide thickness, they have been determined using a Laguerre polynomial techniquels

and take the form,

U = Y,pd Ihvi) -(4.16)
m=0

where, \m (fy >2) )N )/

and Lmis the m’th Laguerre polynomial, Uj corresponds here to either a strain or an electric
field component and to the eigenvectors obtained from the eigen-problem outlined in

chapter 2.

| Tmn 12 was found numerically by determination of the integrals in Equation (4.15) for each
layer and summing over all layers, as each layer in the structure would be represented by
different electro-optic and elasto-optic tensor quantities. Numerical Algorithms Group
(Nag) sub-routines were used to perform the integrals. Once IF™ 12 was found the

diffraction efficiency (4.13) could be determined from Equations (4.14) and (4.15).
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4.3 ACOUSTO-0PTIC INTERACTIONS IN DEVICE

STRUCTURES

4.3.1 Procedure

The results presented here are for TE guided optical modes with SAW propagation in the
[110] direction on the {100} plane ofthe Ill-V structure. The approach taken here is one of
assuming that the SAW is propagating freely and in this sense no account is taken of it's
generation or of the conversion efficiency of the transducer that generates it. The deviation
from the Bragg angle is assumed to be zero for the results shown here resulting in a

sim plified expression for the diffraction efficiency.

For a given SAW frequency and power and a specific structure, the form of the SAW
induced fields were calculated and duly obtained in the form of Equation (4.16). The optical
mode profiles were then calculated and together with the SAW induced fields, allowed the
calculation of the overlap function in Equation (4.15). Once the overlap function was
determined, the diffraction efficiency could be calculated. Repeating this procedure for a
range of SAW wavelengths allows the generation of graphs of diffraction efficiency against
acoustic frequency since the acoustic surface velocity is also obtained from the Laguerre
polynomial technique. By varying the acoustic power, acoustic aperture and material
composition, arange of graphs can be obtained that show the effects of the various acousto-

optic diffraction parameters.

In general the structures dealt with here are single mode waveguide structures, and the
diffracted and undiffracted modes are assumed to be the same, a case known as isotropic
diffraction. Some of the structures considered here have layer dimensions of the order of

quantum well dimensions, however quantum effects are not considered.

For real quantum well structures it must be noted that at optical wavelengths close to the
confined energies of the well, there will be other contributions to the electro-optic effect of
the structure16 probably resulting in extra terms in Equation (4.15), due to quadratic electro-

optic effects in the quantum well structure. The analysis is done here for an optical
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wavelength of 1.3 jam, quantum effects will occur for wavelengths lower than the
wavelength corresponding to the lowest transition energy in the quantum structure. In
particular they modify the optical absorption, and hence the refractive index, of the QW
structure, through the Kramers-Kronig relationship. Taking quantum effects into account,
the refractive index w ill vary between that of GaAs and that of AIAs with the actual value
depending on the composition and thickness of each layer. Consequently, all quantum well
structures can be considered here to be equivalent to a particular structure with different

layer composition and thickness, for which quantum effects have been ignored.

Although the integrals contained in Equation (4.15) have indefinite limits, there is no loss of
accuracy in truncating the integrals and performing them numerically over some finite limit.
In the case of the SAW induced field profiles, the majority of the acoustic energy extends to
roughly one acoustic wavelength (as shown in the results of chapter 2), and the guided
optical mode amplitudes decay rapidly into the substrate after the core/substrate interface is
passed. For this reason the integrals were performed to a depth of 2 acoustic wavelengths.
The range of SAW frequencies considered here goes from 100 MHz to 2 GHz which
includes the typical range of device operating frequencies. The SAW velocity for these
structures varies between that of bulk GaAs (2864 ms'l) and that of bulk AIAs (3008 ms']),

which corresponds to a SAW wavelength range ofroughly 30jam to 1.5jam.

The results are presented for single layer waveguides, to illustrate the effects of the main
compositional parameters of interest in conventional structures, as the results here aid in the
understanding of more complicated structures. Results are also presented for hypothetical
quantum well structures of 40 quantum wells within the guiding region, with well thicknesses
of 80A and barrier thicknesses of 120A. Variations of acoustic power, acoustic aperture,
Aluminium contentin the barrier layers and linear grading ofthe barrier layer refractive index

profile across the waveguide are looked at.
The data for the analysis is taken from Adachil7, Landolt-Bornstein18, and INSPEC

publications19,20 and is shown in Table 4.1 (next page), linear interpolation was used where

the appropriate values for binary and ternary alloys were not available.
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GaAs AlAs Si Ge

Refractive index, n 341 291 35 43

Density, p (kgm'3 5360 3760 2330 5323
Stiffness, (Nm'%1010

al 11.88 12.02 16.56 1285

az 5.38 5.70 6.39 4.92

Gas 594 5.89 7.95 6.68
Elasto-optic constants

Pu -0.165 -0.040 -0.094 -0.068

[=3P3 -0.140 -0.035 0.017 -0.054

pK -0.072 -0.072 -0.051 -0.074
Electro-optic constant

(mv“10'D

™ -1.46 -1.25 - —

Piezoelectric constant
(Cm3Q
eu -0.1%4 -0.225 - —

Table 4.1 Material parameters used for the analysis.

4.3.2 Results and discussions

All plots of diffraction efficiency shown here can be described by essentially two features ;
the maximum value of diffraction efficiency and where it is situated in the frequency
spectrum. Referring to Equations (4.13) and (4.14) it can be seen that the diffraction

efficiency is critically dependent on the overlap between the diffracted and undiffracted

modes and the SAW induced field quantities.

To illustrate the importance of the acousto-optic overlap in the determination of diffraction
efficiency, consider Figure 4.2, this shows the guided modes (diffracted and undiffracted) for
aMQW structure of40 quantum wells in the guiding region with 30% Aluminium fraction in
120A barriers and GaAs wells of 80A, together with an electric field profile at three different

SAW frequencies. The trends ofthe graph also apply to the acoustic strain fields as they too
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exist within essentially one acoustic wavelength ofthe surface. Atlow frequency (100 M Hz)
the electric field extends deep into the structure, far beyond the range of the guided mode,
and this fact together with the low amplitude reduces the overlap and the corresponding
diffraction efficiency. At a frequency in the middle of the range considered (1 GHz), the
electric field’'s penetration has decreased and it’s amplitude increased, increasing the overlap
and the diffraction efficiency. The maximum diffraction efficiency w ill generally occur when
the penetration ofthe SAW matches the range ofthe guided mode. At the highest frequency
shown in Figure 4.2 (2 GHz), the diffraction efficiency will be very close to it’'s maximum
value. Intuitively then, a broad guided mode will in general put some limit on the high
frequency performance of the interaction. It is important to realise though that this type of
constraint does not necessarily have to be imposed on the width of the waveguide core, as

w ill be shown later when multi-layer structures are considered.

4.3.2.1 Single layer waveguides

The results given here show the effects of guiding layer thickness, and waveguide
composition in simple three layer planar optical waveguides where air forms the upper
cladding layer, the core of the waveguide is a GaAs layer and the lower cladding layer is

A IxGai_xAs with the whole structure on a GaAs substrate.

Figure 4.3 shows the variation of diffraction efficiency with SAW frequency for this type of
waveguide with a range of guiding layer thicknesses. As the guiding width increases the
frequency at which the penetration of the SAW comes to match that of the guided mode
decreases (as previously explained) and since this frequency is lower, the amplitude of the
induced fields are also lower for this assumed power flow. Thus the two characteristic
points of the graph are explained ;i.e. the variation in diffraction efficiency amplitude and the

variation in the position ofthe “roll-o ff’ frequency.

Figure 4.4 shows the variation of diffraction efficiency with SAW frequency for this type of
waveguide with a range of Aluminium fractions in the cladding layer. The Aluminium
fraction has an effect on all the important parameters of the interaction: the guided mode is
generally confined better with increasing Al fraction in cladding layers, thereby increasing the
relevant overlap functions at the same acoustic frequencies and increasing the frequency at

which roll-off occurs, the resultis an increase in the acousto-optic diffraction efficiency. The
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electro-optic and elasto-optic constants of an A IxGai.xAs layer w ill decrease with increasing
Al fraction (see Table 4.1) resulting in a smaller acousto-optic interaction, and depending on
the relative sizes ofthe acoustic wavelength and the A IxGai_xAs layers, the presence of a high
Aluminium fraction will increase the SAW induced electric field in that region (as described
in the results of chapter 2). Hence we expect opposing effects with increasing Aluminium
fraction, and the dominant effect may.change with acoustic frequency and Al fraction. Here,
for the waveguide of Figure 4.4, the diffraction efficiency increases over the whole range of
SAW frequencies looked at for decreasing Al fraction, suggesting that for this structure, the
effect of the photo-elastic and electro-optic components is dictating the overall behaviour.
Note there is also a slight decrease in the position of the peak diffraction efficiency with
decreasing Al fraction together with a sharper roll off :- the optical mode penetrates further

into the substrate with decreasing A |l fraction.

4.3.2.2 Multi-layer waveguides

For multi-layer waveguides the compositional parameters of guiding region thickness and
cladding layer Al fraction have an analogous effect to that of the single layer waveguide case.
However, the addition offurther layers to the structure suggests the possibility of using more
complicated refractive index profiles and it is clearly then of interest to look at the acousto-
optic diffraction efficiencies of such structures. Multi-layered structures with layer

dimensions ofthe order of QW sizes w ill be used to illustrate this.

4.3.2.3 Quantumwell structures
Results are presented here for structures consisting of 40 quantum wells within the MQW

guiding region.

The diffraction efficiency can be seen to increase with increasing acoustic power, as shown in
Figure 4.5. The maximum value shown is around 75% for an acoustic power of IOmW.
llyich et al.2l reported diffraction efficiencies of around 50% (experimentally) for a SAW
power of 23mW, a guiding region thickness of 0.7 [Im, acoustic aperture of Imm and an Al
fraction of 0.1. Abdelrazek et al.2 reported a diffraction efficiency of 38% with an acoustic
power of 2.72mW, a guiding layer of 1 [Im thickness and an acoustic aperture of 0.76mm.

In reality the power applied to the transducer will not be the same as the power carried by
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the SAW and for device operation the important transducer parameters must also be

considered such as it’s frequency response, and issues of impedance matching etc.

The variation of diffraction efficiency with acoustic aperture for the same structure, with an
acoustic powerof 5mW is shown in Figure 4.6. It can be seen that for this range of acoustic
apertures, the diffraction efficiency is increasing with increasing acoustic aperture. Referring
to Equation (4.13) it is apparent that the diffraction efficiency will have a sinusoidal
dependence on the square of the transducer length, and this becomes clear if the transducer

length is taken to values greater than those shown in Figure 4.6.

Figure 4.7 shows the variation of diffraction efficiency with composition of the AIxGai.xAs
barriers. 1t can be seen from Figure 4.7 that for this structure, increasing the Al fraction
initially increases the diffraction efficiency, suggesting that the effect on the guided modes is
dominant, and the fact that the increased diffraction efficiency occurs at the high end of the
frequency scale, also suggests this conclusion. As the Al fraction is increased beyond 0.2,
the diffraction efficiency drops over the full SAW frequency range, suggesting the effect on

the elasto-optic constants is dominant.

Figure 4.8 shows the variation of diffraction efficiency with gradient of the linearly graded
refractive index profile in the guiding region. A gradient of zero corresponds to an Al
fraction of 10% in all the barrier layers of the guiding region. A gradient of 1 corresponds to
an Al fraction of 10% in the uppermost barrier and 80% in the lowermost barrier, with linear
interpolation in between. As the gradient is increased the guided mode profile is pushed
towards the surface of the waveguideZ23 (as illustrated in chapter 3), in general increasing the
relevant overlap functions and increasing the frequency at which the roll-off occurs.
However the opposing effect of decreasing material parameters is again evident since as the
gradient increases, the Aluminium content of the structure is also increasing. O fimportance
here is the fact that if we compare Figure 4.8 with Figure 4.7 it is evident that for the same
acoustic power, guiding region thickness and acoustic aperture, significant increases in
acousto-optic diffraction efficiency can be achieved in the higher end of the SAW frequency
range by grading the refractive profile of the structure through variations of composition in

individual layers.
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4.3.3 Intermodulation distortion and non-linear effects

The dynamic range of many acousto-optic signal processing systems is limited by the
intermodulation products2425 (IMPs) generated by the Bragg cell. The IMPs arise from two
distinct sources; multiple optical diffraction due to the presence of multiple tones
simultaneously in the cell and optical diffraction from acoustic harmonic waves due to the
non-linearity of the acousto-optic material. These two sources will produce unwanted
frequencies within the Bragg cell which will interact with the fundamental frequency of the

acoustic waves and also between themselves to produce the IMPs.

The standard characterisation of the spurious response of a Bragg cell restricts the input to
two pure tone input frequencies (fi and /2. Most combinations of these two tones fall
outside the bandwidth of the cell. The strongest modes falling in the bandwidth of the cell
are the two-tone third order intermodulation products, 2frf2and 2 and it is these that

are considered for most analyses.

Throughout the 1980’s much work was done on IMPs in bulk materials for specific acoustic
modes (usually longitudinal). More recently, some authors have tried to estimate the effects
of IMPs on the performance of acousto-optic devices26, using mathematical models based on
theories of non-linear acoustic wave motion. This has lead on to more complicated analyses
of non-linear surface acoustic wave propagation2728 on top of generic anisotropic
substrates, which in themselves have necessarily been considerable pieces of work. It is clear
from these studies that a general non-linear SAW analysis of multi-layered structures that
would result in determination of the IMPs is needed, and also that it is beyond the scope of
the work presented here. For this reason any consideration of the IMPs has been neglected,
however it must be noted that they are important for device design and operation, and it is
because of the need to go to higher frequencies and larger bandwidths that this problem is

worth looking at.
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4.4 S1ITLICON-GERMANIUM :anew acousto-optic

material?

4.4.1 Introduction

SiGe is a useful material for optoelectronic applications as it’s bandgap may be varied from
Sito Ge, thereby enabling optical devices to generate, transmit and absorb light between 1.1
and 1.8 flm. In addition since SiGe is grown on Si substrates, it is an ideal candidate for
integration with Si based electronic circuits. Many optical and electronic devices have been
demonstrated in SiGe/Si structures29, and advances in the study of SiGe/Si superlattices and
quantum wells30, and in the growth of SiGe structures3l provide an impetus for the
development offurther devices. However, one factor which limits the developmentof SiGe-
based optoelectronic devices and integrated circuits is the lack of active signal processing
devices. As mentioned in chapter one, guided wave acousto-optic devices provide many
different types of signal processing and analysis operations such as, spectral analysis32,

correlation3 and deflection2.

The acousto-optic behaviour of a material is assessed by a number of parameters known as
'acousto-optic figures of merit'34 (as mentioned in chapter 1), and although Silicon has
relatively low acousto-optic figures of merit35, Germanium has significantly high acousto-
optic figures of merit in comparison with many other commonly used materials3 such as
CdS, GaAs and As2S3, resulting from a high refractive index at the wavelengths of interest
for optoelectronic applications. Consequently, since the acousto-optic effect is potentially
useful for the realisation of active signal processing devices in SiGe structures, it is of
interest to evaluate the acousto-optic interactions in SiGe/Si structures where the large
acousto-optic figures of merit in high Germanium content layers may be exploited. |f useful
signal processing devices can be demonstrated in SiGe it will aid the development of

optoelectronic integration in SiGe.
The theory used for the analysis of the SiGe waveguides is the same as that already

mentioned in section 4.2, however it must be remembered that unlike I1I-V materials, Si and

Ge are not piezoelectric as their crystal structures are centro-symmetric. Although this
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crystal structure is disrupted in the formation of SiGe, suggesting the possibilty of
piezoelectric behaviour, here it is assumed that the SiGe layer is non-piezoelectric for all Ge
concentrations. In this respect, in practice a piezoelectric surface layer such as ZnO would
be needed to provide generation of the SAW. Since conservation of the non-piezoelectric
behaviour in the SiGe alloy is effectively an assumption of continuing inversion symmetry, it

is sensible to also assume non-electro-optic behaviour for the SiGe alloy.

The theory used here only considers the propagating SAW and does not consider either the
generation or coupling of the SAW from the transducer into the SiGe/Si structure. The
theory follows exactly that given in section 4.2 except that here there is no electro-optic
effect contribution and no piezoelectrically induced electric field, resulting in an expression

for the acousto-optic overlap of the form

-(4.17)

where the symbols represent the same quantities as those given in Equation (4.15) The
results presented here are for the TEOmode of the SiGe waveguide and the coupling of these
modes in the interaction region, i.e. no results are presented involving coupling between

different modes or different polarisations.

A planar heterojunction waveguide structure was studied here and the interaction geometry
was given by that shown in Figure 4.1. The SAW is assumed to propagate in the [110]

direction on the {100} plane, i.e. the SAW propagation direction normally used for IlI-V

m aterials.

The refractive indices of the SiGe layers were taken from Reference 20, and here, strain
effects due to lattice mismatch have been ignored, as the structures studied have layer
thicknesses that exceed the critical layer thicknesses below which strain is present36.

However, for thicknesses greater than the critical layer thicknesses, the strain is
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accommodated through relaxation of the structure, which results in the presence of crystal

defects which may well affect the waveguide loss characteristics and produce scattering.

4.4_.2 Diffraction efficiencies in single layer SiGe/Si waveguides

The SAW propagation analysis results in a solution that has particle displacements in the
direction of propagation of the acoustic wave and normal to the surface of the structure.
Associated with these are four components of strain whose variation with depth below the
surface is used in the analysis of the acousto-optic interaction. In general, the waveguides
modelled here are single optical mode structures although those with the highest refractive

indices in the guiding region were found to support several modes.

The variation of diffraction efficiency with SAW frequency for several acoustic powers, in
Si0.9Ge0.i planar waveguide structures is shown in Figure 4.9. The penetration of the SAW
into the substrate decreases with increasing acoustic frequency, and the acoustic energy is
concentrated primarily within one acoustic wavelength of the surface. Increasing the SAW
frequency initially increases the diffraction efficiency, as the overlap between the SAW
induced strain fields and the TEO optical mode amplitude increases. However when the
SAW frequency becomes sufficiently large, so that the acoustic wavelength becomes
comparable in size to the width of the optical mode (approximately the width of the guiding
region), then the diffraction efficiency begins to drop off and this effect increases thereafter
with the SAW frequency, repeating again the same type of behaviour that was mentioned for

the I11-V structures.

The diffraction efficiencies shown here for the low acoustic powers are significantly less than
those obtained for equivalent A IxGai.xAs/GaAs structures3/ at the same acoustic powers and
acoustic aperture, and in order to produce diffraction efficiencies of the same order of
magnitude as those observed in AlIxGai_xAs/GaAs, much more acoustic power is needed,

making any prospective devices relatively inefficient.
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Figure 4.10 shows the variation of diffraction efficiency with SAW frequency, for several
SixGei.XSi single layer planar waveguides with various Germanium fractions. It can be seen,
as expected, that a high Ge content is desirable for efficient acousto-optic interaction, and
can result in diffraction efficiencies of the same order of magnitude as equivalent A IxGai_

¥As/GaAs structures, at the high end ofthe SAW frequency range.

The design of devices must take into account a number of other effects which are not

included in this study. They include

(i) the propagation losses ofthe waveguide,

(ii) scattering of the optical mode into other modes by the SAW induced grating,

(iii) increasing the efficiency ofthe SAW generation and coupling efficiency of SAW

into the SiGe layer by the use of highly piezoelectric layers such as ZnO, and

(iv) non-linear response of the material to SAW induced effects which can lead to

intermodulation distortion as described in section 4.3.3

In terms of practical devices, the crystal structure of the layers will significantly modify the
optical propagation characteristics of the waveguide as defects produced in the SiGe grown
layer will act as scattering centres, thereby increasing the waveguide propagation loss. In
particular, for Ge concentrations below -10% the SiGe layer will be strained and the
propagation loss will be low, typically < [IdBcm"lat a wavelength of 1.523 pm 38, while for
Ge concentrations greater than -10% the layer is completely relaxed and the SiGe layer
contains a high density of dislocations3 which increase the waveguide loss significantly to
values between ~5dBcm _1 at a wavelength of 1.523pm. For Ge concentrations of 10%, the
SiGe/Si heterostructure contains a 0.5pm-thick highly dislocated layer at the SiGe-Si
interface which increases the waveguide loss to [dBcm 'lat a wavelength of 1.523pm39. The
effect of these crystal defects on the strength of the acousto-optic effect is not known,

although their reduction of the intensity of the propagating beam w ill clearly reduce the
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intensity of the diffracted beam and such increased waveguide losses are clearly detrimental

to the useful operation of the device.

4.5 SUMMARY

The interaction between SAWs and guided optical waves in planar single and multi-layer
AlGaAs/GaAs optical waveguides has been studied using a numerical determination of the
diffraction efficiency as afunction of SAW frequency. Results show that acoustic powers of
the order of 5-10mW are needed to produce reasonable diffraction efficiencies. The
Aluminium content ofthe structures is responsible for acombination of qualitatively different
parameters which it is suggested produce opposing effects whose significance w ill vary with
the acoustic frequency. Results also suggest that linear grading of the barrier refractive
index profiles can significantly increase the diffraction efficiency and raise the diffraction
maximum to a higher frequency, through increased confinement of the optical mode and

therefore increased overlap with the SAW induced fields.

The interaction between SAWs and guided optical waves in planar SiixGexSi heterojunction
waveguides has been analysed and the diffraction efficiency plotted as a function of SAW
frequency. For low Germanium concentrations it was found that large acoustic powers are
needed to produce useful diffraction efficiencies. It has been shown that the diffraction
efficiency and SAW frequency may be optimised by varying the Ge concentration of the

guiding layer to produce high efficiency devices in SiGe planar optical waveguide structures.
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Figure 4.3 Variation of acousto-
optic diffraction efficiency Iff)
with SAW frequency for different
guiding region thicknesses, ()
for single guiding layer
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Figure 4.7 \Variation of
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SAW frequency for a range of
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ofaM QW structure. Structure
consists of upper layer of 0.4
pm Alo4Gao.6As on MQW
region of Al02Ga0.sAs/GaAs,
Lz=80A , LA, on bottom
layer ofAlo.4Gao.6As.

Acoustic aperture L=2mm,
acoustic power = 5mW.
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Figure 4.9 \Variation of
diffraction efficiency tff), with
SAW frequency for a range of
SAW powers in a SiGe/Si
planar waveguide. Structure
consists of upper layer of
1.5\Im ofSi09Ge0.i on substrate
ofSi.

Acoustic aperture L=2mm.
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Chapter 5

The Effect of Surface Acoustic Waves on the

Properties of Quantum Well Structures

The subject of quantum well structures was introduced in chapter 1, and their enhanced
electro-absorptive and electro-optic properties were discussed. Since the field magnitudes
employed in the operation of devices that utilise these properties are ofthe order ofthe SAW
induced fields in such structures (as shown in chapter 2), we expect that refractive index
changes induced by SAWs in quantum well structures should provide further possibilities for

extending the range and performance of acousto-optic devices.

5.1 INTRODUCTTION

A simple study of SAW effects on single and multiple quantum well structures will be
presented here. The electron and hole energy eigenvalues and envelope functions of the
unperturbed structure are determined. The effect of the acoustically induced strain and
electric fields on the confining potential of the quantum well structure is then calculated and
the energy eigenvalues and envelope functions for this perturbed case are determined. The
complex refractive index of the structure is then calculated for both the perturbed and

unperturbed cases, to give the change in refractive index and the absorption coefficient as a
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function of SAW wavelength, amplitude, barrier composition, well width and number of
wells. The wavelength and power of the SAW were found to be important in setting the

induced changes in the refractive index.

Surface acoustic waves have been used for a range of electronic signal processing
applicationsl, some of which were mentioned in chapter 1. With the continual need for
greater device efficiency, larger signal processing power and higher degrees of
optoelectronic integration, acousto-optic devices are interesting for the development of
efficient, wide bandwidth Bragg diffraction devices in quantum well structures such as

AlGaAs/GaAs2.

In bulk materials the propagation of SAWs produces a periodic ripple on the sample surface
which acts as a diffraction grating and may be used for modulation, diffraction and filtering
of optical beams. In IlI-V semiconductor QW structures, which have piezoelectric
properties, the propagating SAW induces strain (for specific propagation directions) which
induces an electric field (as discussed in chapter 2) which modifies the QW optical properties

in addition to the surface ripple.

W ith current semiconductor growth techniques such as MBE and MOCVD, the growth of
multi-layer and multiple quantum well (MQW ) structures is well established, and useful
devices which rely on the enhanced electro-optic and electro-absorptive properties of QW
structures have been demonstrated3'4. The effects of strain and linear electric fields on the
properties of quantum well structures are well documented56, and for certain
crystallographic growth orientations, strain induced piezoelectric fields have been predicted7
and demonstrated in AlGaAs/GaAs strained QW structures and may be of use for device

operation8.

As has been mentioned in chapter 1, SAWs are very useful for the realisation of adaptive
signal processing devices as the signal is concentrated at the surface and hence is readily
accessible, have low power requirements and operate most readily in the 10 MHz to over 1

GHz frequency range. It is of interest to characterise/model the effect of SAWs on the
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optical properties of QW structures, as afirst step to device design. To this end anumber of

devices have already been proposed9'10.

In this chapter the results of calculations of the effect of SAWs on the change of the optical
properties of single and multiple AlGaAs/GaAs QW structures are presented. More
specifically, the refractive index changes due to the deformation of envelope wave functions
in QW structures due to a SAW propagating on the sample surface are presented. Excitonic
effects, which are greatest (centred) around the bandedge wavelength of the structure, on the
changes in refractive index and absorption have not been included here as electro-optic
devices are unlikely to be operated around the fundamental bandedge. Electro-optic
gquantum well modulators operate at wavelengths of low electro-absoiption which are

somewhat longer than the bandedge wavelength.

The propagation of SAWs on GaAs and other III-V materials has been studied using simple
analytical techniques for bulk materialsll and by m atrix methods involving field matching at
the interfaces for multi-layer structures12. Here the Laguerre polynomiall3 method was used
(as described in chapter 2) to determine the strain and induced piezoelectric fields for
arbitrary layer thickness and composition ofthe A IxGai,xAs barrier layers. The confined state
energies and envelope functions of the electrons and holes and the "allowed" transitions in
the QW structure are determined, with and without the additional perturbation of the SAW.
Then the absoiption coefficient and refractive index variation in the QW structure are

calculated from the dipole moments formed between the electron and holes.

5.2 THEORY

The refractive index of a material is a macroscopic property of that material. However, in
the study of the physics of semiconductor materials, a microscopic approach must be taken
to look in more detail at the contributions to both the electronic and optical properties of the
material. This entails a quantum mechanical approach to the constituent electrons and
atomic nuclei, and also to the interaction of light with the various manifestations of electro-

magnetic oscillators within the material.
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5.2.1 Wave functions and energy eigenvalues

5.2.1.1 Bulk M aterials

Any crystal, regardless of whether it contains a quantum well structure or not, is made up of
a large number of interacting particles. As a result of this, any attempt to determine the
energy levels and wave functions of a solid cannot realistically be successful without a

number of sim plifying assumptions.

If the adiabatic approximation14 is used to separate the dynamics of the electrons and atomic
nuclei, together with the one electron approximation15, and if the potential experienced by
the electron is approximated by an effective periodic potential Vo, then the problem can be

reduced to solving the time-independent Schrodinger equation

-(5.1)

where mO is the mass of the free electron, nis the band index and K is the electron wave
vector. The [(j),*) represent the electronic energy eigenstates. Translational symmetry in the

lattice dictates thatthe energy eigenfunctions obey the Bloch theorem

-(5.2)

where R represents a lattice vector. This leads to the eigenvalue equation for the lattice

periodic partofthe wave function;

-(5.3)

The calculation of the full extent of the band structure resulting from these equations is a

complicated numerical problem, however k.p perturbation theory provides a short cut to
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calculating small regions of band structure by treating the k.p term in Equation (5.3) as a
small perturbation to the electronic behaviour in the vicinity of a given kK, particularly k=0

which is the mostrelevantregion ofinterest for optical transitions in Il11-V materials.

The conduction and valence band states at k=0 for 11I-V compounds such as GaAs are well
documented16. Once these band energies and eigenstates are determined, k.p theory17
allows one to compute the states in the vicinity of k=0 by expansion in terms of the k=0
eigenstates. The k.p term in Equation (5.3) is then treated perturbatively using the methods
of time independent perturbation theory18. In the case of the non-degenerate states of the
conduction band, it is a straight forward step to obtain the eigenstates and eigenvalues, and
(to second order in the perturbation) the effect on the energy of the electron can be absorbed

into the concept of effective mass.

The valence band states are treated again using the time independent perturbation theory but
applied here to degenerate bands since for I11-V materials the k=0 states for the two lowest
valence bands are degenerate. The appropriate state vectors to be used in the approach are a
general linear combination of the basis of state vectors that spans the degenerate sub-space.
Perturbation theory is then applied and after including spin-orbit coupling the Hamiltonian

for the hole states takes the form of the Luttinger Hamiltoniani9:-

“dnoe b g
—C 0 b
X= = «(5.4)
b 0 xih —€
v 0 b -c  xhn
where,
hok?2 h2(k2 +k 2)
XM= ---—-- HK-2 X2+ - f ——--
2m0 m
h2k2 h2(k2x k 2)
%ih=— MY +2X2)+
2m 2mn

c=32L-[K2(KkI-k2)-2iK3Kkxky]
2m0

129



m (

and the three Luttinger parameters, Xi, X2and X3are determined experimentally and listed in
many books including Landolt-Bornstein20. For IlI-V semiconductors, in the vicinity of k-O
the axial approximation2l is commonly introduced which results in the assumption of
isotropic band structure within the k¢ kyplane and allows the Luttinger Hamiltonian to be

easily diagonalised22.

5.2.1.2 Quantum confinement
In the case of quantum w ell structures, the time independent Schrodinger equation (Equation
(5.1)) becomes

- -(5.5)
2m"l+V_ +V

where V@ is the potential due to the epitaxially grown quantum well structure and X

represents the setof quantum numbers used to identify a particular state.

The envelopefunction approximation23 is adopted here, where the confining potential Vanis
assumed to vary sufficiently little within a unit cell. This assumption leads to a separation of
the wave functions into a part that varies at the scale of the ionic potential and a part that
varies in a much slower manner that is known as the envelope function. Perturbation theory
can again be used for both degenerate and non-degenerate bands. For the case of the
conduction band, separation of variables leads to equations for both the motion in the
direction perpendicular to the well and also in the plane ofthe well. The envelope functions
obey aone-dimensional Schrodinger like equation describing the motion perpendicular to the
well. The effects of quantum confinement are much more interesting for bands that are
degenerate at k=0, for the top two valence bands in 11l-V materials second-order degenerate
perturbation theory yields coupled differential equations whose solutions can again be
expressed as products of one-dimensional quantum well functions with two dimensional ( in
the plane of the QW) free-particle functions. It is found that the states with the heavier

effective mass in the z direction also have the lighter effective mass in the transverse
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direction. This is termed mass reversal, and the convention is to use the masses in the z

direction as acriteria for labelling light and heavy holes.

5.2.1.3 Acoustic perturbation
The passage of an acoustic wave over the top of the quantum well structure will modify the
potential experienced by the electron, through the strain, and for specific propagation

directions ofinterest, also through the induced electric field.

The propagation of a SAW on the surface of a semiconductor structure contributes a time
dependent perturbation to the one-electron energy levels and wave functions of the QW
structure. Typical SAW propagation velocities on AlGaAs/GaAs multi-layer structures are
-3000 m/s 24, as mentioned in chapter 2. Since the focus of the work here is on the influence
of the SAW on the optical properties of the QW structure, it was deemed appropriate as a
first approximation to treat the SAW as a stationary wave. In addition, since the SAW
wavelength is typically >I(im, the oscillatory nature of the SAW has a slower spatial
variation than that ofthe quantum well confining potential. Consequently it is appropriate to
express the problem within the envelope function approximation. The quantum well subband
edge states at the F-Valley can be calculated within the envelope function approximation,
using a Ben-Daniel and Duke model25, resulting in a 1-dimensional Schrodinger like

equation:

CR— ~+V(z) v, (£)=e,V..(2) -9

which is solved for the electron and hole energy levels and envelope wave functions. Here z
represents the growth direction, i.e. normal to the plane of the quantum wells, V(z) is the
confining potential, m*(z) is the effective mass of either electrons or holes, Ur{z) represents
the envelope wave function of either an electron or hole, corresponding to the n'th confined
subband energy level, enn. A SAW propagating on the surface of an AlGaAs/GaAs QW
structure in the [110] direction on the {100} plane induces both a depth dependent strain and
a piezoelectric field26. Both of these effects contribute additional terms to the shape of the

confining potential V(z), experienced by the electrons and holes. In the case of the electric
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field, the additional term in V(z) is taken from the electric potential (j)*iv corresponding to the
SAW induced piezoelectric field and which by using the Laguerre polynomial method is

given by the following expansion:

gsaw = XUr,|Z(z))exp(fr) -(5.7)

where |labels the /'th Laguerre polynomial and in reality the summation can be truncated to a
finite number of terms without any significant loss of accuracy, e.g. if the series is truncated
to / = 5, further terms are found to contribute less than -0.01% to the final summation, and

I1(z)) is given by:
= FREG ! 2ILE) -(5.8)

where L/z) is the /'th Laguerre polynomial, the definition of which is taken from Aizenstadt

et al27.

The strain induced by the SAW also affects the shape of the QW potential. Adachi28 gives
the strain Hamiltonian at k=0 in the zinc blende type crystal, which is derived from the
theory of Pikus and Bir29. Strains of the order of a few % can have large and important
effects on the electronic band structure of semiconducting materials3 and are commonly
used in device operation. In SAW generated piezoelectric fields, the strains are significantly
less than 0.01%, and therefore are not thought large enough to produce bandgap changes
that w ill significantly affect the confining potential in QW structures. In addition it was
found that if the strain Hamiltonian terms were calculated and added to the potential of
Equation (5.6) then no significant alteration to the potential experienced by the electron was
found. For this reason the SAW induced strain has not been included in the calculations,

resulting in atreatmentinvolving only the SAW induced electric field.
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5.2.2 Absorption coefficients and refractive indices

Once the electron and hole envelope wave functions and the energy levels of the quantum
well structure have been determined, the absorption coefficient and refractive index of the
structure can be calculated. A semiclassical approach is taken in which the semiconductor
structure is described quantum mechanically and the electromagnetic field is described
classically. Time dependentperturbation theory applied to such a composite system gives, to

first order, Fermi's golden rule18;

(eP Hj E}0)j 28(Ejr0) - £.0) - hoy) -(5.9)

which represents the probability per unit time, T, for a transition to occur from the initial
state Ei to final state Ef, where the transition is induced by the perturbing applied field, here
represented by the interaction Hamiltonian Hi. Here 5 represents the Dirac delta function,
the superscript 0 corresponds to eigenvalues in the absence of a perturbation and 0) is the
frequency of the external perturbing potential (in this case the electromagnetic field). The
electric dipole approximation is used for this type of theory, where the optical wavelength is
assumed large enough to allow the spatial variation of the electromagnetic polarisation
vector over the system of interest to be neglected. The interaction Hamiltonian Hi then takes

on the form,

-(5.10)

where is £ the polarisation vector of the electromagnetic wave and r is the linear operator

representing position.

The complex refractive index of a quantum well structure is derived from density m atrix

theory3l and the real and imaginary parts can be expressed as32:
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}J(Tv LV r /n2 /n (\ V.Jt’ JV\ (/_/c/)(to' ,)

2ntz Chht ¢ M1 D (het-E )+ (fi/x)ad
and
-uU -/ ,, \ {(/ -/)(»/T)
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where Iz is the well thickness, jiosis the reduced electron-hole effective mass, ZWis the
electron confined energy level of the /th electron measured from the bottom of the
conduction band and Evmis the equivalent for holes measured from the top of the valence
band. Esis the bulk bandgap energy andfcandfvare the Fermi functions for the electrons in
the conduction band and in the valence band respectively. The lower lim it of the integral is
equal to Ed+Evr+Eg which is the transition energy for an electron in the Ithstate and a hole
in the mth state. nbis the refractive index ofthe quantum well structure without electron-hole
pairs and t is the intraband relaxation time. (RZﬂEQimis the mean square of the dipole
moment formed by an electron in subband | and a hole in subband m. The light hole band
has been neglected in the solution of Equations (5.11) and (5.12) since the density of states

of this band is much smaller than that ofthe heavy hole band32

The matrix element of the dipole moment formed between an electron in the conduction

band and a heavy hole in the valence band is given by:

fe,=("*A X H " i"At) "G-13)
where the subscripts ¢ and h denote the conduction band and the heavy-hole bands

respectively, kot and kat are the wave vectors of electron and hole in the plane of the QW

structure. The wave functions here are expressed in the envelope function approximation

and as such

(5-14)
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where \|[fa) corresponds to the slowly varying envelope function, \jfr{z) of Equation (5.6) and
Wek{n)) corresponds to the periodic part of the Bloch function and as such possesses the
periodicity of the lattice potential. The calculation ofthe mean square of the dipole moment
follows the approach given in detail in References 31 and 32. Here we have included the
overlap between electron and hole envelope functions unlike previous analyses where a
perturbative approach was taken and an approximate orthonormal relation between the
envelope functions ofthe unperturbed structure could be assumed, here no such restriction is
placed on the envelope functions since the perturbed wave functions are obtained explicitly
through a finite difference method and are not in the form of a linear combination of the

unperturbed wave functions.

5.3 SURFACE ACOUSTIC WAVE PROPAGATION

ON DEVICE STRUCTURES

5.3.1 Procedure

The structures looked at in the work presented here consist of single and multiple
AlGaAs/GaAs quantum well structures. Where for the case of an MQW structure it is
assumed here that the barriers between wells are always large enough to treat each well as
separate. In that respect the determination of the energy levels and envelope functions is
done sequentially for each well of the structure. In the case of superlattice structures, where
the separation between wells is small enough to allow coupling between wells, then the
whole structure must be treated as one. The method described here can cope with the
analysis of superlattice structures in principle, however it must be remembered that the
superlattice has an effective band structure produced through the coupling and subsequent
mutual perturbation between the quantum wells of the structure. The effective band
structure is brought about through the virtually insignificant difference in energy between the
different eigenvalue solutions corresponding to a particular quantum number in the structure.

The efficiency of the bisection method used to find these eigenvalues is then severely
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compromised by this close spacing of solutions, and another technique or more powerful
computing would be needed to determine the complete set of solutions for any given
superlattice. For this reason only single and multiple QW structures are looked at in the

work presented here.

The co-ordinate system used here is shown in Figure 5.1 When the SAW propagates across
the surface in the y direction, a piezoelectric field is set up that has an oscillatory dependence
in the propagation direction of the SAW and an exponentially decaying depth dependence,
E(z). Assuming the static approximation we, consider the effect of the electric field on the
confining potential at a specific y value in the structure. Figure 5.2 illustrates the effect of
the piezoelectric field on the confining potential of an MQW structure. For large acoustic
wavelengths, i.e. >10jj,m, the deviation of the SAW induced electric potential from that of a
linear profile is negligible giving rise to a constant electric field across the MQW structure.
As the acoustic wavelength is decreased the non-linearities in the SAW induced potential
become more significant, this effect can be seen in Figure 5.2 with an acoustic wavelength of
2|xm. In this sense, we expect any differences between the case of a constant electric field
applied across an MQW structure and a SAW induced field, to increase with decreasing

acoustic wavelength.

The one dimensional Schrodinger like equations for the electron and hole envelope functions
(Equation (5.6)) were solved using a finite difference grid. The problem was re-expressed as
a dimensionless “Sturm-Liouville”3 problem to produce a tridiagonal matrix. The
eigenvalues of the tridiagonal m atrix were found by solving the determinantal equation using
a recursive relation34 and a bisection method. Inverse iteration3® was then used to improve

the eigenvalue accuracy and find the eigenvectors, which represent the envelope functions.

Equations (5.11) and (5.12) were solved numerically using a Romberg integration method3

employing an extended midpoint rule to perform the integrals.
It must be noted that the effects of tunnelling are ignored in this analysis, and that the model

only uses the “confined” states for the refractive index calculations. The criteria taken here

for defining what constitutes being “confined” is that there is a greater than 50% probability
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of finding the electron/hole inside the quantum well. In reality it is likely that the SAW
induced potential could produce regions outside of the QW that are particularly favourable
to electron/hole occupation. Hence, proper consideration oftunnelling effects together with
possible practical ways of minimising it would have to be undertaken when looking at

specific device operation in more detalil.

The effects of SAW wavelength, SAW amplitude, barrier composition, well width, and
number of wells on the SAW induced modification to the complex refractive index of
relevant structures were investigated. Well widths in the range 30A to 130A were
considered together with barrier compositions in the range X=35% to 75% (X is the
Aluminium fraction), acoustic wavelengths in the range 1.5jim to 20jim, and acoustic
powers in the range 1to IOOmW. M QW structures consisting of 2, 5 and 10 quantum wells
were also studied, and it must be noted that this is well below the number of quantum wells
used in typical MQW device structures, however the nature of the results obtained suggests

an applicability to all types of MQW structures.

The procedure undertaken for any particular structure is to

(i) Determine the electron and heavy hole confined energy levels and envelope

functions in the absence of aperturbing SAW. /

(ii) Using the same method, produce equivalent data fo the same structure with the

addition of aperturbing SAW.

(iii) Using the data from (i) and (ii), calculate the change in the complex refractive

index of the structure.
The parameters used for the analysis are shown in Table 5.1 (next page) and are taken from

References 20 and 28. T is the temperature (here assumed to be 300K) and X is the

Aluminium fraction.
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Parameter Value
Conduction/valence band offset ratio
(Qc:Qv) 0.66
Energy gap, Eg (eV) 1.519+1.247x-0.005405TZ/(T+204) for x< 0.45
1.519+1.247+(1. 147(x-0.45)20.0005405T2/(T+210) for x>0.45

Electron effective mess 0.0665+0.0835x
Heavy Hole effective mass 0.33+0.18x
Light Hole effective mass 0.09+0.09x

Table 5.1 Important parameters used for the analysis.

5.3.2 Results and discussions

5.3.2.1 Unperturbed quantum well structures

A typical example of the unperturbed energy eigenvalues and envelope functions for
electrons and heavy and light holes in a single quantum well is shown in Figure 5.3. The
structure here is a 90A Alo.35Gao.esAs/GaAs/Alo.asGao.esAs quantum well. Note that as the
relevant energy level moves up the well, the confinement of the electron/hole decreases and
it’s envelope function penetrates deeper into the barriers. The variation of the energy levels
and envelope functions with well/barrier composition is well known and need not be
discussed in detail here, suffice to say that as the well thickness decreases, the energy levels
are shifted up the respective wells. As the barrier Aluminium fraction increases, the energy

levels are shifted down the respective wells.

The energy levels and envelope functions for the electrons and holes in an MQW structure
are shown in Figure 5.4, the structure consists of five quantum wells each with a well width
of 60A and barriers of 35% Aluminium content and 200A thickness. It can be seen that in
this case the envelope functions are well separated spatially and the structure can be

approximated as an array of single quantum wells.
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For the case of a superlattice the coupling between quantum wells leads to a qualitatively
different type of behaviour for both the energy levels and envelope functions. The best way
of discussing this is to consider what happens when a single quantum well is put in the
vicinity of another. For alarge separation between the two wells (e.g. -100 A) the structure
would behave like an MQW structure with well separated envelope functions, and energy
levels that are virtually identical for each well. As the separation between the wells
decreases, the coupling between wells would cause a splitting of the quantum well energy
levels analogous to the splitting of atomic energy levels when two identical atoms are put in
close proximity. This behaviour can be treated perturbatively37 in a manner similar to tight
binding calculations in electronic states of crystals. The resultis splitting of the energy levels
by an amount that depends on the size ofthe perturbing potential and leads to symmetric and

anti-symmetric combinations ofthe unperturbed envelope functions. \

If further quantum wells are added to the structure, the resulting splitting of the energy levels
leads to an effective energy band structure, again analogous to the energy bands of a crystal

structure, and the appropriateness of the term superlattice becomes apparent.

5.3.2.2 Surface acoustic wave induced electric field effect

The electron-heavy hole interband transitions in the as-grown rectangular QW structures are
shown in Table 5.2 for barrier Aluminium fractions of 35%, which show that only the ei-hi
and e2-h2 "allowed" transitions exist with any significant strength. The presence of a SAW
induces both strain and electric fields, both of which have the potential to modify the optical
properties of the QW structure. However, as has been mentioned, due to the very low level
of the induced strains they have no significant effects while the strain induced piezoelectric

field is much more significant.

The SAW induced piezoelectric field has two major effects on the potential profile of the
QW,; firstly the shape of the confining potential changes so that the well width over the
height of the potential is not constant and secondly the minimum energy difference between
the conduction and valence bands is reduced as a consequence of the tilting of the potential
profile. The latter of the two effects is the dominant mechanism commonly used for band-

edge electroabsorption mechanisms in quantum well structures and devices utilising constant
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electric fields across the QW structure such as the Quantum-Confined Stark effect38. The
perturbed profile has confined solutions that reside at a higher energy with respect to the
minimum of their corresponding wells, in other words it is as if the well had been made
thinner. The reduction in the ei-hhj transition energy is due to the minimum energy

difference reduction.

No SAW +SAW (k=2]im) +SAW (k=4um) +SAW (k=8um)
iz(A) Transition Energy Overlap Energy Overlap Energy Overlap Energy  Overlap
(eV) (eV) (eV) (eV)

30  eihhi 16250 0.9845 16247  0.9835 1.6249 0.9842 16250 0.9845
eihh2 17565  <le-5 -

60  effihi 15117  0.9919 15106  0.9809 151136 0.9886 15116  0.9910
eihh2 15686  0.0009 15684 01416 156855 0.0784 15686  0.0412
eihh3 16572 01118 - - 16571 0.1123
ezhh! 17165  0.0004 17157  0.1533 17163 0.0843 17164  0.0442

17734  0.9610 17735 09425 17735 0.9555 17734  0.0159
ezhh3 1.8620 00026 - - 0.0896 18619 0.0196

90  eihhi 14717  0.9950 14682  0.9301 147065 0.9739 14714  0.9890
eihh2 15016  0.0016 15012 0.3420 150146 0.1984 15015 0.1064
eihh3 15506  0.0792 15489 0.1145 15503 0.0001 1.5505 0.0823
ezhi 15894  0.0015 15871 0.3603 15887 0.2091 15892 01120
ehh2 16193  0.9830 16201 0.8852 16195 0.9519 16193 09742
ezhh3 16682  0.0001 16697 0.2163 16684 0.1212 16683 0.0637
edhhi 17752 0.0937 - - 1.8001 0.0745 17749 0.0884
ehh2 18050 0.0010 - - 1.8309 0.1559 1.8051 0.0821
ehh3 18540 09272 - - 18797 0.9074 18540 0.9220

110  eihhi 14584  0.9962 14520  0.8492 14564  0.9434 14578 0.9808
eihh2 14795  0.0017 14789  0.4984 14795 03114 1.4795 0.1704
eihh3 15146  0.0677 15137  0.1575 15144  0.0962 15145 0.0756
ezhhi 15448  0.0017 15405  0.5209 15434 0324 15444  0.1783
ezhh2 15660 0.9876 15674  0.7587 15665 0.9090 15661 0.9651
ehh3 16010 0.0008 16023 0.3391 16014 0.1934 16011 0.1056
edh! 16866  0.0791 16819 0.0532 16851 0.0325 16862  0.0656
edhh2 17078  0.0004 17088 04083 17082  0.2427 17079 0.1305
ehh3 17428  0.9652 17437  0.8329 17431 0.9241 17429  0.9538

Table 5.2 The electron-heavy hole transition energies and overlap integrals for a single quantum well with
and without a perturbing SAW.

The effect on the transition energies due to the induced piezoelectric field show that the
transition energies change by up to ~4meV due to the presence ofthe SAW. Here a SAW of
wavelength 2pm and IOmW power is assumed. A quantitative measure of the strength of
the transitions is provided by the overlap functions of electron and heavy hole envelope
functions. The overlaps for the transitions in the as-grown rectangular QW structures show
that only the er hhi, e22hh2 and e3hh3 "allowed" transitions exist with any significant

strength. The changes in transition energy in going from the unperturbed to perturbed state
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can clearly be seen and previously insignificant transitions become significant, e.g. the er hh2
transition. The lowest order transition (ei-hhi) is always shifted down in energy . However
the results suggest that some of the higher order transitions are shifted to higher energies,
e.g. the e2hh2 transition in the 90A quantum well. This suggests that for these higher order
transitions, the effective narrowing of the well is dominating over the effect of narrowing of
the minimum energy gap. The effect on the optical properties of these structures of these
higher order transition shifts is not clear at the moment and further investigations need to be
done. These SAW induced changes in the QW transitions result in changes in the absorption

coefficient and refractive index which are discussed in the next section.

The overall behaviour of the transition energies with applied SAW has been re-produced
with other acoustic wavelengths and powers. As an example the results for acoustic
wavelengths of4 and 8 microns are also included in Table 5.2. It was found that the shifts in
transition energies diminish with increasing SAW wavelength (as the induced potential

drops) and with decreasing SAW power.

S$.3.2.3 Effect of surface acoustic waves on the refractive index of quantum well
structures

The width ofthe quantum well has a significant effect on the energy of the confined states in
the quantum well and as the well width increases the energy of the confined states in the well
decreases while the number of confined states within the well also increases with well width.
The same effects can also be obtained by keeping the well width constant and varying the
depth of the quantum well by varying the composition of the barrier layer. As the energy
levels move closer to the bottom of the well, the transition energies of the electrons and
holes confined in the wells will correspond to longer optical wavelengths. The SAW
acoustic wavelengths of interest are much larger than the well width, so that for a given
acoustic wave perturbation, the induced strain modifies the transition in the QW thereby

m odifying both the absorption and refractive index of the structure.
The peak change in the refractive index due to the presence of the SAW is shown to shift to
longer optical wavelengths with increasing well width. This effect is shown in Figure 5.5,

where the spectral change in refractive index due to the presence of the SAW is plotted for
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quantum well widths of 30A, 60A, 90A, IIO A and 130A with a SAW wavelength of 2[im
and power of IOmW. These results show that the SAW causes a reduction of the real part
of the refractive index of between 0.1 and 0.3% for optical wavelengths of greater than ~1
jam. The associated change in the absorption coefficientis shown in Figure 5.6. The steps in
the absorption curve arise as this curve is comprised of the absorption coefficient of each
allowed transition in the structure each of which have different transition energies and thus
bandedge wavelengths. As the well width increases, the absorption curve moves to longer
optical wavelengths, since the ground state transition energy is reduced.. O f significance is
the fact that the absorption above an optical wavelength of around ljam is negligible,
suggesting that devices that rely solely on changes in real part of refractive index could

operate effectively in this region as significant changes occur in this region as shown in

Figure 5.5.

The effect of Al composition of the QW barrier layers on the variation of the refractive
index, see Figure 5.7, are not as significant as those due to well width variations. Figure 5.7
is for Al compositions of 35%, 55% and 75%, a well width of 90 A, a SAW wavelength of
2jam and an acoustic power of IOmW. Increasing the Al fraction increases the depth of the
confining potential barriers in the QW structure, and the energies of the electron and hole
confined states move away from the bottom of their respective potential wells. This process
increases the transition energies and is reflected in the er hhi transition peak shifts shown in
Figure 5.7. The Al fraction also affects the size of the SAW induced potential due to the
variation of the piezoelectric constant with Al fraction28 and the SAW induced electric field
increases with increasing Al content accordingly. It would be expected that this process
would increase the refractive index shifts with Al content, which would be in opposition to
the effect of the increased confinement. It is thought that this could explain at least
gualitatively why the SAW induced refractive index variations shown in Figure 5.7 do not

seem to be particularly sensitive to Al content.

The acoustic wavelength determines the rate of decay of the SAW induced electric field into
the structure. Consequently, assuming a constant power flow that is independent of the
acoustic wavelength, the amplitude of the SAW induced potential at the surface of the

structure w ill be constant and the gradient of the induced potential (i.e.the electric field) will
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increase with decreasing acoustic wavelength, as shown in Figure 5.8. The increased SAW
induced electric field in the quantum well produces larger shifts in transition energies and
hence increases in the refractive index of the structure, see Figure 5.9. The maximum change
in refractive index occurs for the smallest acoustic wavelength, with values of around -0.15%
for a SAW wavelength of 2jim and optical wavelengths of greater than ~Ip,m for which the
corresponding optical absorption is very low and has not changed. For a SAW velocity of
-3000 ms"1this corresponds to an acoustic frequency of 1.5GHz which is near the upper

frequency lim it for practical SAW devices.

Increasing the acoustic power increases the magnitude of the SAW induced potential at the
surface of the structure. For a constant acoustic wavelength the gradient of the SAW
induced potential is expected to increase, resulting in a larger electric field within the
guantum well region, as shown in Figure 5.10. In a similar manner to the effect of the
acoustic wavelength, this increases the changes in refractive index due to the SAW,
increasing to —0.4% at the wavelength region above the band edge wavelength for 50mWwW

acoustic power, see Figure 5.11.

The addition of more quantum wells to the structure to make an MQW structure has one
major difference to the results shown above for single quantum well structures. Since it is
directly due to the non-linearity of the SAW induced potential, it is unlikely to be seen in
structures employing a constant electric field across the structure. The depth dependence of
the SAW induced potential is inherently non-linear and the corresponding electric field is
essentially the gradient of the potential variation, each quantum well in the MQW layer wiill
experience a different perturbing electric field, depending on its depth and the penetration of
the SAW. For a structure with 5 quantum wells, it can be seen that the gradient of the
confining potential varies between quantum wells when the SAW is turned on, see Figure
5.2. This suggests that variations in the change of refractive index across the structure are
expected for multiple quantum wells, which is confirmed in the results. These variations in
the shift of refractive index increase slightly with increasing well width but the major
variation is due to the acoustic wavelength, see Figures 5.12 and 5.13, which give results for
two and five quantum wells respectively. Each quantum well that is added to the structure

experiences adifferent SAW induced electric field, which leads to a broadening of the optical
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effect as the number of quantum wells is increased. The quantum well that is nearest to the
surface experiences the highest perturbing electric field, hence for example in Figure 5.12 the
upper curve of each pair corresponds to the quantum well that is closest to the surface.
Keeping the acoustic wavelength as high as possible will minimise this effect, however it

must be noted that this would also decrease the observable refractive index change.

5.4 SUMMARY

A simple analysis ofthe effect of the propagation of SAWs on QW and M QW structures has
been performed. Expressed within the envelope function approximation, the method allows
the determination of the electron/hole energy eigenvalues and envelope functions in the

presence of a perturbing SAW.

The results presented above show that the dominant effect of the SAW on the optical
properties of the QW structure is the SAW induced piezoelectric field which shifts the
transition energies by up to 4meV for an acoustic wavelength of 2jim and acoustic power of
IOmW. These field induced changes allow some of the previously "forbidden" transitions to
become "allowed". These changes in the subband structure of the QW structure result in

significant changes in the absorption coefficient and refractive index ofthe structure.

The SAW induced changes in the absorption coefficient and refractive index of the structure
are determined by the SAW frequency and the thickness and composition of the individual
layers in the MQW structure. The SAW induced refractive index changes are both negative
and are much more sensitive to the well width than the Al fraction in the barriers. The
absorption coefficient of the structure shows the same trend. The SAW induced electric
field increases with reducing SAW wavelength which results in large positive changes in the
refractive index, with the changes being larger just above the band edge wavelength of the
material. Similarly, increasing the SAW acoustic power results in negative increases in the
change of refractive index which again are greater near the band edge wavelength.

Increasing the number of quantum wells from two to five increases the maximum negative
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change in refractive index. All of these effects do not take into account the effects of
excitons which will modify the characteristics around the bandedge.
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Figure 5.2 The conduction band potential profiles of a multiple
quantum well structure with and without the presence ofa SAW in
a structure confiningfive quantum wells ofwell widths of90A
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Figure 5.3 The electron, heavy hole and light hole envelope functions
and energy lewls in a single A1GaAs/GaAs quantum well of well
width E=90A and 35% Aluminiumfraction in the barriers.
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Figure 5.7 Variation of the change in real part of refractive
index (8nr¥) with optical wavelength for different barrier
Aluminium fractions (X) in a single quantum well structure
of well width E=90A with a perturbing SAW of wavelength
2pm and 1 0mW acoustic power .
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Figure 5.12 Variation of the
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Chapter 6

Conclusions and Future Work

6.1 CONCLUSIONS

In this thesis, a model for calculating the SAW induced fields and guided optical modes in
multi-layer and M Q W structures has been developed. Isotropic acousto-optic diffraction in
the multi-layer structure has been modelled and the various dependencies of the diffraction
efficiency considered. The effects of a propagating SAW on the properties of single and
multiple quantum wells have also been calculated. The work shows several features which
are not included elsewhere and some interesting aspects which are not directly related to the

main objectives of the thesis.

In considering the implementation of multi-layer and M Q W structures into Bragg cell type
devices together with the cell™ operation, a number of points emerge The aluminium
fraction in multi-layer AlGaAs/GaAs structures clearly provides another degree of freedom
in setting the nature of the SAW induced potential. In particular high aluminium content at
the surface of such structures will optimise the induced potential at the surface and hence
increase the electric field in the lower part of the structure. In addition, the characteristics of
any individual layer are not sufficient to determine the nature of the SAW induced fields for
the whole structure, and the presence of an individual layer of quantum well dimensions has

no significant effect on the induced fields. More specifically itisthe M Q W structure as a
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whole that determines the S AW dharacteristics, and in some cases the M Q W structure will
be equivalent, interms of S AW propagation, to a particular bulk composition. On looking in
more detail at the magnitude of such S AW induced fields, itwas found that for typical SAW
wavelengths and power flows, the induced field was comparable in size to electric fields

presently employed in electro-absorptive and electro-opticM Q W devices.

The greater flexibility in setting the S AW characteristics obtained from employing a multi-
layer structure is also carried over to the guided optical modes in such structures. Control
over the position of the fundamental mode within the waveguide has been theoretically

demonstrated and applications suggested.

Most importantly, the combined use of increased aluminium content and a graded refractive
index profile to both increase the SAW induced field amplitude and push the optical mode
towards the surface of the structure has been shown (through it’s effect on the acousto-optic
overlap function) to theoretically increase the acousto-optic diffraction efficiency by a factor
of between 2 and 3 for the higher end of the SAW frequency range ( >IGHz), see for
example Figure 4.8. This isdirect evidence of the advantage of using a multi-layer structure

as opposed to single layer structures.

It is clear from the results of chapter 5 that the quantum effects of Q W structures are
exploitable. Increased changes in refractive index are observed over their bulk counterparts.
For SAWs of this type, typical refractive index changes in bulk GaAs are ~ 0.01%,

calculated from the strains and electric field magnitudes obtained in chapter 1. The refractive
index changes obtained for the quantum well structures of chapter 5 are at least an order of
magnitude greater than this and in some cases closer to two orders of magnitude, for the
same acoustic powers. This could for example lead to shorter interaction lengths as
compared to typical bulk devices. In addition, when comparing the case of SAWs on M Q W

structures to that of applying constant electric fields to such structures, it is clear that firstly,
equivalent shifts in refractive index are possible with the additional advantages that a SAW

incoiporates i.e. the signal is accessible at the surface, and can be utilised for a great diversity
of signal processing applications. When considering the issue of power requirements ftmust

first be noted that the characteristics of the S AW generating transducer will play a large roll
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in setting any minimum power threshold and must be considered in detail for device design.
However, the non-linear shape of the SAW induced potential implies that an equivalent
potential difference to that corresponding to a constant electric field, could produce higher
electric fields within a specified depth range of the structure. This effect would of course

depend on the S AW wavelength and hence indirectly also on the conversion efficiency of the
S AW transducer.

Also ithas been shown that the non-linearity associated with a SAW induced potential is
significant when considering the optical properties of that structure, and can lead to
variations in 8nreof -0.05% across the structure for aM Q W containing 5 quantum wells of
moderate size (see figure 5.13). This result is of considerable importance since previously in
proposing M Q W acousto-optic devices ithas been assumed that the M Q W structure is not
large enough to be affected by the non-linearity. This is clearly not true for high frequency

operation (>1GHz), and could be detrimental to device operation.

In summary, the work has shown the considerable potential for the use of SAW effects in
M Q W and multi-layer structures for adaptive signal processing devices and also pointed out

the points that wou ld need to be addressed for specific device design.

6.2 FUTURE WORK

The models developed in the thesis can easily be applied to other 111-V material systems such
as InGaAs/InP and InGaAs/AlGaAs with the proviso that the as-grown strain in the
structures s included in the analyses. Additionally, the propagation of SAWs on
interdiffused quantum well structures would provide a new area of study where the
possibilities for tailoring the optical and electrical properties of the Q W structure are much

greater.

From a theoretical point of view the model used to look at the propagation of the SAW on a

QW structure iscrude. Although the envelope function approximation is appropriate, the
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validity of the static approximation adopted is unknown, and in this sense experimental
verification of the effect of a SAW on the confined energy lewels of a QW would help to
clarify the problem of validity. From a fundamental standpoint what isneeded isa model of
the band structure of the material under investigation with a perturbing SAW. Only then can

the overall effects of the S AW on the electric and optical properties be fully understood.

The contribution of excitons to the optical properties of quantum wells has not been
considered in chapter 5 and will obviously be important for device operation around the
band-edge of material structures, for example in devices employing electro-absorption
mechanisms. Excitons, inthe form of electron-hole bound pairs, provide another realisation
of an electromagnetic oscillator that will contribute to the spectrum of oscillators within the
material and hence to the dielectric function. Clearly an inclusion of excitons to the Q W
model will give a better indication of the changes in absorption and refractive index possible

wi'th the addition of a SAW.

Some acousto-optic devices are based on anisotropic acousto-optic (A0) interactions in
which the incident ligit may be diffracted form one polarisation state to another. This means
that the photon-phonon momentum matching conditions can be approximately satisfied for a
range of incident light angles, leading to large aperture characteristics which are useful in the
operation of AO filtrs. The extension of the model to include anisotropic diffraction and

coupling between all modes of the optical waveguide would clearly be advantageous.

Although the changes in complex refractive index due to a SAW on a Q W structure have
been calculated, they have not been applied to the acousto-optic diffraction analysis begun in
chapter 4. In this sense the extension of the model of chapter 4 should also include electro-

optic effects inQ W structure.

When considering specific device design a number of issues need to be addressed. The
presence of intermodulation products (IMPs) within the acousto-optic cell will limit the
dynamic range of devices, suggesting that some sort of estimation of these effects would be
required. The transducer that generates the SAWs (usually an 1DT) will have a frequency

dependent conversion efficiency which will limit the optimum performance of any acousto-
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optic device. Clearly then, any inherent advantage gained in device operation from
employing AO interaction in multi-layer/MQW structures must be tolerated by the

transducer and this will have to be considered during transducer design.

The acousto-optic tunable filter (AOTF), as mentioned inchapter 1, isan optical filter that s
tunable electronical ly through the driving acoustic frequency and has received much attention
over recent years. An indepth study of this type of device, employing either a multi-layer or
M Q W structure would help to clarify the advantages in using such structures for AO devices

and also address inmore detail the practical problems of such an endeavour .
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