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This paper reports an investigation of the influence of method effects on the measurement of rea-
soning and of the relationships of these effects to basic cognitive processes. For this purpose, the 
variation due to the item-position and difficulty effects was separated from the variation due to 
the measured latent source of inductive reasoning. Data were collected by means of inductive 
reasoning items and cognitive tasks measuring working memory (WM) updating, rule learning, 
and automatization. Confirmatory factor analysis models served the decomposition of the varia-
tion of inductive reasoning data into a purified version of inductive reasoning, item-position, and 
difficulty components. The investigation of the relationships of corresponding latent variables and 
basic cognitive processes revealed two major associations: (a) the purified version of reasoning 
correlated with WM updating and (b) the item-position effect correlated with variants of learning. 
These results could be interpreted as signifying a two-dimensional structure of reasoning associ-
ated with executive functioning and learning processes.
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INTRODUCTION

Although there seems to be no generally accepted definition of induc-

tive reasoning, most researchers agree that inductive reasoning is the 

ability to detect similarities and/or dissimilarities in patterns of stimuli 

(Molnár et al., 2013; Klauer & Phye, 2008). Inductive reasoning is of 

particular interest in research on individual differences in psychomet-

ric intelligence because of its close association with the g factor of 

intelligence (Gustafsson, 1984; Schweizer et al., 2011). Therefore, it fre-

quently serves as a proxy of general intelligence in intelligence research 

(cf. Carroll, 1993; Jensen, 1998; Raven, 1989; Sternberg & Gardner, 

1983), but it is also used in psychological practice to obtain an index of 

intelligence in verbally impaired participants (Roth & Herzberg, 2008; 

Urbina, 2011). 

A major characteristic of inductive reasoning is its assessment by 

larger sets of similar items requiring the detection of regularities or 

irregularities, demanding the uncovering and application of construc-

tion rules, or the formation of analogies (cf. Cattell, 1961; Formann, & 

Piswanger, 1979; Raven et al., 1997). However, the response to an item 

of such a scale is not only determined by inductive reasoning alone but 

also subject to various systematic and random influences. Of particular 

interest for the present study are two effects that show some likelihood 

of being stimulated alongside the measurement of reasoning, namely, 
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the item-position effect (Carlstedt et al., 2000) and the difficulty effect 

(e.g., Ferguson, 1941, Gibson, 1960), also referred to as method effects 

(Maul, 2013). The current study sought to isolate components of rea-

soning scores associated with the difficulty and item-position effects 

and to check whether they are related to cognitive processes measured 

by cognitive tasks or simply reflect negligible characteristics of meas-

urement. As there is typically an overlap in the conditions leading to 

these effects in assessment, the patterns of relationships to cognitive 

processes will signify whether these effects correspond or differ. 

The item-position effect refers to the dependency of statistical 

features of an item on the position of the item within the sequence of 

all items constituting the scale (Campbell & Mohr, 1950; Mollenkopf, 

1950). Especially important for differential research is Knowles’ (1988) 

observation that item reliability increases from the first to the last 

items of a scale indicating increasing systematic (or true) variance. 

More recent studies separated the item-position effect from inductive 

reasoning ability by using confirmatory factor analyses (CFAs) and ex-

tracting two latent variables from participants’ responses instead of one 

(Schweizer, 2012; Troche et al., 2016). By doing so, the item-position 

effect was captured by an additional factor with increasing factor load-

ings from the first to the last item of the scale. It reflected the increasing 

influence of the item-position effect, while inductive reasoning was 

represented by another latent variable with equal-sized factor loadings 

of the items. Good model fit for this two-factor solution signified the 

appropriateness of the model as well as impurity in measurement. 

The most favored explanation of the item-position effect ascribes 

it to learning processes that occur while completing a number of 

similar items (e.g., Carlstedt et al., 2000; Embretson, 1991; Verguts & 

De Boeck, 2000). Empirical support of the learning hypothesis of the 

item-position effect was provided by specifying learning as rule learn-

ing and automatization rather than associative learning (Ren et al., 

2014; Schweizer et al., 2019). Furthermore, Ren et al. (2017) provided 

evidence for the notion that the item-position effect contributes to the 

functional relationship between working memory (WM) updating and 

performance on an inductive reasoning scale. This finding is of par-

ticular interest as it demonstrates that an uncontrolled item-position 

effect not only affects the factorial validity of an inductive reasoning 

scale but may also lead to an overestimation of the correlational as-

sociation between inductive reasoning and cognitive processes such as 

WM updating.

The difficulty effect is expressed in an additional factor with factor 

loadings that reflect the difficulty levels of the investigated items, which 

are derived from the probabilities of providing a correct response. It 

has been proposed to originate from the variability and the wide range 

of item difficulties (Ferguson 1941; McDonald, 1965; McDonald & 

Ahlawat, 1974). In addition, the presence of a subset of items show-

ing similar extremely high difficulty levels seems to play an important 

role in the generation of the difficulty effect. Such similarities have 

been suggested to create systematic variation that may necessitate the 

consideration of the difficulty factor in addition to the main factor in 

factor analytical studies (Bandalos & Gerster, 2016). A difficulty factor 

showing this characteristic was found in the assessment of inductive 

reasoning (Zeller, Reiss et al. 2017). Thus, due to impure measurement, 

test scores of inductive reasoning may not solely represent inductive 

reasoning but also a bias due to an effect of the difficulty levels of items. 

In contrast to the item-position effect, no study seems to exist on the 

cognitive processes underlying the difficulty effect. Moreover, convinc-

ing interpretations of cognitive correlates of the item-position effect 

and the difficulty effect are complicated by the fact that these two 

method effects heavily overlap even in a well-constructed inductive 

reasoning test where item difficulties increase with item positions. 

Consequently, unless item-position and difficulty effects are not sta-

tistically or otherwise dissociated from each other, it is impossible (or 

at least very difficult) to decide whether observed correlations between 

the item-position effect and specific cognitive processes, such as WM 

updating, are attributable to item position or item difficulty. 

The described effects impair the quality of measurement unless 

they are eliminated. The elimination has to occur statistically, other-

wise items of the same difficulty would be required for avoiding the 

difficulty effect and large breaks separating the applications of the 

individual items would be required for avoiding the item-position ef-

fect. The statistical elimination can be achieved by decomposing the 

variation of data into components reflecting the construct that is to be 

measured, the item-position effect and the difficulty effect. Fixed-links 

models (Schweizer, 2006, 2008) are well suited for this purpose. Factor 

loadings fixed to reflect the impact of the to-be-captured influences 

that unfold during the timespan of measurement characterize such 

models. The fixation of factor loadings is compensated by free vari-

ance parameters of the corresponding latent variables. If appropriately 

scaled, the estimates of variance parameters reflect the amount of vari-

ance captured by the corresponding latent variables. These variables 

become available for investigating the relationships to other variables 

representing constructs of interest for examining the validity of the 

scale.

The fixations occur according to the following rationales: the 

construct of interest as influence (e.g., inductive reasoning) is usu-

ally thought of as a source that contributes to all items. Therefore, it is 

usually represented by equal-sized factor loadings. The item-position 

effect as influence is described as an increasing trend (Knowles, 1988). 

It is captured by linearly and quadratically increasing series of numbers 

(usually ranging from zero to one, Schweizer, 2012; Zeller et al., 2017). 

Finally, there is the difficulty effect as influence. A characteristic feature 

of the corresponding factor is correspondence of patterns of factor 

loadings and difficulty levels (Guilford, 1941). Accordingly, the factor 

loadings have to be selected to reflect the difficulty levels (Schweizer & 

Troche, 2018).

In the present study, item-position and difficulty effects were 

separated from each other on the basis of a specific item arrangement. 

For this purpose, 18 items of Raven’s Advanced Progressive Matrices 

(Raven et al., 1997) were presented in pseudorandom order. This ar-

rangement of items assured that there was no overlap of item position 

and item difficulty. Furthermore, item-position and difficulty effects 

were separated from the inductive reasoning score. What remains after 

the removal of the effects is a “purified version of inductive reasoning 
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ability,” which we referred to as “purified inductive reasoning.” In ad-

dition, participants performed a battery of cognitive tasks previously 

shown to be related to the item-position effect. After the statistical sep-

aration of the effects using the modeling approach, the main objective 

of the present study was to find out how purified inductive reasoning 

and the two method effects related to WM updating, rule learning, and 

automatization. In particular, we examined whether the two method 

effects were the result of systematic variation but without substantive 

cognitive meaning or whether the two method effects reflected specific 

cognitive processes that contributed to performance when completing 

a reasoning scale. 

METHOD

The 287 participants (92 males, 173 females, 22 not self-reporting their 

gender) were students at Goethe University Frankfurt in Germany 

ranging in age from 17 to 54 years (Mage ± SD = 22.8 ± 4.2 years). 

The participants received a financial reward or course credit. All par-

ticipants reported normal hearing and normal or corrected-to-normal 

sight. Before being enrolled in the study, all participants were informed 

about the study protocol and gave their written informed consent. The 

reasoning data of a subsample served as illustration in a paper describ-

ing the mathematical foundation for investigating the item-position 

and difficulty effects. Here, the focus is on the cognitive underpinning 

of the two effects.

Materials

ADVANCED PROGRESSIVE MATRICES (APM)
Inductive reasoning was assessed by a short version of Raven’s 

APM (Raven et al., 1997) introduced by Mackintosh and Bennett 

(2005). This version comprised 18 items. Each item consisted of a 3 × 

3 matrix of geometric forms arranged according to logical rules. One 

cell of the matrix was free. Participants had to choose one out of eight 

alternative forms fitting the free cell of the matrix in accordance with 

the underlying rule. Items were presented in a pseudo-random order 

so that each participant completed the set of items in the same order 

but the items were not arranged according to increasing item difficulty, 

that is, a random order of items was established before the start of data 

collection and kept constant until the end of data collection. Testing 

time was 20 min.

ASSESSMENT OF WM UPDATING
The sign counting task was used to measure WM updating as a 

basic executive function that was proposed by Miyake et al. (2000). 

The task contained 18 trials for WM updating. Each trial consisted of 

a starting display and a varying number (6, 8, 10, or 12) of counting 

displays successively presented for 400 ms on a computer screen (see 

Figure 1). The starting display showed a two-digit starting number 

(e.g., 12) and, below this number, a fixation asterisk surrounded by 

nine dots. On the following counting displays, the starting number was 

not presented and on each display one of the dots was replaced by a 

plus sign. Participants’ task was to add 1 to the starting number for 

each presented plus sign. After the last counting display of a trial was 

presented, the result of the counting had to be entered. As a measure of 

performance, the mean number of correct responses was computed for 

the first, second, third, and final subsets of the updating trials.

ASSESSMENT OF COMPLEX RULE LEARNING
Following Schweizer and Koch (2001), this task consisted of an 

initial computer-based learning phase and a subsequent testing phase. 

During the learning phase, participants were supposed to learn two 

simple rules and three complex rules. A capital letter (e.g., "G") was 

assigned to each rule. For each of the two simple rules, four displays 

were presented on the computer screen (see Figure 2). Each display 

contained a row of three "o" and/or "x" letters (e.g., "xxx", "xoo", "oxx", 

"ooo" with the joint rule that the third letter is the same as the second 

one). Participants could switch between the displays by pressing the 

up and down keys of the computer keyboard to compare the different 

displays and to detect the underlying rule. The same procedure was 

used for the complex rules. There were eight displays with four "o" and/

or "x" letters. Participants were instructed to detect the rule underlying 

the displays of each block associated with a capital letter (e.g., “G”) so 

that they would be able to add the last letter if this letter was omitted in 

the testing phase. A time limit of 10 min was set for the learning phase.

In the testing phase, participants were given a test sheet with 20 

incomplete rows of "o" and/or "x" letters. For each row, one of the previ-

ously learnt rules (e.g., "G") was specified to be applied. Responses were 

given without time limitation. As a dependent variable, the number of 

correct answers was computed for each rule.

ASSESSMENT OF AUTOMATIZATION
The assessment of automatization occurred indirectly since au-

tomatization in the first place meant a change of the way in processing. 

Such a change could occur in combination with different cognitive 

operations stimulated in completing a cognitive task in virtually the 

same way. It was indirect because the focus was not on the mean per-

formance but on the change of performance. Therefore, the decom-

position of variation observed in repeated stimulations of the same 

FIGURE 1.

Sample trial from positive updating from WM updating task.
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cognitive operations and the isolation of what represents the expected 

change were important parts of the assessment of automatization.

For the assessment of automatization, a simple concentration task 

was used, as was suggested by Ren, Schweizer et al. (2013). This task 

required the repeated check of whether a simple stimulus was a target. 

Each time the same perceptual and attentional processes were called 

up, so that automatization in performance could occur across the 

course of checking the individual stimuli of the task. The task com-

prised four conditions. In each condition, two screens, with five rows 

of 20 digits each, were presented for 30 seconds (see Figure 3). The 

digits varied in pseudorandom order. Above and underneath the digits, 

one to four dashes were presented. The digit 9 accompanied by two 

dashes served as target stimulus. The participants’ task was to correctly 

identify all target stimuli by means of a mouse click, unless the target 

stimulus was immediately preceded by the digit 5 (ignore stimulus). 

The number of ignore trials (i.e., the digit 5 preceding a 9 with two 

dashes) was systematically increased from five for each screen in the 

first condition to 10, 15, and 20 on each screen of the second, third, and 

fourth condition, respectively. Regardless of the increasing number of 

ignore trials, there were 22 valid targets for each screen across all task 

conditions. Presentations of the screens were separated by a 5- s break. 

For each task condition, a performance score was computed as the 

difference between the number of correctly identified targets minus the 

number of false responses (i.e., responses to distractors or to ignore tri-

als). These scores provided the outset for the statistical decomposition 

that is reported in the next section.

Statistical Analysis
At first, we prepared the three-factor confirmatory factor model 

with latent variables representing purified inductive reasoning, the 

item-position effect, and the difficulty effect and with APM items as 

manifest variables. Figure 4 illustrates this model (after the removal 

of parameters that did not reach the level of significance). Because of 

the need for brevity, the three latent variables are referred to as rea-

soning, position and difficulty latent variables in corresponding order. 

Analyses were based on probability-based covariances because of the 

binary APM data (Schweizer et al., 2015). 

To assure that the latent variables represented reasoning, the item-

position effect, and the difficulty effect, the factor loadings were con-

strained. All factor loadings on the inductive reasoning latent variable 

showed the same size and were set to 1. The numbers for constraining 

the factor loadings on the item-position effect latent variable were 

computed by means of the quadratic function and adjusted so that the 

largest loading was 1 (Zeller et al., 2017). The constraints for the factor 

loadings on the difficulty latent variable were achieved by subtracting 

the probabilities of a correct response from 1 so that the factor loadings 

were a direct function of the items’ literal difficulties. Because of the 

binomial distribution of the reasoning data, a link transformation of 

the constraints was conducted as suggested by Schweizer et al. (2015). 

The variance parameters of the latent variables were set free for estima-

tion and were required to yield statistical significance. 

Working memory updating was represented by a latent variable 

extracted from four parcels of scores obtained from successive trials. 

Factor loadings were freely estimated and variance parameters were set 

to 1. Figure 5A illustrates this measurement model.

From the five scores of rule learning, two latent variables were 

derived to represent learning of simple rules and learning of complex 

rules, respectively. This separation of types of learning was necessary 

due to low correlations between performance on the easy and complex 

blocks. All factor loadings on these latent variables were set equal to 1 

(see Figure 5B).

A characteristic of the task for the assessment of automatization 

was that the demands on selective attention were systematically in-

creased across the four task conditions. To represent this increase in se-

lective attention, a latent variable with fixed factor loadings (1, 2, 3, and 

4) for the performance scores was extracted. The frequently repeated 

processing of very similar stimuli was supposed to induce automatiza-

tion of information processing from the first to the fourth condition. 

Such an automatization process should result in a decrease of variance 

and, thus, was modeled by a latent variable with a decreasing course of 

factor loadings of the performance scores (1, 1/2, 1/3, and 1/4). A third 

latent variable captured individual differences in auxiliary processes, 

such as perceptual encoding or motor-related processes, which should 

be unaffected by task manipulations. Therefore, factor loadings on this 

third latent variable were kept constant (1, 1, 1, 1; see Figure 5C).

FIGURE 2.

Illustration of the rule learning task with four displays to learn 
Rule G (a simple rule). The other four rules also were learnt by four 
displays (simple rules) or eight displays (complex rules), respec-
tively. Afterwards, a task test served the check of the learning.

FIGURE 3.

Sample display from the concentration task used for collecting 
data for deriving automatization scores. 
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FIGURE 4.

Illustration of the APM measurement models with the purified-inductive reasoning latent variable (“Reasoning latent variable”), the item-
position effect latent variable (“Position latent variable”) and the difficulty effect latent variable (“Difficulty latent variable”). Solid shafts of 
arrows indicate free parameters and dashed shafts fixed parameters. 

FIGURE 5.

Graphical representations of the measurement models regarding WM updating (top panel), rule learning (middle panel), and automati-
zation (bottom panel). Solid shafts of arrows indicate free parameters and dashed shafts fixed parameters.

http://www.ac-psych.org
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Finally, the relationships of the latent variables derived from 

APM data on the one hand and the latent variables representing se-

lected cognitive processes on the other were investigated by means 

of structural equation modeling. The investigations of model fit were 

conducted separately for each combination of the three latent variables 

extracted from the APM items and the latent variable(s) of a cogni-

tive task. The reason for this provision was that in modeling (unlike in 

basic statistics), estimated correlations were not stable over different 

configurations of parameters that were to be estimated. The param-

eters of a model were estimated simultaneously during the process of 

maximization of model fit. As a consequence, different configurations 

of parameters were likely to lead to more or less differing estimates 

for the relationship between the same two latent variables. Because of 

this instability of estimates, separated investigations were conducted 

to keep the number of influences on the estimation of the parameters 

of interest low. We proceeded as follows: first, we designed a model for 

each combination of APM and a cognitive task, which only comprised 

the necessary latent and manifest variables. These were combinations 

of purified-inductive reasoning, the item-position and difficulty latent 

variables, and of the latent variables representing selected cognitive 

processes associated with one cognitive task. Next, for each of these 

combinations, model fit was estimated. Subsequently, we estimated 

each parameter of interest, for example, the correlation between puri-

fied-inductive reasoning and WM updating, separately from the other 

parameters of interest, in this case, the correlations of the item-position 

latent variable and WM updating as well as of the difficulty latent vari-

able and WM updating. 

The parameters and model fit were estimated using maximum-

likelihood estimation by means of the LISREL software package 

(Jöreskog & Sörbom, 2006). There are a number of fit indices with 

overlapping properties for investigating model fit. Usually, only a few of 

them are considered in the evaluation of model fit, as is recommended 

(see Schweizer, 2010). Root mean squared error of approximation 

(RMSEA; Steiger & Lind, 1980) is a badness-of-fit index. Standardized 

root mean square residual (SRMR) is an index that summarizes the 

residuals of investigating the difference between a model matrix and an 

observed covariance matrix. Comparative fit index (CFI; Bentler, 1990) 

compares the to-be-investigated model with the independence model 

with respect to data at hand. The following criteria for the fit indices 

were applied (see DiStefano, 2016; Hu & Bentler, 1999): RMSEA ≤ .06, 

SRMR ≤ .08, CFI ≥ .95, Akaike Information Criterion (AIC) that is 

in use for comparing models. Furthermore, the variance parameters 

of the latent variables were scaled to achieve estimates that could be 

compared with each other (Schweizer & Troche, 2019).

RESULTS

Position and Difficulty Latent 
Variables

The results of investigating APM data reported in this section were 

based on 284 participants since three participants provided random 

responses. The three-factor confirmatory factor model with correla-

tions among the reasoning and position and difficulty latent variables 

showed an overall good model fit, χ2 = 186.5 (df = 147), RMSEA = 

0.031, SRMR = 0.062, CFI = 0.957, and AIC = 234.5. However, the 

check of the parameters revealed that the correlations between the 

position latent variable and the other two latent variables were not 

significant. After the removal of the insignificant correlations, the cor-

relation between the reasoning and difficulty latent variables remained 

significant. Furthermore, the variance estimate of the position latent 

variable was significant irrespective of whether correlations with the 

reasoning or difficulty latent variables were allowed or not, supporting 

the assumption that the item-position factor is an independent latent 

variable. However, the significance of the difficulty factor depended 

heavily on the possibility to correlate with the reasoning latent variable. 

After the adjustment of the parameters, the final model showed the 

following fit characteristics: χ2 = 195.4 (149), RMSEA = 0.033, SRMR 

= 0.066, CFI = 0.949, AIC = 239.4, indicating that the data were rep-

resented well by the model. We refer to this model as the APM model. 

In the following analyses, this model was used to assess the relations 

between the item-position and difficulty effects, on the one hand, and 

WM updating, rule learning, and automatization of information pro-

cessing, on the other.

Relationship with WM Updating
As one participant did not complete the task, the following analyses 

were based on 283 participants only. To achieve sufficient degree of 

freedom for the measurement model with one latent variable, the error 

variables were assumed to correspond. This model described the data 

well, χ2(2) = 1.57, RMSEA = 0.000, SRMR = 0.029, CFI = 1.00, and was 

added to the APM Model. The core structure of this model is illustrated 

by Figure 6, which also includes the estimates of the standardized cor-

relations. The model fit of the complete model was good, χ2 (202) = 

263.5, RMSEA = 0.026, SRMR = 0.061, CFI = 0.960. The reasoning 

latent variable was significantly correlated with WM updating, r = .25, 

t = 3.76, p < .05. Furthermore, the difficulty latent variable correlated 

with WM updating, r = .29, t = 3.71, p < .05, but not the item-position 

latent variable, r = −.22, t = −1.35, p = .178.

Relationship with Automatization
In the automatization task, performance of five participants was 

considerably worse compared to the other participants, so they were 

excluded from further analyses. Three latent variables were derived 

from the automatization task to represent automatization of cogni-

tive processing, executive attention, and auxiliary processes. The 

measurement model described the data well with the exception of 

RMSEA, χ2 (3) = 11.19, RMSEA = 0.099, SRMR = 0.038, CFI = 0.987. 

Furthermore, combining this model with APM Model led to an ac-

ceptable to good model fit, χ2 (223) = 378.3, RMSEA = 0.051, SRMR = 

0.079, CFI = 0.924. As illustrated in Figure 7, the item-position latent 

variable correlated positively and significantly with the latent variable 

reflecting automatization of cognitive processing, r = .44, t = 2.93, p < 

.05. Furthermore, there were small but substantial correlations of au-
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tomatization with the reasoning latent variable, r = .16, t = 2.30, p > .05, 

and the difficulty latent variable, r = .19, t = 2.12, p > .05.

Relationship with Rule Learning
As described above, two latent variables were derived from the rule-

learning task to represent easy and difficult rule learning. The model 

fit of the measurement model was good, χ2 (6) = 8.16, RMSEA = 0.036, 

SRMR = 0.039, CFI = 0.984. Combining this measurement model with 

the APM Model with reasoning, position, and difficulty latent variables 

led to a model with good RMSEA and SRMR, and acceptable CFI, χ2 

(240) = 293.6, RMSEA = 0.029, SRMR = 0.063, CFI = 0.945. A large 

correlation of the position latent variable and learning of difficult rules 

was observed, r = .42, t = 2.18, p < .05 (see Figure 8). Furthermore, the 

reasoning latent variable showed significant correlations with learning 

of easy rules, r = .22, t = 3.41, p < .05, as well as difficult rules, r = .21, t 

= 3.32, p < .05. Moreover, there was a weak but statistically significant 

correlation between the difficulty latent variable and easy rule learning, 

r = .17, t = 2.21, p <.05. 

DISCUSSION

In the empirical sciences, the validity of research results heavily de-

pends on the validity of the data. This applies to all kinds of experimen-

tal and differential research, including intelligence research. Validity is 

even considered as “the most important concept in psychometrics” 

(Sireci, 2007, p. 477). Possible impairments of the validity of psycho-

metric data are method effects (Maul, 2013). But method effects are not 

just impairments in the sense of error variation. Instead, they are im-

pairments in the sense of systematic variation of data that is unrelated 

to the construct to be measured. Systematic variation means that there 

is a source that influences responding in a systematic way. 

The results of the investigation of the relationships between the 

components of inductive reasoning and a selection of cognitive pro-

cesses provided further evidence of latent sources underlying method 

effects. The list of stronger correlational effects, that is, correlations 

suggesting five or more percent of common variance, extends to com-

bination of the purified version of reasoning and working memory up-

dating (.25), of difficulty effect and working memory updating (.29), of 

position effect and automatization (.44), and also of position effect and 

rule learning (.42). The list of weaker correlational effects comprises 

the combinations of the purified version of reasoning and automatiza-

tion (.16), of the purified version of reasoning and learning easy and 

also difficult rules (.22 and .21), of difficulty effect and automatization 

(.19), and of difficulty effect and learning easy rules (.17). To note, in 

distinguishing between stronger and weaker correlational effects, we 

followed the suggestion to highlight results promising the higher de-

gree of replicability (Aarts et al., 2015).

The results regarding the difficulty effect are interesting in three 

different ways. First, the attainment of (marginally) good model fit is 

due to the contribution of the difficulty latent variable. This latent vari-

able improves model fit and at the same time provides a reason for the 

otherwise poor model fit. The likely reason is a set of a few items show-

ing extreme difficulty levels (Bandalos & Gerstner, 2016) that create 

systematic variation which is not reachable for a general latent variable 

FIGURE 6.

Illustration of the model used for investigating the relationship 
of the APM latent variables on one hand and working memory 
updating on the other hand with standardized parameter esti-
mates. The ellipses symbolize latent variables. The ellipses to the 
left are derived from the APM items and the ellipses to the right 
from the scores of the WM updating task. The double-headed 
arrows symbolize correlations.

FIGURE 7.

Illustration of the model used for investigating the relationship 
of the APM latent variables on one hand and automatization on 
the other hand with standardized parameter estimates. The el-
lipses symbolize latent variables. The ellipses to the left are de-
rived from the APM items and the ellipses to the right from the 
scores of the concentration task used for capturing automatiza-
tion. The double-headed arrows symbolize correlations.

FIGURE 8.

Illustration of the model used for investigating the relationship 
of the APM latent variables on one hand and rule learning on the 
other hand with standardized parameter estimates. The ellipses 
symbolize latent variables. The ellipses to the left are derived 
from the APM items and the ellipses to the right from the scores 
of the rule learning task. The double-headed arrows symbolize 
correlations.
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(i.e., the reasoning latent variable). Second, after the rearrangement of 

the items for separating the representations of the difficulty and posi-

tion effects proved to be efficient, it is clear that these effects and the 

corresponding latent variables have an existence of their own. They do 

not even correlate with each other. Third, there is an indication of a 

close (negative) relationship of the reasoning and difficulty latent vari-

ables. They even seemed to complement each other in the sense that 

the difficulty latent variable accounts for variation that is out of reach 

for the main reasoning latent variable. 

Next, we provide an explanation for the not-so-large correlations 

observed between the reasoning latent variable and the cognitive 

processes investigated in the present study. The strongest correlations 

include the position latent variable instead of the reasoning latent 

variable. This outcome might be the result of the study design that was 

not so much focused on the purified version of inductive reasoning 

ability but on the difficulty and item-position effects. This means that 

we selected cognitive tasks that already proved to be especially strong 

in their relationship to the item-position effect. But, despite this, it is 

the reasoning latent variable that correlated with all three cognitive 

processes whereas the position latent variable only correlated with two 

of them. The relationship with WM updating was unique, and it was 

in line with previous research regarding executive functioning (Ren 

et al., 2013; Wang et al., 2020). The two correlations for the position 

effect refer to a common source that is learning, and is in line with the 

most widely accepted hypothesis of the item-position effect that learn-

ing is the underlying cognitive mechanism (e.g., Carlstedt et al., 2000; 

Embretson, 1991; Verguts & De Boeck, 2000). 

Lastly, we propose general interpretations of the results regarding 

inductive reasoning. There are two options:  one is highlighting the 

difference between the two major types of sources of performance in 

completing the APM; these are substantive and method sources. This 

option suggests that the measure is impure and that removing the 

item-position effect from the observed scores yields purified inductive 

reasoning. This option is supported by the empirical fact that the item-

position effect is not restricted to measures of reasoning but can also be 

found in attitude data (Knowles, 1988) and other data types. The other 

option is to assume a hierarchical structure of inductive reasoning. 

Whereas the lower level includes pure inductive reasoning and learn-

ing as components, the upper level consists in general inductive rea-

soning. If we accept that adaptation to novelty (Cattell, 1963; Sternberg, 

1984) is a main characteristic of fluid reasoning, the second option is 

the most appropriate one. Furthermore, the observation that scales of 

fluid reasoning predict success in educational settings especially well is 

in line with this interpretation (Ren et al., 2015). Further research may 

show which one of these options provide a fruitful basis for further 

developments and the better account for empirical observations. 

Possible limitations to our findings include the influence of other 

cognitive effects, such as the carryover effect, wherein switching from 

completing one cognitive task to completing another cognitive task 

leads to fatigue that could accumulate over the course of the experi-

ment. These types of limitations are especially likely to impact the av-

erage results whereas the rank orders among the participants may be 

modified but to a lesser degree.
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