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Abstract.

We introduce a family of modal expansions of  Lukasiewicz logic that are
designed to accommodate modal translations of generalized basic logic (as for-
mulated with exchange, weakening, and falsum). We further exhibit algebraic
semantics for each logic in this family, in particular showing that all of them are
algebraizable in the sense of Blok and Pigozzi. Using this algebraization result
and an analysis of congruences in the pertinent varieties, we establish that each
of the introduced modal  Lukasiewicz logics has a local deduction-detachment
theorem. By applying Jipsen and Montagna’s poset product construction, we
give two translations of generalized basic logic with exchange, weakening, and
falsum in the style of the celebrated Gödel-McKinsey-Tarski translation. The
first of these interprets generalized basic logic in a modal  Lukasiewicz logic
in the spirit of the classical modal logic S4, whereas the second interprets
generalized basic logic in a temporal variant of the latter.

Keywords: GBL-algebras · modal logic · modal translations.

1 Introduction

Generalized basic logic (see, e.g., [5,18]) is a common fragment of intuitionistic
propositional logic and Hájek’s basic fuzzy logic [16]. It originates from algebraic
studies of substructural logics, and its algebraic models (viz. GBL-algebras) pro-
vide a natural common generalization of lattice-ordered groups, Heyting alge-
bras, and continuous t-norm based logic algebras (see [13] for a survey). In this
capacity, generalized basic logic has been highly influential in the development
of residuated lattices [14], which provide the algebraic semantics of substruc-
tural logics. Generalized basic logic has also been proposed as a model of flexible
resources [5], in keeping with resource-driven interpretations of substructural
logics generally (see, e.g., [22]).

⋆ This project received funding from the European Research Council (ERC) under the
European Union’s Horizon 2020 research and innovation program (grant agreement
No. 670624).
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When extended by exchange, weakening, and falsum (as we do throughout
the sequel), generalized basic logic may be regarded as an ‘intuitionistic’ variant
of Hájek’s basic logic. In this formulation, generalized basic logic is related to
 Lukasiewicz logic [8] in much the same way that intuitionistic logic is related to
classical logic. For instance, generalized basic logic admits a Kripke-style rela-
tional semantics [12] in which worlds are valued in MV-algebra chains, mirroring
the well known Kripke semantics for intuitionistic logic (in which worlds are val-
ued in the 2-element Boolean algebra). It is evident from [12] that generalized
basic logic may be viewed as a fragment of a modal  Lukasiewicz logic, but the
details of this modal connection are therein left implicit. On the other hand,
[12] generalizes the temporal flow semantics for basic logic [1], which is deployed
in [2] to obtain a modal translation of Gödel-Dummett logic into an extension
of Prior’s tense logic [23]. Inspired by this work, the present study makes the
modal connection from [12] explicit and offers modal and temporal translations of
generalized basic logic into certain expanded  Lukasiewicz logics. Like [2], these
translations are directly analogous to the well known Gödel-McKinsey-Tarski
translation of intuitionistic logic into the classical modal logic S4, and are con-
nected to the broader theory of modal companions of superintuitionistic logics.
In addition to clarifying the role of modality in generalized basic logic, we expect
that these results open up the application of tools from fuzzy modal logic (such
as filtration [10]) to the analysis of generalized basic logic and its extensions.

Our contributions are as follows. First, we introduce in Section 2 a family of
modal  Lukasiewicz logics that serve as targets for our translations. This family
includes both monounary modal systems, analogous to classical S4, as well as
multimodal systems of temporal  Lukasiewicz logic. This investigation is rooted
in algebraic logic, and in Section 3 we provide pertinent information on alge-
bras related to this study. In Section 3.2, we demonstrate that all of the logics
introduced in Section 2 are algebraizable in the sense of Blok and Pigozzi (see
[3]) and that the algebras introduced in Section 3.1 provide their equivalent al-
gebraic semantics. Equipped with this algebra-logic bridge, Section 4 puts our
algebraization theorem to work and establishes a local deduction detachment-
theorem for our modal  Lukasiewicz logics. The work of Section 4 is based on
an analysis of congruences in the varieties of algebras introduced in Section 3.1,
and in particular establishes the congruence extension property for each of these
varieties. Finally, in Section 5 we introduce two translations of generalized ba-
sic logic, one into a  Lukasiewicz version of S4 and the other into a temporal
 Lukasiewicz logic. These translations both rely on the poset product construc-
tion of Jipsen and Montagna (see, e.g., [20]).

2 Generalized basic logic and fuzzy modal logics

This section introduces the logical systems of our inquiry. The logics discussed
in this paper are all defined over supersets of the propositional language L con-
sisting of the binary connectives ∧,∨, ·,→ and the constants 0, 1. To the basic
language L we will adjoin a set of box-like unary modal connectives. More specif-
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ically, given a set I of unary connective symbols with I ∩ L = ∅, we define a
language L(I) = L ∪ I. We further fix a countably-infinite set Var of proposi-
tional variables, and define the set FmL(I) of L(I)-formulas over Var in the usual
way. An L(I)-equation is an ordered pair in (ϕ, ψ) ∈ FmL(I), and we usually
denote the equation (ϕ, ψ) by ϕ ≈ ψ. The set of all L(I)-equations is denoted
by EqL(I). All of the logics we consider may be defined by Hilbert-style calculi
using various selections from the axiom schemes and deduction rules depicted
in Figure 1. Observe that in Figure 1 each of (K�), (P�), (M�), (1�), (0�),
(T�), (4�), (GP), (HF), and (�-Nec) gives a family of axiom schemes/rules
parameterized by the unary connectives �, G, H . Note that we write ϕ↔ ψ for
(ϕ→ ψ) ∧ (ψ → ϕ) and ¬ϕ for ϕ→ 0 as usual.

Axiom schemes

(A1) ϕ → ϕ

(A2) (ϕ → ψ) → ((ψ → χ) → (ϕ→ χ))
(A3) (ϕ · ψ) → (ψ · ϕ)
(A4) (ϕ · ψ) → ψ

(A5) (ϕ → (ψ → χ)) → ((ϕ · ψ) → χ))
(A6) ((ϕ · ψ) → χ)) → (ϕ→ (ψ → χ))
(A7) (ϕ · (ϕ→ ψ)) → (ϕ ∧ ψ)
(A8) (ϕ ∧ ψ) → (ϕ · (ϕ → ψ))
(A9) (ϕ ∧ ψ) → (ψ ∧ ϕ)
(A10) ϕ→ (ϕ ∨ ψ)
(A11) ψ → (ϕ ∨ ψ)
(A12) ((ϕ→ ψ) ∧ (χ→ ψ)) → ((ϕ ∨ χ) → ψ)
(A13) 0 → ϕ

(A14) (ϕ→ ψ) ∨ (ψ → ϕ)

(A15) ¬¬ϕ ↔ ϕ

(K�) �(ϕ→ ψ) → (�ϕ→ �ψ)

(P�) �(ϕ · ψ) ↔ �ϕ · �ψ

(M�) �(ϕ ∧ ψ) ↔ �ϕ ∧ �ψ

(1�) �1 ↔ 1

(0�) �0 ↔ 0

(T�) �ϕ→ ϕ

(4�) �ϕ→ ��ϕ

(GP) ϕ→ G¬H¬ϕ

(HF) ϕ → H¬G¬ϕ

Rules

(MP) ϕ,ϕ → ψ ⊢ ψ

(�-Nec) ϕ ⊢ �ϕ

Fig. 1. Axiom schemes and rules for the logics considered.

From [5], generalized basic logic with exchange, weakening, and falsum is the
logic defined over L by the calculus with (A1)–(A13) and the modus ponens rule
(MP). We denote this logic by GBL. Additionally including the prelinearity
axiom (A14) yields Hájek’s basic fuzzy logic [16], which we denote by BL. It
follows from [9] that including both (A14) and (A15) gives an axiomatization of
the infinite-valued  Lukasiewicz logic  L (see, e.g., [8]).

We will consider a number of different modal expansions of  L in this study.
For an arbitrary set I of unary connective symbols disjoint from L, we denote
by  L(I) the logic with language L(I), axiom schemes (A1)–(A15), (K�), (P�),
(M�), (1�), and (0�) (where � ranges over I in all of the preceding axiom
schemes), and rules (MP) and (�-Nec) (where again � ranges over I). We denote
by S4 L(I) the logic resulting from adding to  L(I) the axiom schemes (T�) and
(4�) for all � ∈ I. If I = {�} is a singleton, we write S4 L for S4 L(I). If
I = {G,H}, then the logic defined by adding to S4 L(I) the axioms (GP) and
(HF) will be denoted by S4t  L.
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The logic S4 L is a fuzzy analogue of the classical modal logic S4, whereas
S4t  L is a temporal variant of S4 L inspired by Prior’s tense logic [23]. The names
of the axioms (GP) and (HF) derive from the fact that—as usual in tense logic—
we define modal diamond connectives P and F as abbreviations for ¬H¬ and
¬G¬, respectively. The typical intended interpretations of the modals G,P,H, F
are:

– Gϕ: “It is always going to be the case that ϕ.”
– Pϕ: “It was true at one point in the past that ϕ.”
– Hϕ: “It always has been the case that ϕ.”
– Fϕ: “It will be true at some point in the future that ϕ.”

In Section 5, we will exhibit translations of GBL into each of S4 L and S4t  L.
These translations closely mirror the Gödel-McKinsey-Tarski translation of propo-
sitional intuitionistic logic into S4. Intuitively, S4 L is a modal companion of
GBL (see [7]). On the other hand, our translation into S4t  L generalizes the
translation presented in [2] of Gödel-Dummett logic into Prior’s classical tense
logic.

Given a logic L, we denote by ⊢L the consequence relation corresponding
to L (see [11] for background on consequence relations). As one may anticipate
from the presence of the axioms (K�) and �-necessitation rules, the logics we
have introduced above turn out to be algebraizable in the sense of Blok and
Pigozzi [3] (see Theorem 1).

3 Algebraic semantics for  L(I) and its extensions

We now turn to providing algebraic semantics for the logics introduced in Sec-
tion 2. In Section 3.1 we describe the pertinent algebraic structures, and then
in Section 3.2 we give the algebraization results for the logics we have intro-
duced. We assume familiarity with the basics of universal algebra [6], residuated
lattices [14], and abstract algebraic logic [11], but where possible we provide
specific references to some key background results that we invoke without full
discussion.

3.1 Residuated lattices and their expansions

An algebra (A,∧,∨, ·,→, 0, 1) is called a bounded commutative integral residuated
lattice if (A,∧,∨, 0, 1) is a bounded lattice, (A, ·, 1) is a commutative monoid,
and for all x, y, z ∈ A,

x · y ≤ z ⇐⇒ x ≤ y → z.

We usually abbreviate x · y by xy.
By a GBL-algebra we mean a bounded integral commutative residuated lat-

tice that satisfies the divisibility identity x(x → y) ≈ x ∧ y.3 A BL-algebra is

3 Most studies refer to these algebras as bounded commutative GBL-algebras or
GBLewf -algebras. Because we always assume boundedness and commutativity, we
call them GBL-algebras in order to simplify terminology.
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a GBL-algebra that satisfies (x → y) ∨ (y → x) ≈ 1, and an MV-algebra is a
BL-algebra that satisfies ¬¬x ≈ x. The following definition gives the various
classes of MV-algebra expansions that algebraize the logics of Section 2.

Definition 1. Let I be a set of unary function symbols. We say that an algebra
A = (A,∧,∨, ·,→, 0, 1, {�}�∈I) is an MV(I)-algebra provided that:

1. (A,∧,∨, ·,→, 0, 1) is an MV-algebra.
2. For every � ∈ I, � is a {∧, ·, 0, 1}-endomorphism of (A,∧,∨, ·,→, 0, 1).

If additionally � is an interior operator for every � ∈ I, then we say that A is
an S4MV(I)-algebra. An S4MV-algebra is an S4MV(I)-algebra where I = {�}
is a singleton. An S4MV(I)-algebra for I = {G,H} is called an S4tMV-algebra
if the map P defined by P (x) = ¬H(¬x) is the lower residual of G, i.e., for
every x, y ∈ A,

x ≤ G(y) ⇐⇒ P (x) ≤ y.

In each S4tMV-algebra, we also abbreviate ¬G(¬x) by F (x).

The following summarizes some technical facts regarding S4tMV-algebras.
Its proof is straightforward and we omit it.

Lemma 1. Let A be an S4tMV-algebra and let x, y ∈ A. Then:

1. P (x ∨ y) = P (x) ∨ P (y).
2. P (0) = 0 and P (1) = 1.
3. x ≤ H(y) if and only if F (x) ≤ y.
4. F (x ∨ y) = F (x) ∨ F (y).
5. F (1) = 1 and F (0) = 0.
6. x→ GP (x) = 1 and PG(x) → x = 1.
7. x→ HF (x) = 1 and FH(x) → x = 1.
8. P and F are closure operators.

It is well known that bounded commutative integral residuated lattices form
a variety, and hence so do the classes of GBL-algebras, BL-algebras, and MV-
algebras. We denote these varieties by GBL, BL, and MV, respectively.

Lemma 2. Let I be a set of unary function symbols with L ∩ I = ∅. The class
of MV(I)-algebras forms a variety, and the class of S4MV(I)-algebras is a sub-
variety of the latter. Moreover, the class of S4tMV-algebras forms a subvariety
of the variety of S4MV(G,H)-algebras.

Proof. Clearly, the stipulation that each � ∈ I is a {∧, ·, 0, 1}-endomorphism
is an equational property. Since MV is a variety, it follows that the class of
MV(I)-algebras forms a variety as well. The stipulation that � ∈ I is an interior
operator is axiomatized relative to the defining conditions of MV(I)-algebras
by the identities ��x ≈ �x and x ∧ �x ≈ �x since the monotonicity of �

follows from its being a ∧-endomorphism. Thus the class of S4MV(I)-algebras is
a subvariety of the variety of MV(I)-algebras.
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To see that the class of S4tMV-algebras forms a subvariety of the variety
of S4MV (G,H)-algebras, it is enough to prove that an S4MV(G,H)-algebra is
a S4tMV-algebra if and only if it satisfies the identities x → GP (x) ≈ 1 and
x→ HF (x) ≈ 1. Each S4tMV-algebra is an S4MV(G,H)-algebra satisfying these
identities by Lemma 1(6,7). Conversely, an S4MV(G,H)-algebra satisfying these
identities also satisfies x ≤ GP (x) and x ≤ HF (x) by residuation. Because ¬ is
an order-reversing involution, x ≤ HF (x) is equivalent to PG(x) ≤ x. Since P
and G are monotone maps satisfying x ≤ GP (x) and PG(x) ≤ x, it follows that
x ≤ G(y) if and only if P (x) ≤ y (see, e.g., [14, Lemma 3.2]). The result follows.

We denote the varieties of MV(I)-algebras, S4MV(I)-algebras, S4MV-algebras,
and S4tMV-algebras by MV(I), S4MV(I), S4MV, and S4tMV, respectively.

3.2 Algebraization

We now discuss algebraization of the logics of Section 2. Each of the logics
GBL, BL, and  L is algebraizable with the sole defining equation ϕ ≈ 1 and sole
equivalence formula ϕ ↔ ψ (see, e.g., [14]). The equivalent variety semantics
for GBL, BL, and  L are, respectively, the varieties GBL, BL, and MV. The
following lemma is a key ingredient in obtaining the algebraizability of the logics
of Section 2.

Lemma 3. Let I be a set of unary connectives with I ∩ L = ∅, and let L be an
extension of  L(I). Then ϕ↔ ψ ⊢L �ϕ↔ �ψ for each � ∈ I.

Proof. Let � ∈ I. Note that ϕ ↔ ψ ⊢ L ϕ → ψ and ϕ ↔ ψ ⊢ L ψ → ϕ, so
ϕ ↔ ψ ⊢L ϕ → ψ, ψ → ϕ as well. Applying (�-Nec) gives ϕ ↔ ψ ⊢L �(ϕ →
ψ),�(ψ → ϕ), so using (K�) and (MP) gives ϕ ↔ ψ ⊢L �ϕ → �ψ,�ψ → �ϕ.
Now ϕ, ψ ⊢ L ϕ ∧ ψ gives us that ϕ, ψ ⊢L ϕ ∧ ψ, so it follows that ϕ ↔ ψ ⊢L

�ϕ↔ �ψ as desired.

The following gives our main result on algebraization.

Theorem 1. Let I be a set of unary connectives with L ∩ I = ∅. Then:

1.  L(I) is algebraizable with the sole defining equation ϕ ≈ 1 and sole equiva-
lence formula ϕ↔ ψ, and consequently so are S4 L(I), S4 L, and S4t  L.

2. The equivalent variety semantics for  L(I), S4 L(I), S4 L, and S4t  L are,
respectively, MV(I), S4MV(I), S4MV, and S4tMV.

Proof. 1. It follows from [3, Theorem 4.7] that a logic L expanding  L by a set
of connectives Ω is algebraizable if for every n-ary ω ∈ Ω we have

ϕ0 ↔ ψ0, . . . , ϕn−1 ↔ ψn−1 ⊢L ω(ϕ0, . . . , ϕn−1) ↔ ω(ψ0, . . . , ψn−1).

Moreover, in this case L is algebraizable with sole defining equation ϕ ≈ 1 and
sole equivalence formula ϕ ↔ ψ. The result for  L(I) is thus immediate from
Lemma 3. The claim for S4 L(I), S4 L, and S4t  L follows promptly because each
of the latter logics is an axiomatic extension of  L(I) for some I.
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2. By [3, Theorem 2.17], the quasivariety K algebraizing  L(I) is axiomatized
by the following quasiequations: ϕ ≈ 1 for all instances ϕ of the axiom schemes
given in the calculus for  L(I); x ↔ x ≈ 1; ϕ, ϕ → ψ implies ψ; ϕ implies
�ϕ; and x ↔ y ≈ 1 implies x ≈ y. It is easy to see from Definition 1 and
the fact that MV algebraizes  L that all of these quasiequations are valid in
MV(I). Thus MV(I) ⊆ K. For the reverse inclusion, it suffices to show that
all the defining equations of MV(I) follow from this list of quasiequations. Let
A ∈ K. That the {∧,∨, ·,→, 0, 1}-reduct of A is an MV-algebra is immediate
from the fact that MV algebraizes  L. On the other hand, for each � ∈ I the
equations �(x · y) ↔ �x · �y ≈ 1, �(x ∧ y) ↔ �x · �y ≈ 1, �1 ↔ 1 ≈ 1, and
�0 ↔ 0 ≈ 0 appear in the list of quasiequations, and together these imply that
� is a {∧, ·, 0, 1}-homomorphism of A for each � ∈ I. Thus K ⊆ MV(I), giving
equality. The result for the axiomatic extensions S4 L(I), S4 L, and S4t  L follows
by applying the formula-to-equation translation ϕ 7→ ϕ ≈ 1 to each formula ϕ
axiomatizing the given logic relative to  L(I).

Recall that if K is a class of similar algebras and Θ ∪ {ǫ ≈ δ} is a set of
equations in the type of K, then Θ |=K ǫ ≈ δ means that for every A ∈ K and
every assignment h of variables into A, if h(α) = h(β) for every α ≈ β ∈ Θ,
then h(ǫ) = h(δ). Thanks to the finitarity of  L(I), the following is a direct
consequence of Theorem 1 (see [11, Corollary 3.40]).

Corollary 1. Let I be a set of unary connectives with L∩I = ∅. There is a dual
lattice isomorphism between the lattice of finitary extensions of  L(I) and the lat-
tice of subquasivarieties of MV(I), which restricts to a dual lattice isomorphism
between the lattice of axiomatic extensions of  L(I) and the lattice of subvarieties
of MV(I). Moreover, suppose that L is a finitary extension of  L(I), and let K
be the equivalent algebraic semantics of L. Then for any set Γ ∪ {ϕ} ⊆ FmL(I)

and any set Θ ∪ {ǫ ≈ δ} ⊆ EqL(I):

1. Γ ⊢L ϕ ⇐⇒ {γ ≈ 1 : γ ∈ Γ} |=K ϕ ≈ 1.
2. Θ |=K ǫ ≈ δ ⇐⇒ {α↔ β : α ≈ β ∈ Θ} ⊢L ǫ↔ δ.

In particular, this holds if L ∈ { L(I),S4 L(I),S4 L,S4t  L}.

4 Characterizing filters and a deduction theorem

If L is an algebraizable logic, there is a well known connection between the the-
ories of L, the deductive filters of algebraic models of L, and the congruence
relations of the equivalent algebraic semantics of L (see, e.g., [15,11]). Armed
with the algebraizability results of Section 2, we now provide an analysis of con-
gruences in the algebraic semantics given in Section 3. We also use this descrip-
tion to establish local-deduction detachment theorems for the modal  Lukasiewicz
logics we have introduced. The following is key in our description of congruences.

Definition 2. Let A be an MV(I)-algebra. We say that a non-empty subset f of
A is an I-filter provided that f is an up-set, f is closed under ·, and f is closed
under each � ∈ I.
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Let A ∈ MV(I). We define a term operation ∗ by x∗y = (x→ y)(y → x). We
also write Fi(A) for the poset of I-filters of A ordered by inclusion and Con(A)
for the congruence lattice of A.

Lemma 4. Let A be an MV(I)-algebra, f ∈ Fi(A), and θ ∈ Con(A). Then the
following hold:

1. fθ = 1/θ is an I-filter of A.
2. The set θf = {(x, y) ∈ A2 : x ∗ y ∈ f} = {(x, y) ∈ A2 : x ↔ y ∈ f} is a

congruence on A.
3. The maps f 7→ θf, θ 7→ fθ define mutually-inverse poset isomorphisms be-

tween Con(A) and Fi(A). Consequently, Fi(A) is a lattice and these poset
isomorphisms are lattice isomorphisms.

Proof. 1. Note that fθ is a deductive filter of the MV-algebra reduct of A (see,
e.g., [14, Section 3.6]), so it suffices to show that fθ is closed under � for every
� ∈ I. Observe that if (1, x) ∈ θ then since θ is a congruence we have (�1,�x) ∈
θ. But since �1 = 1, it follows that �x ∈ fθ as desired.

2. Observe first that x ∗ y ∈ f if and only if x ↔ y ∈ f, so the two sets
displayed are equal. Now since f is in particular a deductive filter of the MV-
algebra reduct A, it is immediate that θf respects all of the operations except for
possibly those belonging to I. To show that θf respects these as well, it suffices
to show the result for every � ∈ I. Suppose that (x, y) ∈ θf, i.e., x∗y ∈ f. Since f

is closed under �, and every � ∈ I preserves ·, we have �(x→ y) ·�(y → x) ∈ f.
Residuation and the fact that � preserves · gives �(x → y) ≤ �x → �y and
�(y → x) ≤ �y → �x, so

�(x ∗ y) = �(x→ y)�(y → x) ≤ (�x→ �y)(�y → �x).

Since f is an up-set, we get �x ∗�y ∈ f. Hence (�x,�y) ∈ θf as required.
3. Direct computation shows f = fθf and θfθ = θ for every I-filter f and

congruence θ. Moreover, the given maps are clearly monotone. It follows that
Con(A) and Fi(A) are isomorphic as posets. Because Fi(A) is isomorphic to the
lattice Con(A), we obtain that Fi(A) is a lattice that is isomorphic to Con(A).

The following gives a description of congruence generation in MV(I).

Definition 3. Let A be an MV(I)-algebra and let X ⊆ A.

1. An I-block is a nonempty word in the alphabet I. We denote the set of I-
blocks by BI .

2. FgA(X) = ↑{M1x1 · ... ·Mnxn : x1, ..., xn ∈ X and M1, ...,Mn ∈ BI}.

Lemma 5. The set FgA(X) is the least I-filter of A containing X.

Proof. It is clear that FgA(X) is an up-set. Note that if y, y′ ∈ FgA(X) then there
exist M1, ...,Mn,M

′
1, ...,M

′
k ∈ BI and x1, ..., xn, x

′
1, ..., x

′
k ∈ X with M1x1 · ... ·

Mnxn ≤ y andM ′
1x

′
1 ·...·M

′
kx

′
k ≤ y′, whence M1x1 ·...·Mnxn ·M

′
1x

′
1 ·...·M

′
kx

′
k ≤ y·

y′ since · preserve the order in each coordinate. It follows that y ·y′ ∈ FgA(X). To



Some modal and temporal translations of generalized basic logic 9

see that FgA(X) is closed under every � ∈ I, observe that if M1x1 · ... ·Mnxn ≤ y
then by the isotonicity of � we have �M1x1 · ... ·�Mnxn ≤ �y. As each �Mi is
an I-block, it follows that �y ∈ FgA(X).

It remains to check that FgA(X) is the least among the I-filters containing
X . Suppose that f is an I-filter and that X ⊆ f. If y ∈ FgA(X), then there
exist M1, ...,Mn ∈ BI and x1, ..., xn ∈ X such that M1x1 · ... ·Mnxn ≤ y. Note
that x1, ..., xn ∈ f, and since f is closed under � for every � ∈ I, we have that
Mx ∈ f for every M ∈ BI and every x ∈ f. In particular, this implies that
M1x1, ...,Mnxn ∈ f. Thus y ∈ f since ↑f = f, so FgA(X) ⊆ f as claimed.

We abbreviate FgA({x1, ..., xn}) by FgA(x1, ..., xn). Also, for an algebra A

and x, y ∈ A, we denote by CgA(x, y) the congruence of A generated by (x, y).

Lemma 6. Let A ∈ MV(I), let x, y ∈ A, let Y ⊆ A, and consider X =
{(1, y) : a ∈ Y }. Then:

1. fCgA(x,y) = FgA(x ∗ y) = FgA(x↔ y).

2. fCgA(X) = FgA(Y ).

Proof. 1. Note that CgA(x, y) =
⋂

{θ ∈ Con(A) : (x, y) ∈ θ}, and observe that
for each θ ∈ Con(A) we have (x, y) ∈ θ if and only if x ∗ y ∈ fθ. Hence from the
isomorphism given by Lemma 4(3) we obtain:

fCgA(x,y) =
⋂

{f ∈ Fi(A) : x ∗ y ∈ f} = FgA(x ∗ y) = FgA(x↔ y).

This proves 1.
2. Since CgA(X) =

∨

y∈Y CgA(1, y), Lemma 4(3) and item 1 imply

fCgA(X) =
∨

y∈Y

fCgA(1,y) =
∨

y∈Y

FgA(y) = FgA(
⋃

y∈Y

{y}) = FgA(Y ).

This proves 2.

Recall that an algebra B has the congruence extension property (or CEP) if
for every subalgebra A of B and for any θ ∈ Con(A), there exists ξ ∈ Con(B)
such that ξ ∩ A2 = θ. A variety V is said to have the congruence extension
property if each B ∈ V does.

Theorem 2. MV(I) has the congruence extension property.

Proof. Let A,B be MV(I)-algebras, and assume that A is a subalgebra of B.
From Lemma 4, it follows that proving the congruence extension property for
MV(I) is equivalent to showing that every I-filter of A can be extended by an I-
filter of B. For this, let f ∈ Fi(A) and set g = FgB(f). In order to prove f = g∩A,
let y ∈ g ∩ A. Then since y ∈ g there exist M1, ...,Mn ∈ BI and x1, ..., xn ∈ f

such that M1(x1) · ... ·Mn(xn) ≤ y. Since f is an I-filter of A, we have Mj(xj) ∈ f

for every 1 ≤ j ≤ n. As y ∈ A, it follows that y ∈ f and g ∩ A ⊆ f. The reverse
inclusion is obvious, and the result follows.
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Of course, the CEP persists in subvarieties of a variety with the CEP. Thus:

Corollary 2. Each of S4MV(I), S4MV, and S4tMV has the CEP.

The CEP has far-reaching logical consequences. Recall that a logic L has
the local deduction-detachment theorem (or LDDT ) if there exists a family
{dj(p, q) : j ∈ J} of sets dj(p, q) of formulas in at most two variables such that
for every set Γ ∪ {ϕ, ψ} of formulas in the language of L:

Γ, ϕ ⊢L ψ ⇐⇒ Γ ⊢L dj(ϕ, ψ) for some j ∈ J.

As a consequence of [4, Corollary 5.3], if L is an algebraizable logic with equiv-
alent variety semantics V, then L has the LDDT if and only if V has the CEP.
Therefore from Theorem 1, Theorem 2, and Corollary 2 we obtain:

Corollary 3. Each of  L(I), S4 L(I), S4 L, and S4t  L has the LDDT.

From our analysis of congruences in MV(I), we may give a more explicit
rendering of this result. If V is a variety, we denote by FV(X) the V-free algebra
over X . Further, if ϕ is a formula, denote by ϕ̄ the image of ϕ under the natural
map Fm(X) → FV(X) from the term algebra Fm(X) over X onto FV(X). If Γ
is a set of formulas, also denote by Γ̄ = {ϕ̄ : ϕ ∈ Γ}. The following restates [21,
Lemma 2].

Lemma 7. Let Θ ∪ {ϕ ≈ ψ} be a set of equations in the language of V, and
take X to be the set of variables appearing in Θ ∪ {ϕ ≈ ψ}. Then the following
are equivalent:

1. Θ |=V ϕ ≈ ψ.

2. (ϕ̄, ψ̄) ∈
∨

ǫ≈δ∈Θ CgFV(X)(ǭ, δ̄).

Theorem 3. Let I be a set of unary connectives with I ∩ L = ∅, and suppose
that L is an axiomatic extension of  L(I) that is algebraized by the subvariety V

of MV(I). Further, let Γ ∪∆ ∪ {ψ} ⊆ FmL(I). Then Γ,∆ ⊢L ψ if and only if
for some n ≥ 0 there exist I-blocks M1, . . . ,Mn and ψ1, . . . , ψn ∈ ∆ such that
Γ ⊢L

∏n
j=1Mj(ψj) → ψ.

Proof. We give the proof of the left-to-right direction; the proof of the converse
is similar. From Corollary 1(1) and Lemmas 7 and 4 we obtain:

Γ,∆ ⊢L ψ =⇒ {α ≈ 1 : α ∈ Γ ∪∆} |=V ψ ≈ 1

=⇒ (ψ̄, 1) ∈
∨

α∈Γ∪∆ CgFV(X)(ᾱ, 1)

=⇒ ψ̄ ∈ FgFV(X)(Γ̄ ∪ ∆̄),

where X is the set of variables appearing in Γ ∪∆ ∪ {ψ}. From Lemma 5 there
exist l ≥ 0, I-blocks M1, . . . ,Ml, and χ̄1, . . . , χ̄l ∈ Γ̄ ∪ ∆̄ such that M1(χ̄1) · . . . ·
Ml(χ̄l) ≤ ψ̄. Let D = {j ∈ {1, . . . , l} : χ̄j ∈ ∆̄}, and set C = D\{1, . . . , l}. Then
by the commutativity of · we have

∏

j∈C

Mj(χ̄j) ·
∏

k∈D

Mk(χ̄k) = M1(χ̄1) · . . . ·Ml(χ̄l) ≤ ψ̄,
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whence by residuation
∏

j∈C Mj(χ̄j) ≤
∏

k∈DMk(χ̄k) → ψ̄. Applying Lemma 5

again gives
∏

k∈DMk(χ̄k) → ψ̄ ∈ FgFV(X)(Γ̄ ). Hence by Lemmas 4 and 7 and
Corollary 1(1) we obtain Γ ⊢L

∏

k∈DMk(χk) → ψ.

Notice that the form of the local deduction-detachment theorem announced
in Corollary 3 may be recovered from Theorem 3 by taking ∆ = {ϕ} and taking
dM (p, q) = Mp→ q for M ∈ BI .

In the monomodal logic S4 L, I-blocks take an especially simple form. Because
I = {�} in this setting, each I-block M is a finite, nonempty string of occurrences
of �. Since � is idempotent in S4MV, for each {�}-block M we have that
Mx ≈ �x is satisfied in S4MV. Due to this consideration and the fact that �

preserves ·, we may read off the following simplified form the LDDT for S4 L:

Corollary 4. Let Γ ∪∆ ∪ {ψ} ⊆ FmL(�). Then Γ,∆ ⊢S4 L ψ if and only if for
some n ≥ 0 there exist ψ1, . . . , ψn ∈ ∆ such that Γ ⊢S4 L �(

∏n
j=1 ψj) → ψ.

If I = {�1, ...�n} is finite, then particular forms of the LDDT can be achieved
for S4 L(I) and its extensions by defining an operator λ(x) =

∏n
i=1 �i(x). Powers

of λ are defined recursively by λ0(x) = x and λm+1(x) = λ(λm(x)) for m > 0.
I-filters of S4MV(I)-algebras may be characterized with powers of λ instead of
I-blocks. A full discussion of this alternative approach will appear in future work.

5 Two translations

We now arrive at our main translation results. After discussing some necessary
technical background regarding the Jipsen-Montagna poset product construc-
tion, we exhibit two translations. The first of these embeds GBL into S4 L, and
is conceptually in the spirit of the classical Gödel-McKinsey-Tarski translation
of intuitionistic logic into S4. The second translation embeds GBL in S4t  L.

5.1 Poset products

The translation results of this paper rely heavily on the poset product construc-
tion of Jipsen and Montagna (see [19,20]), which we now sketch. Our discussion
of poset products is drawn mainly from [12], to which we refer the reader for a
more detailed summary.

Let A be a bounded commutative integral residuated lattice. A conucleus on
A is an interior operator γ on the lattice reduct of A such that γ(x)γ(y) ≤ γ(xy)
and γ(x)γ(1) = γ(1)γ(x) = γ(x) for all x, y ∈ A. Given a conucleus γ on A,
the γ-image Aγ = (Aγ ,∧γ ,∨, ·,→γ , 0, γ(1)) is a bounded commutative integral
residuated lattice, where Aγ = γ[A] and x ⋆γ y = γ(x ⋆ y) for ⋆ ∈ {∧,→}.

Now let (X,≤) be a poset, let {Ax : x ∈ X} be an indexed collection of
bounded commutative integral residuated lattices with a common least element
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0 and a common greatest element 1, and let B =
∏

x∈X Ax. From [20, Lemma
9.4], one may define a conucleus on σ on B by

σ(f)(x) =

{

f(x) if f(y) = 1 for all y > x

0 if there exists y > x with f(y) 6= 1.

The algebra Bσ is called the poset product of {Ax : x ∈ X}, and is denoted
∏

(X,≤) Ax. An element f ∈ Bσ is called an antichain labeling or ac-labeling, and

satisfies the condition that if x, y ∈ X with x < y then f(x) = 0 or f(y) = 1.
The following is a direct consequence of [20, Corollary 5.4(i)] and its proof.

Lemma 8. Let A be a GBL-algebra. Then there exists a poset (X,≤) and an
indexed family {Ax : x ∈ X} of totally ordered MV-algebras such that A embeds
in the poset product Bσ, where B =

∏

x∈X Ax.

Following [17], for a poset (X,≤) and indexed family {Ax : x ∈ X} we introduce
a map δ on B =

∏

x∈X Ax by

δ(f)(x) =

{

f(x) if f(y) = 0 for all y < x

1 if there exists y < x with f(y) 6= 0.

The following lemma is crucial for our translation result.

Lemma 9. Let (X,≤) be poset, let {Ax : x ∈ X} be an indexed family of
bounded commutative integral residuated lattices, and set B =

∏

x∈X Ax as
above. Then:

1. σ and ¬δ¬ are {∧, ·, 0, 1}-endomorphisms of B.
2. For all f, g ∈ B, f ≤ σ(g) if and only if δ(f) ≤ g.
3. ¬δ¬ is an interior operator.
4. If additionally Ax is an MV-algebra for all x ∈ X, then (B, σ) is an S4MV-

algebra and (B, σ,¬δ¬) is S4tMV-algebra.

Proof. 1. It is obvious that σ(0) = 0 and σ(1) = 1. Let ⋆ ∈ {∧, ·}, x ∈ X ,
and f, g ∈ B, and observe that if y > x then (f ⋆ g)(y) = 1 if and only if
f(y) = g(y) = 1. It follows that if (f ⋆ g)(y) = 1 for all y > x, then σ(f ⋆
g)(x) = (f ⋆ g)(x) = f(x) ⋆ g(x) = σ(f)(x) ⋆ σ(g)(x), and if otherwise then
σ(f ⋆ g)(x) = 0 = σ(f)(x) ⋆ σ(g)(x). Thus σ(f ⋆ g) = σ(f) ⋆ σ(g).

To prove that ¬δ¬ is a {∧, ·, 0, 1}-endomorphism, again let ⋆ ∈ {∧, ·}, x ∈ X ,
and f, g ∈ B. Note that for all y < x we have ¬(f ⋆ g)(y) = 0 if and only
if (f ⋆ g)(y) = 1, and as before this occurs if and only if f(y) = g(y) = 1.
Thus we have ¬(f ⋆ g)(y) = 0 for all y < x if and only if ¬f(y) = 0 for all
y < x and ¬g(y) = 0 for all y < x. Hence if ¬(f ⋆ g)(y) = 0 for all y < x,
then we have ¬δ¬(f ⋆ g)(x) = ¬¬(f ⋆ g)(x) = f(x) ⋆ g(x) = ¬¬f(x) ⋆ ¬¬g(x) =
¬δ¬f(x)⋆¬δ¬g(x). On the other hand, if there exists y < x with ¬(f ⋆g)(y) 6= 0,
then ¬δ¬(f ⋆ g)(x) = ¬1 = 0, and ¬δ¬f(x) ⋆ ¬δ¬g(x) = 0 since one of δ¬f(y)
or δ¬g(y) must be 1. Since ¬δ¬0 = 0 and ¬δ¬1 = 1 by direct calculation, item
1 follows.
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2. Suppose f ≤ σ(g) and let x ∈ X . Since σ is an interior operator, f(x) ≤
σ(g)(x) ≤ g(x). If δ(f)(x) = f(x), then δ(f)(x) ≤ g(x) is immediate. On the
other hand, if δ(f)(x) 6= f(x) then there exists y < x such that f(y) 6= 0. From
f ≤ σ(g) we infer that σ(g)(y) 6= 0, so σ(g)(x) = 1 since σ(g) is an ac-labeling.
Thus δ(f)(x) ≤ 1 = σ(g)(x) = g(x). It follows that δ(f) ≤ g. The proof that
δ(f) ≤ g implies f ≤ σ(g) is similar.

3. It is easy to see that δ is a closure operator. From this and the fact that
¬ is an antitone involution, it is a straightforward calculation to show that ¬δ¬
is an interior operator.

4. Under the hypothesis, B is a product of MV-algebras and is hence an MV-
algebra. That (B, σ) is an S4MV-algebra follows promptly from item 1 and the
fact that σ is an interior operator. That (B, σ,¬δ¬) is a S4tMV-algebra follows
from items 1, 2, and 3.

Lemma 10. Suppose that (A,�) is an S4MV-algebra and (B, G,H) is a S4tMV-
algebra. Then both � and G are conuclei, and each of A� and BG is a GBL-
algebra.

Proof. Each of � and G is a conucleus by definition. For each claim, it suffices to
show that if M is an MV-algebra and γ is a conucleus on M preserving · and ∧,
then Mγ is a GBL-algebra. For this, it is enough to show that Mγ satisfies the
divisibility identity x·(x→ y) ≈ x∧y. Let x, y ∈Mγ . Since M is an MV-algebra,
we have that x ·M (x→M y) = x ∧M y. Using the fact that γ preserves · and ∧,
and that x, y are γ-fixed, we have:

x ·Mγ (x→Mγ y) = x ·M γ(x→M y)

= γ(x) ·M γ(x→M y)

= γ(x ·M (x→M y))

= γ(x ∧M y)

= γ(x) ∧Mγ γ(y)

= x ∧Mγ y.

This proves the claim.

5.2 The translations

We define a pair of translations M and T from the language L into the languages
L(�) and L(G,H), respectively. We set M(p) = �p for each p ∈ Var, M(0) = 0,
M(1) = 1, and we extend M recursively by

M(ϕ ⋆ ψ) = M(ϕ) ⋆ M(ψ), for ⋆ ∈ {∧,∨, ·}, and

M(ϕ→ ψ) = �(M(ϕ) →M(ψ)).

Further, if Γ is a set of formulas of L then we define

M(Γ ) = {M(ϕ) : ϕ ∈ Γ}.
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The translation T differs from M only by replacing � by G and considering its
codomain to be formulas of L(G,H) rather those those of L(�).

Lemma 11. Let (A,�) be an S4MV-algebra, and let (B, G,H) be a S4tMV-
algebra.

1. Suppose that h : Var → (A,�) is an assignment, and define h̄ : Var → A� by
h̄(p) = �(h(p)). If ϕ ∈ FmL, then h̄(ϕ) = h(M(ϕ)).

2. If ϕ ∈ FmL, then ϕ ≈ 1 is valid A� if and only if M(ϕ) ≈ 1 is valid in A.
3. Suppose that h : Var → (B, G,H) is an assignment, and define h̄ : Var → BG

by h̄(p) = G(h(p)). If ϕ ∈ FmL, then h̄(ϕ) = h(T (ϕ)).
4. If ϕ ∈ FmL, then ϕ ≈ 1 is valid BG if and only if T (ϕ) ≈ 1 is valid in A.

Proof. We will prove items 1 and 2. Item 3 follows by a proof identical to that of
item 1 by replacing � by G, M by T , and (A,�) by (B, G,H). Similarly, item
4 follows from the same proof given for item 2.

1. We argue by induction on the height of ϕ. If ϕ is a constant or ϕ ∈ Var,
then the statement is true by assumption. Now suppose that for all formulas
ϕ′ of height strictly less than the height of ϕ we have that h̄(ϕ′) = h(M(ϕ′)).
If ϕ = ψ ⋆ χ for ⋆ ∈ {·,∧,∨}, then by definition h(M(ϕ)) = h(M(ψ ⋆ χ)) =
h(M(ψ) ⋆M(χ)) = h(M(ψ)) ⋆ h(M(χ)). By the inductive hypotheses, the latter
is precisely h̄(ψ) ⋆ h̄(χ) = h̄(ψ ⋆ χ) = h̄(ϕ) as desired. On the other hand, if
ϕ = ψ → χ then we have that h(M(ϕ)) = h(M(ψ → χ)) = h(�(M(ψ) →
M(χ))) = �(h(M(ψ)) → h(M(χ))). By the inductive hypothesis, this term is
equal to �(h̄(ψ) → h̄(χ)) = h̄(ψ) →A� h̄(χ) = h̄(ψ → χ) = h̄(ϕ). The result
follows by induction.

2. Suppose first that ϕ ≈ 1 is valid in A�, and let h : Var → (A,�) be
an assignment. By item 1, h̄ : Var → A� is an assignment in A� and h̄(ψ) =
h(M(ψ)) for all ψ ∈ FmL. In particular, this shows that h(M(ϕ)) = h̄(ϕ) = 1
since ϕ ≈ 1 is valid in A�, so as h is arbitrary we have M(ϕ) ≈ 1 is valid in A.

For the converse, suppose that M(ϕ) ≈ 1 is valid in A and let h : Var → A�

be an assignment. Because A� ⊆ A, we may define a new assignment k : Var →
(A,�) by k(p) = h(p) for all p ∈ Var. Since M(ϕ) ≈ 1 is valid in A, we have

k(M(ϕ)) = 1. By item 1, we have that k(M(ϕ)) = k̂(ϕ), where k̂ : Var → A� is

defined by k̂(p) = �(k(p)). Notice that since k has its image among the �-fixed

elements of A, we have for all p ∈ Var that k̂(p) = �(k(p)) = k(p) = h(p), and

thus k̂ = h. From this we obtain that h(ϕ) = k̂(ϕ) = k(M(ϕ)) = 1, so ϕ ≈ 1 is
valid in A�.

The following gives the main translation results of this paper.

Theorem 4. Let Γ ∪ {ϕ} ⊆ FmL. Then:

1. {ψ ≈ 1 : ψ ∈ Γ} �GBL ϕ ≈ 1 ⇐⇒ {M(ψ) ≈ 1 : ψ ∈ Γ} �S4MV M(ϕ) ≈ 1.
2. Γ ⊢GBL ϕ ⇐⇒ M(Γ ) ⊢S4 L M(ϕ).
3. {ψ ≈ 1 : ψ ∈ Γ} �GBL ϕ ≈ 1 ⇐⇒ {T (ψ) ≈ 1 : ψ ∈ Γ} �S4tMV T (ϕ) ≈ 1.
4. Γ ⊢GBL ϕ ⇐⇒ T (Γ ) ⊢S4t L T (ϕ).
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Proof. We first prove item 1. Suppose that {ψ ≈ 1 : ψ ∈ Γ} �GBL ϕ ≈ 1, let
(A,�) be an S4MV-algebra, and let h : Var → (A,�) be an assignment. We aim
to show {M(ψ) ≈ 1 : ψ ∈ Γ} �S4MV M(ϕ) ≈ 1, so suppose that for all ψ ∈ Γ we
have h(M(ψ)) = 1. By Lemma 11(2) we have that 1 = h(M(ψ)) = h̄(ψ). Since h̄
is an assignment in A� (which is a GBL-algebra by Lemma 10), by hypothesis
we have h̄(ϕ) = 1. Applying Lemma 11(2) again yields h(M(ϕ)) = 1, showing
that {M(ψ) ≈ 1 : ψ ∈ Γ} �S4MV M(ϕ) ≈ 1.

For the converse, suppose that {M(ψ) ≈ 1 : ψ ∈ Γ} �S4MV M(ϕ) ≈ 1. Let A

be a GBL-algebra, let h : Var → A be an assignment, and suppose that h(ψ) = 1
for all ψ ∈ Γ . It is enough to show that h(ϕ) = 1. By Lemmas 8 and 9, there
exists an S4MV-algebra (B,�) such that A embeds in B�, and without loss of
generality we may assume that this embedding is an inclusion. Using the fact
that A ⊆ B� ⊆ B, we define a new assignment k : Var → B by k(p) = h(p) for
all p ∈ Var. Notice that for all p ∈ Var we have k̄(p) = �k(p) = �h(p) = h(p)
since the image of h consists of �-fixed elements, so by Lemma 11(2) we have
h(χ) = k(M(χ)) for all χ. In particular, k(M(ψ)) = 1 for all ψ ∈ Γ , and by the
hypothesis we have k(M(ϕ)) = 1. But this implies h(ϕ) = 1, proving the result.

Note that item 2 follows from Corollary 1 since we have:

Γ ⊢GBL ϕ ⇐⇒ {ψ ≈ 1 : ψ ∈ Γ} �GBL ϕ ≈ 1

⇐⇒ {M(ψ) ≈ 1 : ψ ∈ Γ} �S4MV M(ϕ) ≈ 1

⇐⇒ M(Γ ) ⊢S4 L M(ϕ).

Items 3 and 4 follows by proofs analogous to those given for items 1 and 2,
respectively.

As a final remark, we note that the temporal translation articulated in The-
orem 4(3,4) generalizes the translation offered in [2]. Gödel-Dummett logic is
the extension of propositional intuitionistic logic by the axiom scheme (ϕ →
ψ) ∨ (ψ → ϕ), and is algebraized by the variety of Gödel algebras (which coin-
cide with BL-algebras satisfying x2 ≈ x). In [2], the authors deploy the temporal
flow semantics (see [1]) based on so-called bit sequences to exhibit a translation
of Gödel-Dummett logic into an axiomatic extension of Prior’s classical tense
logic. The present study was inspired by [12], which offers a relational semantics
based on poset products that, among other things, generalizes the temporal flow
semantics (see [12, Section 4.2]). Our development of the translations above can
hence be thought of as extending the work of [2] along the generalization offered
in [12]. Poset products give a powerful, unifying framework for inquiries of this
kind, and we anticipate that they will find far-reaching application to transla-
tions. A thorough investigation of modal translations and modal companions for
GBL remains to be conducted, but we expect that the work in this paper to be
an important preliminary step.
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