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Kurzzusammenfassung

Eine zentrale Herausforderung des 21. Jahrhunderts ist die Reduktion von Treibhaus-
gasen wie beispielsweise Kohlenstoffdioxid (CO2). Ein vielversprechender Ansatz hi-
erfür ist die katalytische Umsetzung von CO2 zu Synthesegas (CO + H2) über die
umgekehrte Wassergas-Shift-Reaktion. Nanopartikel sind ein wichtiges Forschungsgebiet
aufgrund ihrer einzigartigen Eigenschaften und vielfältigen Anwendungsmöglichkeiten,
einschließlich als Katalysatoren für die umgekehrte Wassergas-Shift-Reaktion.
Im Fokus dieser Arbeit steht die Synthese von mono- und bimetallischen Nickel-Nano-
partikeln und deren Aktivität für die umgekehrte Wassergas-Shift-Reaktion. Im er-
sten Teil dieser Arbeit wird das weithin bekannte thermische Reduktionsverfahren zur
Herstellung von Nickel-Nanopartikeln vereinfacht und modifiziert. Die monometallis-
chen Nickel-Nanopartikel werden eingehend charakterisiert und der Einfluss der Synthe-
sebedingungen auf die finalen Nanopartikel sowie deren katalytische Aktivität für die
Umwandlung von CO2 zu Synthesegas untersucht. In einem zweiten Teil wird das mod-
ifizierte Syntheseverfahren auf bimetallische Nickel-Nanopartikel durch Co-Reduktion
von Nickel mit entweder Kupfer oder Kobalt übertragen. Die Nanopartikel werden
eingehend untersucht und die Kern-Schale-Struktur der Nickel-Kupfer-Nanopartikel wird
identifiziert und detailliert charakterisiert. Der Einfluss der Reaktionsparameter auf
die finalen Nanopartikel und die Korrelation von Größe, Form und Kupfergehalt der
Nanopartikel auf die Aktivität für die umgekehrte Wasser-Gas-Shift-Reaktion werden
untersucht.
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Abstract

A great challenge of the 21st century is the minimization of greenhouse gases such as
CO2. A promising approach is the catalytic conversion of CO2 to synthesis gas (CO
+ H2) via the reverse water gas shift reaction. Nanoparticles are an important field of
research due to their unique properties and variety of applications including catalysts
for the reverse water gas shift reaction.
This work focusses on the synthesis of mono- and bimetallic nickel nanoparticles and their
activity for the reverse water gas shift reaction. In the first part of this work the well-
known thermal reduction procedure for the preparation of nickel nanoparticles is adapted
and simplified. The monometallic nickel nanoparticles are characterized thoroughly and
the impact of the synthesis conditions on the final nanoparticles and their catalytic
activity for the conversion of CO2 to CO are investigated. In a second part the adapted
synthesis procedure is transferred to bimetallic nickel nanoparticles by co-reduction of
nickel with either copper or cobalt. The nanoparticles are investigated thoroughly and
the core-shell structure of nickel copper nanoparticles is identified and characterized in
detail. The impact of the reaction parameters on the final nanoparticles as well as the
correlation of size, shape and copper content of the nanoparticles on the activity for the
reverse water gas shift reaction is investigated.
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1 Introduction

Nanoparticles have been the focus of intense research for over half a century due to
their outstanding properties which open a broad field of research and offer broad range
of applications. Nanoparticles are defined as nano-objects that lie in the range of 1
to 100 nm in all three external dimensions (ISO/TS 27687:2008).1 Depending on their
size, shape, composition and crystallinity, the electrical, magnetic, optical and chemical
properties of nanoparticles change in comparison to the bulk material.2

Nanoparticles (NPs) are already used today as catalysts, in analytical assays and in
antimicrobial applications.3–5 In particular, metal NPs such as Au, Ag, Ru, Pt, Rh,
Pd, and Ni NPs are important for biomedical applications6 and antimicrobial applica-
tions,7 as well as for the transport of active substances,8 sensor/biosensor technology,9

and catalysis.10,11 Metallic NPs are used for the electrocatalytic hydrogen evolution re-
action,12 acidic oxygen evolution,13 and the reverse water gas shift reaction.14 Ni NPs
can be used for further catalytic applications such as the hydrogenation of olefins,15

chemoselective oxidative coupling of thiols16 or alkaline hydrogen evolution reaction.17

One of the greatest challenges of the 21st century is the minimization of greenhouse gases.
Greenhouse gases such as carbon dioxide (CO2), methane (CH4), and nitrous oxide
(N2O), originating from anthropogenic sources, are the main cause of global warming,
climate change, rising sea level, and ocean acidification, with CO2 accounting for about
66%.18,19 Research has focused on solving these problems through CO2 capture and
storage (CCS) and CO2 capture and utilization (CCU). The catalytic conversion of CO2
to carbon monoxide (CO) and further higher alkanes and alkanoles using hydrogen,
known as the Reverse Water Gas Shift reaction (RWGS), is a promising approach here.
This conversion can close an energy-saving cycle in the overall power-to-syngas process. 20

Over the past decades, there has been extensive research to develop catalysts that are
both highly active and stable for the RWGS reaction. Supported Pt,21 Rh,22 Cu,23,24 and
Ni23,25 have been found to be suitable catalyst materials. Ni is a promising alternative
to expensive noble and precious metals because it shows high selectivity at sufficiently
high activity, comparably low price and high availability.26 Compared to pure metal,
Ni NPs offer the advantage of a much larger surface-to-volume ratio, which means that
greater effect can be achieved with less mass and therefore lower material costs.

1



1 Introduction

The aim of this work is to synthesize monometallic and bimetallic Ni NPs in defined
shape and size in a targeted manner. For this purpose a simplifying modification of the
thermal reduction pathway is applied. In the first part of the work the influence of the
reaction parameters on the final monometallic Ni NPs, the NPs themselves, and their
activity for the RWGS reaction are extensively studied. In a second part, bimetallic NP
systems are considered, with the main focus on Ni-Cu and its size control in addition
to Ni-Co. The characteristics of the NPs in dependence of the synthesis conditions and
their catalytic performance in the RWGS reaction are investigated. The composition
and element distribution of the bimetallic NiCu NPs and the impact on the catalytic
activity should be determined.
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2 Literature Review

In the following chapter a brief description of the important aspects including nanopar-
ticles, their synthesis and analytics, and the RWGS reaction.

2.1 Brief Introduction to Nanoparticles
Richard Feynman gave prospect into the nanotechnology we achieved nowadays in his
famous lecture “There’s Plenty of Room at the Bottom” in 1959.27 Nanomaterials bridge
the gap between atomic or molecular structures and bulk materials. Nanomaterials are
defined as nano-objects with at least one external dimension in the nanoscale, which
ranges from 1 to 100 nm (ISO/TS 27687:2008).1

In contrast with size independent chemical and physical properties in bulk material,
nanomaterials often show size-dependent optical, magnetic, chemical and catalytical
properties.28,29 The band gap between the valence and the conduction band increases
with decreasing size, the melting point is decreased in very small particles, the mechan-
ical strength in nanomaterials is high due to a lower probability of defects, the optical
properties and colour highly depend on the particle size, ferromagnetism shifts to su-
permagnetism, and NPs show high catalytic efficiency compared to bulk material.30 In
solids in the nanometer size range, quantum effects can dominate the behaviour of ma-
terials such as electric/conducting, magnetic and optical properties, described by the
quantum size effect.
Another stark difference between bulk and nanomaterials is the surface-to-volume-ratio.
The ratio increases with decreasing particle size leading to an increasing number of
surface atoms. These atoms on the surface exhibit a higher potential energy due to the
surface tension and are less strongly bound. Due to the high surface-to-volume-ratio
and the resulting reactivity, NPs have great potential as catalysts.31

Ni NPs are used to catalyze various organic reactions including the hydrogenation of
olefins,15 the reduction of aldehydes and ketones,32 the chemoselective oxidative coupling
of thiols,16 and α-alkylation of methyl ketone.33 They can also be employed as catalyst for
the hydrogen oxidation at the anode in the field of platinum-group-metal-free hydrogen
exchange membrane fuel cells34 or as catalyst for the fabrication of carbon nanotubes.35

They are furthermore used in biomedicine due to their good antibacterial and anti-
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2 Literature Review

inflammatory activities36,37 and their cytotoxicity against cancerous cells.38,39 They can
be used for the adsorption of hazardous dyes or inorganic pollutants,40 in photovoltaics41

and in smart windows.42 The ferromagnetic behaviour of Ni NPs can furthermore be
used to realize memory applications for long-term data storage43 and various magnetic
applications.44

2.1.1 Nanoparticle Synthesis and Formation Mechanisms

There are numerous physical and chemical ways for the preparation of NPs. Physical
methods often rely on a “top down” approach using laser ablation, ion sputtering, or
mechanical subdivision of bulk material into smaller units. This approach comes with
several disadvantages as limited particle size, broad size distribution and possible chem-
ical and physical changes due to local heat and force formations.45 Chemical methods
for NPs in general use a “bottom up” approach based on solid state, gas phase, or liquid
state methods such as wet chemical or thermal reduction of metal precursors, vapour
deposition, hydrothermal synthesis, sol-gel processes, and spray or laser pyrolysis. 46 Gas
phase processes are conducted at elevated temperatures up to over 1000°C in complex
setups. Solid state methods generate low volumes of material and are expensive.46 The
wet chemical approach instead is simple, fast and versatile and offers the opportunity
to control the reaction process.47 It includes the reduction of dissolved metal precur-
sors in aqueous or non-aqueous solvents with organic or inorganic reducing agents fol-
lowed by their nucleation and growth to particles.48,49 A number of methods have been
adapted for the preparation of metal NPs, including photolytic reduction,50 radiolytic
reduction,51 sonochemical method,52,53 solvent extraction reduction,54 microemulsion
technique,53 polyol process,55 and thermal reduction.49,56–58 The production of Ni NPs
requires more drastic conditions compared to noble metal NPs. The redox potential of
Ni (E0(Ni2+/Ni0) = − 0.23V ) is significantly lower than gold (E0(Au3+/Au0) = 1.5V )
and silver (E0(Ag+/Ag0) = 0.8V ). Therefore, strong reducing agents such as hydrazine
(N2H4), sodium borohydride (NaBH4), or oleylamine at higher temperatures are neces-
sary for the reduction of Ni.
In wet chemical approaches in water mostly Ni chloride (NiCl2 · 6 H2O) is reduced by
N2H4 under basic conditions. Moderate reaction temperatures of room temperature up
to around 60°C are used and the NPs are stabilized by surfactants like cetyltrimethy-
lammonium bromide/tetradodecylammonium bromide (CTAB/TC12AB).59,60 Alterna-
tive approaches in water use Ni(NO3)2 with NaBH4 as reducing agent.61,62 In general
it is difficult to synthesize Ni NPs due to their sensitivity to oxidation. An alternative
route are microemulsions, such as Kumar et al.63 used, or changing to an organic sol-
vent such as ethanol or ethylene glycol.64 Polymers are often used as stabilizers, such as
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PVP or glycoles.55,65 In the polyol method glycoles are both solvent and stabilizer en-
abling the synthesis of mono- and bimetallic Ni NPs.66,67 The nucleation with hydrazine
and sodium borohydride as reducing agents is often swift and thus hard to control and
monodisperse NPs in a broad range of size is often not achieved.
The thermal reduction at elevated temperatures uses long-chain amines and phosphines
as stabilizers. Most commonly used are oleylamine (OAm) and trioctylphosphine (TOP).
Ni complexes such as nickel(II) acetate (Ni(acac)), nickel(II) acetylacetonate (Ni(acac)2)
and bis(1,5-cyclooctadiene)nickel(0) Ni(COD)2 serve as precursors. The latter decom-
poses already at 60 °C providing the necessary nucleation seeds. However, Ni(COD)2 is
extremely sensitive to oxidation and is therefore less commonly used than Ni(acac)2.68

For Ni(II) acetate and Ni(acac)2, the temperature applied for the formation of Ni NPs is
mostly above 200°C.69 However, by using a mild reducing agent such as tributylamine-
borane, Metin et al. succeeded in preparing Ni NPs even at 90 °C.70 And Wang et
al. were able to prepare triangular and hexagonal Ni nanosheets at 160°C with the
aid of tungsten hexacarbonal.48 Most commonly OAm is used in large excess, since it
serves both as solvent and as reducing agent. Carenco et al. were able to prove, using
Ni(acac)2, that at least three equivalents of the amine are necessary for the formation
of Ni NPs.71

Various preparation methods are utilized for bimetallic Ni NPs. Pd-Ni core-shell NPs
could be prepared via hydrothermal synthesis,72 Ag@Ni and Au@Ni NPs were achieved
by a two step thermal reduction.73,74 Ni-Co core-shell NPs were achieved via microwave
assisted synthesis75 and two step thermal reduction.76 Bimetallic Ni Co NPs for cat-
alytic purposes are used for dry reformation of methane77,78 and the Fischer-Tropsch
reaction.79 Bimetallic NiCu NPs could be prepared via hydrothermal reduction80 and
thermal reduction adaptations using standard air-free methods,81 with borane tributy-
lamine as reducing agent in OAm under Argon,82 and pure OAm as solvent.83

Most theoretical descriptions of nucleation processes are based on the classical nucle-
ation theory (CNT), which was developed by Becker and Döring in 1935.84 Therein they
described the condensation of liquid droplets from a supersaturated vapor phase in a
thermodynamic manner.85 This approach was further modified and extended to other
types of phase transitions,86,87 allowing the description of precipitation and crystalliza-
tion of solids from solution. The CNT is based on the macroscopic Gibbs capillary
effect, which means that the macroscopic surface energy is taken to develop mathemat-
ical expressions for the nucleation rate.84,88–90 It can be distinguished between homo-
geneous and heterogeneous nucleation in this context. Homogeneous nucleation occurs
spontaneously, randomly and uniformly throughout the parent phase, but requires a
supercritical state such as a supersaturation. In contrast, heterogeneous nucleation oc-
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curs at nucleation sites on solid surfaces contacting the liquid or vapour phase. This
thermodynamic theory was transferred to nucleation and growth processes of NPs by
LaMer in the 1950s91,92(Figure 2.1). Since the CNT only describes the nucleation, the
particle growth is separated and can be described via different growth processes such as
reaction-limited or diffusion-limited growth, aggregation or Ostwald ripening.

Figure 2.1: LaMer mechanism for nucleation and growth.91,92

In the monomer phase (phase I) the steady reduction of metal ions to atoms leads to
an increasing monomer concentration and homogeneous nucleation after supersaturation
(Csaturation) of the solution. In the nucleation phase (II) homogeneous “burst-nucleation”
occurs as soon as the critical supersaturation level (Cnucleation) is reached. This level
marks the activation energy barrier for nucleation causing rapid self-nucleation as soon
as it is overcome. By this burst-nucleation the supersaturation decreases to (Cnucleation)
thus ending the nucleation period. During the final phase (III) particle growth by
monomer diffusion to the particle surface occurs, which can be interpreted as hetero-
geneous nucleation/growth. Regarding the time scale phases I and II show a fast in-
creasing and decreasing monomer concentration, whereas it is approximately constant
during final growth (III). Nanoparticle growth is dependent on the number of particles,
the concentration of metal atoms and the diffusion coefficient.91,92 To obtain small NPs
with a narrow size distribution, fast nucleation and slow growth is favoured. This leads
to a high concentration of nuclei, which grow to particles. In contrast a slow nucleation
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leads to fewer nuclei, which grow to larger NPs. Besides the nucleation rate also the
concentration and type of stabilizing agents influence the final particle size.93

2.1.2 Important Interactions and Processes
Particles in the nanometer-scale are unstable and tend to aggregate due to attraction via
van-der-Waals, electrostatic, or magnetic interactions at short interparticle distances.
These particles can be stabilized by counteractive repulsive forces such as steric and
electrostatic stabilization.94

Although agglomeration and aggregation both characterize an accumulation of objects,
they differ in their interparticle interactions. Both describe a process that is mass-
conserving, but numberreducing and thus shifting the particle distribution towards larger
sizes.95 Both processes are defined by the ISO/TS 8004-2:201595 and depicted in Figure
2.2 a-b. During agglomeration, particles interact weakly thus retaining the total surface
of the initial particles in the agglomerate. In contrast aggregates exhibit a significantly
smaller external surface compared to the individual particles, which aggregated, due to
a strong bond or fusion.

Figure 2.2: Important nanoparticle interactions and processes; such as a) agglomeration, b)
aggregation, c) coalescence, and d) Ostwald ripening.

Coalescence is defined as a “process in which two phase domains of essentially identical
composition in contact with one another form a larger phase domain. Coalescence re-
duces the total interfacial area” in the IUPAC Compendium of Chemical Terminology.96

Thus, coalescence describes a merging of formed aggregates forming a larger particle
with strongly reduced total surface energy, as depicted schematically in Figure 2.2 c.
Ostwald ripening (first described by Wilhelm Ostwald more than 100 years ago)97 occurs
during particle formation when the monomers are almost consumed for particles growth.
It describes the dissolution of small particles into smaller units (like monomers) due to
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their high chemical potential, and their subsequent redeposition on the surfaces of larger
particles as schematically depicted Figure 2.2 d. Normally Ostwald ripening does not
occur for metallic NPs,98 which indicates that the bond of monomers to the metallic
crystals is to strong or irreversible.

2.1.3 Nanoparticle analytics

A variety of advanced analytical methods are needed to investigate and characterize
NPs concerning size, shape, material, surface properties, and structure.99,100 Quantita-
tive techniques such as mass spectrometry (MS) or spectrophotometry provide mass- or
particle number concentrations.101,102 Also the chemical composition can be determined
by MS, nuclear magnetic resonance spectroscopy (NMR), and energy dispersive X-ray
spectroscopy (EDX).103,104 High pressure liquid chromatography combined with induc-
tively coupled plasma MS (HPLC-ICP MS) was used for the quantification of silver NPs
as well as asymmetric flow field flow fractionation (AF4) combined with ICP MS for the
quantification of functional groups on the surface of polystyrene NPs.101,105 While MS
offers high accuracy and precision it requires expensive equipment. NMR spectroscopy
is a non-destructive, but time-consuming and expensive method and limited to certain
nuclei. The structure of NPs can be investigated using for example NMR and X-ray
diffraction (XRD), while NMR gives insights in the local environment, XRD provides
information about the crystal structure.58,106,107 XRD is well-established but it is lim-
ited to crystalline materials while NMR can also be applied to amorphous materials.
With X-ray absorption spectroscopy (XAS) element specific information of electronic
structure and local geometry can be achieved. The amount of sample needed and the
averaging over a longer time period is a drawback for NP analysis. Surface properties
such as composition, structure, and charge can be determined by X-ray photoelectron
spectroscopy (XPS), atomic force microscopy (AFM), and zeta potential measurements.
XPS offers an atomic composition profile of the nanoparticle surface,108 AFM results
in a 3D surface map revealing the structural features of the surface,109 and the surface
charge can be determined using zeta potential measurements.110 Magnetic properties of
NPs are investigated by vibrating sample magnetometers (VSM).111 Imaging techniques
such as transmission electron microscopy (TEM), scanning electron microscopy (SEM)
and AFM are used to determine shape, size, and its distribution. AFM uses a cantilver,
which is moved over the sample surface, while TEM and SEM use electrons, which are
backscattered or transmitted resulting in contrast images depending on the density of
the sample. TEM and AFM offer a very high spatial resolution, which is limited in
SEM. Mean size and size distribution can also be identified by scattering methods like
dynamic light scattering (DLS) and small angle X-ray scattering (SAXS). DLS gives
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the hydrodynamic size distribution while it is limited by an intensive impact of small
numbers of large particles. SAXS is also a non-destructive method with a simple sample
preparation. A main difference between the microscopic imaging approaches like TEM
and the scattering approaches like SAXS for size determination is the amount of sam-
ple investigated. TEM gives insights into microscopic volumes of a sample while SAXS
takes a vastly larger sample volume into account, which is more representative of the
bulk material.112 The limitation of microscopy on a small area is compensated by the
real space image which is gained in contrast to SAXS, where a large volume is taken
into account while hte ambiguity of the data is a drawback. A multitude of solutions
might be valid for a set of collected scattering intensities. By knowing or assuming the
shape and packing of a sample solution the size and its distribution can be obtained.
This knowledge can be achieved by combining TEM and SAXS.113 An example of the
combination of techniques was reported for in situ nanoparticle growth and crystalliza-
tion investigated by SAXS and XAS utilizing an acoustic levitator as shown by Kabelitz
et al.114

2.2 Synthesis Gas and Reverse Water Gas Shift
Reaction

The concentrations of green house gases like CO2, CH4, and N2O in the earth’s atmo-
sphere have been increasing for decades. These gases are considered the main cause of
global warming, climate change, rising sea level, increased frequency of extreme weather
events and glacier melting. From anthropogenic sources approximately 66 % are as-
cribed to CO2.19 CO2 is also the main reason for ocean acidification, which seriously
threatens the survival of marine organisms.115,116 This negative trend might be stopped
through CO2 capture and storage (CCS) and CO2 capture and utilization (CCU). CO2
CCS of industrially produced CO2 in porous sediment layers in approx. 900 m depths117

is discussed controversially. The environmental risks of a possible release of CO2 cannot
be assessed.118 Since all carbon on earth is in a cycle, it is only a matter of time before
the stored CO2 is released back into the atmosphere. Furthermore, the storage of CO2
involves considerable costs that are not matched by any added value, so that CCS tech-
nology must be considered a transitional solution, if at all. Alternative to the storage
method is the usage of the pollutant CO2 as energy source and carbon source. So far
only urea, salicylic acid and carbonate are industrially produced from CO2

119 due to
the thermodynamic stability of CO2 demanding harsh conditions such as thermal and
electrical energy and catalyst. The improvement of catalysts may lead to CO2 not only
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being considered as a pollutant but also as a useful carbon source in the future. The
conversion of CO2 to synthesis gas (syngas), a mixture of CO and H2, has been recog-
nized as one of the most promising processes for CO2 utilization.120 In this case, the
conversion of CO2 to syngas plays a key role in the production of important industrial
chemicals and synthetic fuels.
The CO2 emission can be reduced by catalytic CO2 conversion with renewable energy,
such as wind power, solar energy, hydropower, and biomass.121

In the future it will be even more important to increase the efficiency of energy pro-
duction since fossil resources are limited. One possibility for this is the conversion of
conventional fuels such as coal and natural gas into syngas and hydrogen. Steam reform-
ing of methane (SRM) from natural gas is the main reaction to produce syngas and it is
mainly used for H2 production. It is a strongly endothermic reaction and leads to volume
expansion (see Equation 2.1). Due to the principle of Le Chatelier it is performed at
high temperatures and low pressure.
In principle any solid, liquid of gaseous hydrocarbon and even biomass can be used as
raw material, thus distinguishing between gas-to-liquid (GtL), coal-to-liquid (CtL), and
biomass-to-liquid (BtL).122 This variety of raw materials makes the production process
very flexible and it can be adapted to local conditions. For cost and process reasons,
only the GtL process is currently of interest, whereby mainly natural gas from sources
that are currently not economically developed serves as raw material (stranded gas). 123

SRM CH4 + H2O −−⇀↽−− CO + 3 H2 ∆RH = 206 kJmol−1 (2.1)
DRM CH4 + CO2 −−⇀↽−− 2 CO + 2 H2 ∆RH = 247 kJmol−1 (2.2)
POX CH4 + 0.5 O2 −−⇀↽−− CO + 2 H2 ∆RH = −36 kJmol−1 (2.3)
ATR CH4 + 0.5 O2 −−⇀↽−− CO + 2 H2 ∆RH = −36 kJmol−1 (2.4)

CH4 + H2O −−⇀↽−− CO + 3 H2 ∆RH = 206 kJmol−1 (2.5)

Alternative technologies for the syngas production starting from methane include dry re-
forming of methane (DRM), partial oxidation (POX), and autothermal reforming (ATR).
As shown in Equation 2.2 DRM is endothermic and volume expanding and requires
thereby high temperatures and low pressures with for example Ni-based catalysts.11

Compared to SRM, DRM produces a stoichiometric mixture of CO and H2. POX is
used for the conversion of biomass to syngas.124 The partial oxidation of methane, as
shown in Equation 2.3, is exothermic and therefore conducted without additional heat-
ing at atmospheric pressure. The ATR combines SRM and POX (see Equation 2.5).
The exothermic POX of methane to CO and water delivers the reaction partner for
further methane to be reformed to CO and hydrogen. Overall a 2:1 ratio of H2 to CO
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is achieved, which is an optimum for the further use of the product gas mixture for the
Fischer-Tropsch synthesis (FTS).125 A disadvantage of the POX and ATR is the use of
oxygen for oxidation and the associated process costs. The production of oxygen ac-
counts for up to 40% of the total costs for synthesis gas production. In principle, oxygen
could be replaced by air, but the high nitrogen content in the synthesis gas mixture is a
disadvantage.126,127

Syngas can also be synthesized starting from CO2 using the RWGS reaction. CO2 e.g
from the atmosphere is split catalytically using hydrogen at elevated temperatures due
to the endothermic reaction. The RWGS reaction was first observed by Wild and Bosch
in 1914, when they attempted to produce H2 from CO and steam on an iron oxide
catalyst.128 The RWGS reaction is currently a field of extensive studies23,129 and it is
important in the synthesis of methanol120 and in adjusting the H2/CO ration of syngas
for various applications.
Different routes to transform CO2 into liquid fuels using solar assisted processes and
H2 provided by electrolysis were compared by Mallapragada et al.130 The investigated
methods included biomass gasification, RWGS, algae-derived oils, and direct photosyn-
thesis. The conversion of CO2 to CO by RWGS reaction followed by CO conversion to
fuels with FTS had the highest current and estimated potential efficiency when CO2 is
captured from a waste gas or from the atmosphere.130

CO2 + H2 −−⇀↽−− CO + H2O ∆RH = 41 kJmol−1 (2.6)

CO2 represents the most stable component of all carbon- and oxygen-based molecules
and acts as inert in many reactions.125 Therefore the price to induce reactivity has to be
paid, but compared to DRM, SRM, and ATR the thermodynamics of the RWGS appear
to be more favourable. If economical and stable conditions can be developed for RWGS
reaction, it can be coupled with CO-based industry, making the existing processes overall
carbon neutral.131

Supported noble metal catalysts, such as Au,132,133 Pd,134 Pt,135 Rh,136 and Ru137 are
the most active catalysts. They show high activity towards dissociation of H2 and CO2
conversions close to the equilibrium and are resistant to coking and corrosion. But
their cost and limited availability as depicted in Figure 2.3 requires the development
of cheaper and more abundant catalysts, mainly of 3d transition metals such as Cu,23

Ni,14,23–25,138 Fe,139 and Co.140

The reaction mechanism of the RWGS reaction was studied by Roiaz et al. under near
ambient pressure on pure Ni(110) stable surface. They resumed that CO2 is chemisorbed
on the Ni(110) surface and acts as precursor for the dissociation to CO and O, which is
converted to water by the H2. This chemisorbed activated CO2-species was found to be
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Figure 2.3: Price versus crustal abundance (in parts per million) for selected elements. 141,142

also the reactive species for the full reduction of CO2 to CH4 within the Sabatier reac-
tion.143 Yang et al. investigated the mechanism on Rh/TiO2 as part of the methanation
using density functional theory calculations confirming the adsorption of CO2 on the
surface. But they found a preferred pathway via an adsorbed(*) COOH* species, which
dissociates into CO* while forming water, which was identified as the rate-determining
step.144 Rodriguez et al. found both mechanisms named above for the RWGS reac-
tion over Cu4/TiC(001), with HOCO being a key intermediate, as examined by density
functional theory-based calculations.145 The pathways of the CO2 hydrogenation by
NiCu/ZnO was investigated by Dziadyk with molecular dynamics simulations with the
DFT methodology. They considered the CO2 dissociation after adsorption via two dif-
ferent kinetically feasible pathways. Either by dissociating the C-O bond at the wall of
the nanocluster consisting of Ni and Cu or with the cleaved oxygen forming a bridge
between two Ni sites.146 The RWGS reaction can be driven using excess energy from
renewable energy sources. In a first step hydrogen and oxygen are generated via elec-
trolysis of water driven by renewable energy. The hydrogen is converted with CO2 from
the atmosphere to syngas via the RWGS reaction. The syngas can be utilized in vari-
ous processes as discussed earlier. These steps are summarized in the Power-to-Syngas
concept depicted in Figure 2.4, which can become a cornerstone of a sustainable energy
system.147
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Figure 2.4: Schematic depiction of the Power-to-Syngas concept. Adapted from Rueter. 148

In principle, syngas can be utilized in two different ways. Either by maximizing the
hydrogen yield or by directly converting into synthetic fuels or industrial chemicals (see
Figure 2.5). The purification of the hydrogen is achieved by e.g. using the WGS reaction
to convert the CO to CO2 or by cryogenic purification. The hydrogen is stored in various
manners such as gaseous (compressed hydrogen), liquid, chemically (metal hydrides), or
physically in metal organic frameworks (MOFs).149 It is later used in fuel cells/ hydrogen
engines, H2-gas stations, gas distribution systems, methanation, higher hydrocarbons,
or the Haber-Bosch-process producing ammonia used for e.g. fertilizers.150 In Germany
55 TWh of hydrogen is used for industrial applications every year, mostly produced
by DRM.151 Syngas can be directly used for the direct reduction of iron ore to iron
sponge152 or in the FTS to produce diesel and other hydrocarbons. The FTS is a

Figure 2.5: Different approaches for the utilization of synthesis gas.
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reductive oligomerization process catalysed by Fe or Co taking place at low temperatures
and pressures.153 Saturated and unsaturated hydrocarbons are the main product, which
can then be converted into fuels such as diesel, gasoline or heating oil via hydrocracking.
Another important utilization of CO is the production of methanol. CO and hydrogen
react to methanol over a catalyst, the most widely used catalyst nowadays is a mixture
of Cu and ZnO, supported on alumina, as first used by Imperial Chemical Industries
Ltd in 1966.154 Besides its use as a solvent, it can also be used as a transportable
fuel. Derivatives of methanol such as dimethyl ether and methyl tert-butyl ether are
already used in fuels. Methanol is also an important starting material for the industrial
production of formaldehyde, formic and acetic acid. A last significant use of synthesis
gas is in hydroformylation, where olefins are converted to aliphatic aldehydes using Co
and Rh complexes. These can be further hydrogenated to alcohols and then used for
the production of fine chemicals.
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3.1 Materials
All chemicals were used without further purification and are mentioned in Table 3.1 with
purity and supplier.

Table 3.1: Used chemicals with purity and supplier.

chemical molecular purity supplier
formular

Oleylamine C18H37N C18-content 80 - 90% Acros Organics
Trioctylphosphine C24H51P 97 % abcr GmbH
Trioctylphosphine C24H51P 90 % Sigma Aldrich
Nickel(II)acetylacetonate C10H14NiO4 96 % Acros Organics
Copper(II)acetylacetonate C10H14CuO4 98 % Acros Organics
Cobalt(II)acetylacetonate C10H14CoO4 99 % Acros Organics
Dibenzylethene C16H16 99 % Acros Organics
n-Hexane C6H14 99.0 % CHEMSOLUTE
Acetone C3H6O 99.5 % CHEMSOLUTE
Ethanol C2H6O 99.9 % CHEMSOLUTE
2-Propanol C3H8O 99.8 % CHEMSOLUTE
Acetone dry C3H6O 99 %, <0.01 % water PanReac
Ethanol dry C2H6O 99.5 %, <0.005 % water Acros Organics
Ethyl acetate pure C4H8O2 99.95 % CHEMSOLUTE
Ethyl acetate C4H8O2 99.5 % CHEMSOLUTE
Simvastatin C25H38O5 99.3 % Jubilant Organosys
Boron nitride BN 99.5 % Alfa Aesar
GRACE (porous SiO2) SiO2 Grace GmbH
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3.2 Nanoparticle Synthesis
All syntheses were performed under nitrogen atmosphere in 20 mL vials sealed with a
septum (butyl/PTFE) in a screw cap. These vials were heated to reaction temperature
in a dry heating block (IKA, Staufen, Germany, DB 5.6) on a heating plate (IKA,
Staufen, Germany). In a typical synthesis of monometallic NiNPs, varying volumes
(5 mL-10 mL) of oleylamine (OAm) were added to 0.25 mmol nickel acetylacetonate
(Ni(acac)2) at room temperature and the total volume was kept constant by adding
dibenzyl ether (DBE). After degassing the reaction solution by flushing it with a stream
of nitrogen for two minutes, the solution was heated to 100 °C and kept for 10 minutes.
After the addition of trioctylphosphine (TOP), the solution was degassed again with
a nitrogen stream for two minutes and heated to 220 °C reaction temperature for two
hours. The temperature profile of the heating block and the reaction solution is shown
in Figure 3.1. After cooling the solution to room temperature, an excess of acetone
was added to the solution, the solution was centrifuged (4000 rpm, 4 min) and the
supernatant was decanted. The nanoparticles were then redispersed in n-hexane. For
analysis, 250 µL reaction solution was mixed with 750 µL acetone in an Eppendorf vessel,
centrifuged in a benchtop centrifuge, decanted and then redispersed in 750 µL n-hexane.
The synthesis of bimetallic NiCu- and NiCo-nanoparticles was carried out according
to the synthesis of pure nickel nanoparticles with varying ratios of the metal salts
Ni(acac)2 and copper(II) acetylacetonate (Cu(acac)2) respectively cobalt(II) acetylacet-
onate (Co(acac)2).

Figure 3.1: Temperature profile during the synthesis of nanoparticles of th aluminium heating
block (black) and the reaction solution (red).
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3.3 Methods
Various X-ray-based methods were used to characterize the mono- and bimetallic nano-
particles. X-rays are electromagnetic radiation in the wavelength range of 10−3 to 101 nm
or an energy range of 3 to 500 keV. In the used laboratory equipment, X-rays are
generated in an X-ray tube under high vacuum. By applying a high voltage, electrons
generated at a cathode are accelerated towards a high-purity metal anode. They expel
inner electrons from the anode material. The holes in inner shells are filled up by
electrons from outer shells, emitting X-ray radiation characteristic of each transition.
These X-ray lines are designated by a capital letter (K, L, M, etc.), which stands for
the shell into which the electron is transferred. In addition, a Greek letter indicates
the difference between the principal quantum numbers n of the shells between which
the transition takes place (α when Δn = 1, β when Δn = 2, etc.). The X-ray lines
of these transitions further split up by the fine structure splitting. These result from
the interaction of orbital angular moment (l) (l ≤ n-1) and spin moment (s) (+1

2 , −1
2)

leading to the total angular moment (j) (j = l ± s). These transitions are called Kα1 and
Kα2. Since all characteristic X-rays are emitted simultaneously, a monochromator (e.g.
metal filter, single crystal) is used to obtain monochromatic radiation of most often Kα.

Figure 3.2: Schematic depiction of a synchrotron storage ring. The circular arrow indicates
the direction of the electron beam current, after reference. 155

An increased efficiency of the experiment can be achieved by using synchrotron radiation.
The X-ray beam is very intense, has a high flux, and the radiation is precisely collimated,
allowing a higher angular resolution. The wavelength can be adjusted to suit the sample
for measurement.155 Synchrotron radiation is produced when electrons are accelerated or
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change direction. Electrons are accelerated to almost the speed of light in high vacuum
tubes and guided along a circular path by magnets. These magnets can be bending
magnets, wiggler, undulators, or wavelength shifter. The bending magnet keeps the
electrons on their circular path. During the deflection process, the electrons emit a large
part of their energy in form of Bremsstrahlung.156 The wiggler and undulator (both
insertion devices) consist of a series of magnets whose magnetic fields vary sinusoidal
forcing the electrons to oscillate. The relatively large oscillation in a wiggler increases the
intensity of the emitted radiation as a continuous spectra just like the bending magnets.
In the undulator a higher number of smaller oscillations lead to the interference of the
emitted radiation resulting in a more brilliant beam with a fundamental and its harmonic
energies. By changing the vertical gap between the array of magnets in the insertion
devices the wavelength of the X-rays in the beam can be tuned. The desired wavelength
from the polychromatic synchrotron radiation can be selected using monochromators.
Compared to laboratory devices short measuring times can be achieved as well as a
better penetration of the material due to the high photon flux at the synchrotron. 155

3.3.1 Small Angle X-ray Scattering
Small angle X-ray scattering (SAXS) is a powerful method to characterize size, size
distribution and form of nanostructured systems in which the elastic scattering of X-rays
of a sample is recorded at very small angles. The smallest accessible angle determines
the largest resolvable feature size according to Bragg´s law. Compared to imaging
techniques, based on electron microscopy, all particles in the system are investigated.157

k0

ks
q

q

θ

sample
collimated
X-ray
beam

detector

scattering
curve

Ibeamstop

Figure 3.3: Depiction of a SAXS setup, consisting of a monochromated, collimated X-ray
beam, the sample and the detector. A scattering curve as a function of the scattering vector
q is shown behind the detector.

The scheme of a typical SAXS experiment is shown in Figure 3.3, in which a collimated
and monochromatic X-ray beam with the wavelength λ hits the sample. The scattered
photons at small angles are collected while the primary beam is blocked by a beamstop.
X-ray scattering at small angles is assumed to be fully elastic and coherent,158 hence,
the scattered intensity is proportional to the number of electrons in the sample and the
magnitude of the wave vectors of the incident and the scattered beam are equal:
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|k0| = |ks| = 2π

λ
(3.1)

Assuming two scattering centers in a nanoparticle as depicted in Figure 3.4, the difference
between the scattered beam is the optical path difference δ, which can be described by
the vector r

δ = r(k0 − ks) (3.2)

leading to a phase shift x of

x = 2π

λ
δ = −(2π

λ
)r(ks − k0) (3.3)

The scattering vector q is an important variable for SAXS and equals q = (ks − k0), so
the phase shift can be written as x = −r · q. (ks − k0) has a magnitude of 2ksin(θ) (see
Figure 3.3) and |q| is given as Bragg´s law by

|q| = q = 2 · k sin θ = 4π

λ
sin θ (3.4)

including λ as the wavelength and θ as half of the scattering angle, see Figure 3.3.

b) large particlea) small particle
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Figure 3.4: Illustration of the scattering process at two scattering centres P1 and P0 in a
small a) and a large particle b). It highlights that for the same irradiated wavelength and the
same path difference δ (phase difference), the scattering angle 2θ and the scattering vector q
is larger for smaller particles than for large particles.158 Thus, the scattering curve obtained
on the detector for smaller particles shows a drop in intensity at larger q values.

The total scattered intensity Itotal of colloidal systems is composed of the scattering of
the colloidal particles Iparticles, the solvent Isolvent, the capillary Icapillary, and the dark
current Idc.

Itotal = Iparticles + Isolvent + Icapillary + Idc (3.5)
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Iparticles is the sum of all particles in the system. Itotal can be calculated for a diluted
colloidal solution, which is a system with non-interfering particles with a number distri-
bution N(r), a form factor P (q) and the volume of the particle V (r)

Itotal =
∫︂ ∞

0
N(r) · (V (r)P (q))2dr (3.6)

The SAXS measurements were performed with a Kratky type instrument (SAXSess,
Anton Paar at 25 °C. An X-ray tube (40 kV / 40 mA) emitting Cu Kα radiation (λ
= 0.1542 nm) was used as X-ray source. The scattered radiation was detected at a
sample-detector distance of 303 mm with a microstrip X-ray detector (Mythen2 detec-
tor, Dectris, 8 mm x 50 mm. A flow capillary with a diameter of 1 mm served as sample
holder. The measuring time was between 5 and 20 min, with an irradiation time of
10 s. For background correction n-hexane measurements with identical measurement
conditions were performed. The used flow capillary was cleaned after each measurement
with n-hexane, a 2 % Hellmanex solution, water and 30 % nitric acid. The successfull
cleaning of the flow capillary was confirmed before each measurement by a reference
measurement of water for about 2 min. The experimentally obtained scattering curves
were background corrected and desmeared with the scattering curves of hexane and a
beam profile using the program SAXSquant 4.2.4 (Anton Paar). Then the corrected
scattering curves were approximated with a homogenenous sphere and a Schulz-Zimm
distribution of the radius in the program SASfit 0.93.5.159 In the Schulz-Zimm approx-
imation the scattering intensity I(q, r) results from the form factor for a monodisperse
sphere P(q, r, ∆ρ)and the Schulz-Zimm distribution S(r) for the radius.

I(q, r) = S(r)P (q, r, ∆ρ) (3.7)

P (q, r, ∆ρ) =
(︄

4
3πr3∆ρ

(︄
3(sin(qr)) − qrcos(qr)

(qr)3

)︄)︄2

(3.8)

S(R) = N

ra

(︃
r

ra

)︃k−1 kke−kr/ra

Γ(k) (3.9)

Where r is the mean radius and k is based on the polydispersity, k = 1/σ2, where σ2

corresponds to the valence. ra is the scaling parameter that defines the size distribution
for large k values, and N is the number of particles.160 The scattering vector q is given
by Bragg´s law (see Equation 3.15). As an alternative to the classical curve fitting
approach using e.g. the Schulz-Zimm distribution, the Monte Carlo based regression
package McSAS was applied.161 It avoids any mathematical restrictions to the parame-
ter distribution which analytical expressions typically imply. This method is based on
a set of independent non-interacting contributions being defined by one or more fitting
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parameters. For scattering data the method starts with a set of non-interacting scat-
terers of predefined shape (e.g. spheres), but with random values chosen for the fitting
parameter(s). The total model scattering pattern is given by the (weighted) sum of the
scattering patterns of each scatterer in the set. The optimization procedure progresses
through replacement of contributions in the set. At the end, the spread of fitting param-
eter values of the contributions in this set defines the final parameter distribution. The
detailed procedure is described elsewhere.159,162 The corrected scattering curves were
optimized using 300 contributions and 100 repetitions, respectively 1000 contributions
and 10 repetitions.

3.3.2 Anomalous Small Angle X-ray Scattering

SAXS is based on the measurement of the differential scattering cross section ( dσ

dΩ)
at a fixed X-ray energy, which is why the X-ray energy dependences are neglected in
SAXS theory. Differences between the SAXS differential scattering cross sections are
occurring in energy ranges near the X-ray absorption edges of an element present in the
sample. Anomalous Small Angle X-ray Scattering (ASAXS) is based on that effect and
utilizes the nonlinear energy dependence of the atomic scattering factor f(E) of these
elements (Equation 3.10) near their absorption edges. ASAXS consists of several SAXS
measurements carried out at different energies near the absorption edge of an element
and can be understand as a nanostructural and nanochemical characterization method,
because the distinguished effect near the absorption edges makes the method element
sensitive.163 Therefore, ASAXS allows the determination of the spatial distribution of
a specific element in or outside nanoobjects. The atomic scattering factor f(E) equals
the number of electrons of a given element (f0) far from the absorption edge, but shows
strong and nonlinear variations in the vicinity of an absorption edge. f(E) is given near
to an absorption edge of an element by:

f(E) = f0 + f ′(E) + i · f ′′(E) (3.10)

where E is the X-ray energy. The anomalous dispersion corrections f ′(E) and f ′′(E)
depend on the number of elements in the sample and the photon energy. They are both
connected to each other by the Kramers-Kronig relation164 and theoretically calculated
and tabulated by Cromer and Liberman.165 An example of f ′(E) and f ′′(E) of the
element Ni are shown in Figure 3.5a.
The total scattering intensity, I(q, E), is in case of ASAXS a function of q and the
X-ray energy, and can be written as linear combination of three independent scattering
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a) b)

Figure 3.5: a) Variation of the real and imaginary part of the atomic scattering amplitude
around the X-ray K-absorption edge of the element Ni at 8333 eV. The values are taken from
Cromer and Libermann.165 b) Energy dependences of the effective electron densities of Ni and
Cu and some of their oxides calculated around their X-ray absorption edges of Ni (8333 eV)
and Cu (8979 eV). Three energies (8004, 8330 and 8973eV), at which ASAXS was measured
are marked with straight lines.
contributions after Stuhrmann166

I(q, E) = I0(q) + f ′(E)Isc(q) + (f ′(E)2 + f ′′(E)2)Ir(q) (3.11)

where I0 is the normal SAXS term, Isc the scattering cross term, and Ir the pure resonant
scattering.166 By performing SAXS measurements on at least three X-ray energies near
but below the absorption edge, Ir can be separated and information about the spatial
distribution in nanosized structures of the resonant element can be achieved.167

The term b describes a background that is caused by the fluctuation scattering (density
and composition) and near an absorption edge also by fluorescence and from resonant
Raman scattering and needs to be added to the total scattering in Equation 3.6 giving:

I(q) =
∫︂ ∞

0
N(r) · (V p(r)P (q, r, ∆η))2dr + b (3.12)

The form factor, P (q, r, ∆η) depends on the shape and size r and on the electron density
difference ∆η. The contrast in SAXS depends on the electron density difference, ∆η,
between two nanosized regions. In case of a two phase system the differential scattering
cross section is proportional to the squared electron density difference (∆ρ(E))2 between
the two phases:

I(q) = dσ

dΩ(q, E) ∝ (∆ρ(E))2 = (ηNP (E) − ηs(E)) · (ηNP (E) − ηs(E))∗ (3.13)
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Here ηNP (E) and ηs(E) are the electron densities of the particle phase phase NP and
the solution s. The star indicates a multiplication with its conjugate imaginary value,
because in case of ASAXS the electron density becomes complex and will be assigned
as an “effective” electron density (EED). The EED ηi(E) of a phase i can be calculated
with the composition and the macroscopic mass density ρi as shown in Equation 3.14.

ηi(E) = ρi · NA ·
∑︂

j

fi(E) · cj

cj · Mj

(3.14)

NA is the Avogadro constant, j denotes the elements the phase consists of (e.g. Ni, Cu,
O), cj is the mole fraction of the element j and MjMj denotes the molar mass. The
effective electron densities of some relevant elements and compositions are calculated
using these equations and are shown in Figure 3.5b.
ASAXS measurements were conducted at the FCM beamline (four-crystal monochroma-
tor) of the Physikalisch-Technische Bundesanstalt (PTB) (BESSY II, Helmholtz Zen-
trum, Berlin).168 The scattering patterns were recorded with a 2D X-ray detector (Pi-
latus 1M). The incoming photon flux was permanently measured with a 8 micrometer
thin Si-photodiode operated in transmission mode169 and the transmitted beam intensity
with a photodiode inside the beamstop. The samples are measured in 1 mm capillaries
together with an empty capillary and the pure solution for a background subtraction.
The scattering of glassy carbon was measured at every X-ray energy to scale the mea-
sured intensities to absolute units, which is necessary to derive the contrast variations
with respect to the energies and f ′(E) and f ′′(E). The magnitude of q was calibrated
using the d-spacing of silver behenate measured with the samples at each energy. Ni
and Cu have 28 and 29 electrons, respectively. Their X-ray K-absorption edges to be
used for ASAXS are very close at 8333 eV and 8979 eV. Therefore, the anomalous be-
haviour of the two elements is not independent, but is overlapping as can be seen in
Figure 3.5b. Moreover, the fluorescence appearing after the edges are increasing the
angle independent scattering, which could cover scattering of smallest structural details.
As a consequence and to avoid this negative effect, the ASAXS experiment was focused
to the pre-edge region of Ni. SAXS was measured at 8 different X-ray energies, that are
7000 eV, 8004 eV, 8239 eV, 8304 eV, 8324 eV, 8330 eV, 8973 eV and 10000 eV. While 5
energies are near below the Ni-K edge, the 7 keV and 10 keV are chosen far from the
edges and 8973 eV is near the Cu absorption edge. Ni and Cu exhibit the same EED at
8004 eV, as shown in Figure 3.5b, while being much higher than the oxides. Very close
to the Ni K-edge at 8330 eV the EED of Cu is much higher than Ni, which turns around
at 8973 eV, where Ni has the highest EED and Cu equals NiO. These matching points
will be used in the interpretation of ASAXS and to derive the elemental composition of
the bimetallic NPs.
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Figure 3.6: The applied fitting
model consisting of a core, an inner
shell 1, and an outer shell 2.

The program SASfit 0.93.5159 was used for the ap-
proximation of the scattering curves at the different
incident energies. The nanostructure of the NPs
must be identically at the three energies (8004, eV,
8330 eV, and 8973 eV) and only the EED of pos-
sible structural units can vary. Structural units
could be a particle core or a surrounding shell of
varying compositions. SASfit was used in a quasi-
simultaneous manner: After a common structural
model was identified, able to fit all three energies,
the RED of the core was fixed to one. The ap-
proximation of the scattering curves at all energies
with a homogeneous sphere and a core-shell model
failed. Therefore an advanced model with a homo-
geneous core with a logarithmic size distribution and two shells with constant thickness
and a relative electron density difference to the solution was applied as shown in Fig-
ure 3.6.

3.3.3 X-ray Diffraction
The most commonly used method to study crystalline materials is X-ray diffraction
(XRD). Crystal structures of inorganic and organic compounds can be assigned. The
interference of the X-rays with the crystal lattices170 allows access to structural infor-
mation via the Bragg’s law (derived above), which was developed by William H. and
William L. Bragg in 1912 as simplification of the models theorized by von Laue.171,172

2 · d · sin(θ) = n · λ (3.15)

Figure 3.7: Schematic illustration of X-ray
diffraction.

The interference of the elastically scat-
tered X-rays is constructive, if the in-
terplanar spacing of parallel diffracting
planes d is an integer multiple n of the
wavelength of the incoming X-ray beam λ
with θ θ being the incident and exit an-
gle. When it is a first order scattering, n
subsumes into d.
The XRD measurements were performed
at the µSpot beamline (BESSY II,
Helmholtz Zentrum, Berlin).173 An acoustic levitator was used as sample holder(see
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subsection 3.3.10).174 With this, 10 µL of the colloidal hexane nanoparticle dispersion
were levitated and a scattering image was recorded for 5 min after solvent evaporation
in air. The synchrotron beam was focused by a pinhole, resulting in a beam diameter
of 100 µm with a photon flux of 109 s−1 at a ring current of 298 mA. The wavelength
achieved by a double crystal monochromator was 0.729 29 Å (17 keV) and the X-rays
were detected 213 mm behind the sample with a 2D X-ray detector (Eiger 9M, 3110
x 3269 pixels, pixel size 75 × 75 µm). This setup provided a q-max of 59 nm−1. The
diffraction images obtained were integrated and converted into diagrams of scattered in-
tensities versus the scattering vector q using DPDAK175 and compared with the COD176

and the JCPDS/ICDD database.177

3.3.4 X-ray Photoelectron Spectroscopy
X-ray photoelectron spectroscopy (XPS) is the most popular method for surface analysis.
It is based on the photoelectric effect described 1905 by Albert Einstein.178 When solid
matter is irradiated by light of sufficient energy, electrons can be ejected from the matter
with a kinetic energy Ekin, which depends on the energy of the light h·λ and the binding
energy of the electron in the matter Eb:

Ekin = h · λ − Eb (3.16)

In a relaxation process during the filling of an inner-shell vacancy of an atom Auger
electrons are ejected from the same atom.179 The detection of the amount of photoem-
mitted and Auger electrons as function of their kinetic energy in a suitable spectrometer
leads to the typical X-ray photoelectron spectra. The following information can be ob-
tained from the spectra: (a) elements which are present in the analysis volume and (b)
their amount from the intensities of the peaks. A high energy resolution, which allows
a determination of the binding energy with an uncertainty of ±0.2 eV, enables the iden-
tification of the valence states of the elements. The surface sensitivity of this methods
is based on the low inelastic mean free path of the ejected electrons in matter of a few
nanometers. Usually only 5 % of the ejected electrons can pass from the atom within
the matter to the surface in a depth lower than 10 nm without interacting and loosing
energy. Therefore, the information depth of XPS is often indicated with 10 nm. This
inelastic mean free path depends on the energy of the electrons, on the density, and the
valence electrons of the matter, which must be overcome by the electron on its way from
the excited atom to the surface of the matter. Modern databases allow an estimation of
this information depth with a relative uncertainty of around 15 %.180 An estimation of
the information depth with this database results in an information depth smaller than
5 nm for the nanoparticles investigated in this work.

25



3 Materials and Methods

Samples were prepared by dropping nanoparticle suspensions onto a cleaned silicon
wafer, previously treated with an UV Ozone Cleaner UVC-1014 (185 nm and 354 nm
wavelength UV radiation source; manufactured by NanoBioAnalytics, Berlin, Germany)
for 20 min. The suspensions deposited on the wafer were dried in air. The XPS measure-
ments were performed with an AXIS Ultra DLD photoelectron spectrometer manufac-
tured by Kratos Analytical (Manchester, UK) with monochromatic Al Kα radiation (h·λ
= 1486.6 eV) at a pressure of approximately 5 × 10−9 mbar. The electron emission angle
was 0° and the source-to-analyzer angle was 60°. The binding energy scale of the in-
strument was calibrated following a Kratos Analytical procedure, which uses ISO 15472
binding energy data.181 The XPS spectra were recorded by setting the instrument to the
hybrid lens mode and the slot mode providing approximately a 300×700 µm2 analysis
area. Furthermore, the charge neutralizer was used and all spectra were recorded in the
fixed analyzer transmission (FAT) mode. Survey spectra used for the quantification, for
the element identification, and the quantification were measured with a pass energy of
80 eV, high-resolution spectra used for the speciation were recorded with a pass energy
of 20 eV. The intensities of the significant peaks were determined after subtraction of a
modified Tougaard background using UNIFIT2022.182 For quantification of the spectra,
the intensities were normalized with Scofield cross sections,183 an estimation of the in-
elastic mean free path184 and the transmission function of the spectrometer which was
determined by a protocol recently published.185 It must be noted, that this quantitative
approach is only valid for samples, which are homogeneous in the analysis volume. This
is not the applicable for the core-shell nanoparticles, which were investigated herein. In
the last years several approaches to determine the shell thicknesses of core-shell nanopar-
ticles by XPS were developed,186 but they assume monodisperse spherical particles with
a homogeneous shell. The core-shell nanoparticles investigated here are nearly spher-
ical, but the other two assumptions couldn’t be ensured. The results were therefore
considered in a semiquantitative manner. The Cu 2p and Ni 2p peaks were used for the
determination of the Cu/Ni ratio, and for the Ni(0) to Ni(II) ratio the Ni2p3/2 peak was
considered. For Cu only metallic Cu or monovalent Cu was detected. Due to weakness
of the Cu LMM Auger signal it was not possible to distinguish between both valence
states without doubt.

3.3.5 X-ray Absorption Spectroscopy

X-ray near edge absorption structure spectroscopy (XANES) and extended X-ray ab-
sorption fine structure (EXAFS) are part of X-ray absorption spectroscopy (XAS), which
is an element specific technique for the determination of electronic structure and local
geometry of materials.187 X-ray radiation is partially absorbed and transferred to an
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electron close to the nucleus, when the incident energy is equal or greater than the bind-
ing energy of the inner-shell electrons of the probed atom. This electron is removed of its
shell and replaced by an electron from a higher shell. By scanning the monochromatic
incident energy an X-ray absorption spectrum is obtained. It can be divided into a pre-
edge, near-edge (XANES), and extended (EXAFS) region. The height of the pre-edge
peak depends on the coordination number, the oxidation state as well as the symmetry
of the molecule. In 3d metal ions the pre-edge peak is higher the lower the coordination
number, the higher the oxidation state as well as the assymmetry around the probing
atom. XANES includes the absorption edge, which depends on the oxidation state and
the near-edge region, which is a fingerprint of the atom species including the white line,
which increases with increasing oxidation state. In this region, multiple scattering of
the electron by neighbouring atoms occurs. The EXAFS region is about 50 to 1000 eV
above the absorption edge and is dominated by single scattering processes, which are
used for the analysis of the fine structure. Thus, the nature of the direct neighbours as
well as their distances can be inferred.188

XANES and EXAFS investigations were performed at the BAMline beamline at BESSY
II.189 The samples were prepared by applying a colloidal NiCu NP dispersion to boron
nitride to dilute it. The size of the resulting solid specimen was reduced with a mortar
and pestle and the resulting specimen was pressed to a defined layer thickness of 1
mm. The pre- and post-edge normalization of the absorption, the transformation of
the experimental EXAFS data into k-space (k = wave vector of the photoelectron), and
the determination of the EXAFS oscillations χ(k) were performed with the program
Athena.190 The evaluation of the χ(k) function and the simulation of the scattering
paths of the photoelectron were performed with the program Artemis using CIF files
with model structures to simulate the first coordination sphere around Ni and Cu.

3.3.6 Electron Microscopy

Transmission Electron Microscopy

First microscopic images using electrons were taken by Knoll and Ruska in 1931 and
reached higher resolutions than light microscopy from 1933 onwards.191 Transmission
electron microscopy (TEM) uses an accelerated and focused electron beam that is trans-
mitted through a sample and then detected.

The electron beam created by an electron gun is focussed by several lenses in vacuum
on the specimen plane. When the electrons hit the sample they pass through regions
consisting of lighter materials, but they are rebound at regions with atoms possessing
heavy nuclei. The image is formed on the underlying objective lens, greatly enlarged
by the projector lens, and finally collected as contrasted image with a CCD camera as
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depicted in Figure 3.8. Besides the transmission of the electrons, additional elastic and
inelastic scattering occurs, when the electron hit the sample. This produces various
signals such as secondary electrons, characteristic X-rays, Bremsstrahlung and Auger
electrons.192

specimen

objective lense

projection lense

CCD camera
final image

EDX detector

BF detector

HAADF detector

FEG

Figure 3.8: Schematic depiction of a
transmission electron microscope.

In 1925 De Broglie defined the wave nature of elec-
trons with the wavelength λ, the Plank’s constant
h, the mass of the particle m and the velocity of
the particle as follows:193

λ = h

mv
(3.17)

Derived from this, Ernst Abbe showed that the res-
olution d depends directly on the wavelength and
thus the speed of the electrons; with n·sinα= nu-
merical aperture (NA):194

d = 0.61 · λ

n · sinα
= 0.61 · λ

NA
(3.18)

The TEM images were acquired on a Talos F200S
microscope (Thermo Scientific, 1.4 Å point resolu-
tion) at an acceleration voltage of 200 kV. For the
measurement, a diluted nanoparticle hexane dis-
persion was dropped onto a lacey carbon coated
copper or gold grid and dried in air. The sam-
ples were cleaned before the measurement using
a plasma cleaner (Fischione Instruments, Model
1020) for 10 s under Ar atmosphere. The count-

ing of the particles in the obtained images was done with the graphics program Image J
1.52e. For the size determination at least 200 particles were semi-automatically detected
and the Ferret radius of each particle was determined.

Scanning Transmission Electron Microscopy

For scanning transmission electron microscopy (STEM) measurements a parallel beam
set-up is chosen and an image is scanned pixel by pixel and row by row either via the
direct beam as bright field image (BF), or as dark field image (DF) by only detecting
the scattered electrons e.g. as HAADF image (high-angle annular dark field) very close
underneath the specimen plane.
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Scanning Transmission Electron Microscopy - Energy Dispersive X-ray
Spectroscopy

STEM-EDX combines a STEM image with an informations of the elemental composition
of the sample. The inelastic scattering of the primary electrons hitting the sample
leads to the emission of characteristic X-rays, which is used for energy dispersive X-ray
spectroscopy (EDX). A beam electron knocks an electron out of an inner shell of an atom
and creates a hole, which is filled up with an electron from an outer shell with higher
energy. The energy difference between the two shells is emitted as elemental specific
X-rays and detected by an EDX detector positioned above the specimen plane. This
specific X-ray radiation is detected at every point of the STEM image resulting in an
EDX map of the investigated sample.

Scanning Electron Microscopy

Scanning electron microscopy is based on the same physics as TEM. The sample is grad-
ually scanned in vacuum with a focused electron beam, while the image is generated by
collecting the backscattered electrons. During environmental SEM (ESEM) measure-
ments the vacuum in the sample chamber is not so high, decreasing solvent evaporation
and allow the measurement of biological samples. SEM images of Au-sputtered samples
were recorded in high vacuum, using a FEI XL30 ESEM apparatus, with a resolution
of 50 nm. The electron beam voltage was set to 20 kV. The samples were fixed on a
carbon tape and covered with a 15 nm gold layer.

3.3.7 Pore Structure Analysis

For the pore structure analysis gas sorption with nitrogen at 77 Kelvin with an ASAP
2020 (Micromimetics) was used to determine the specific surface area from a multipoint
adsorption isotherm branch with the BET (Brunauer-Emmitt-Teller) calculation model
(relative pressure range of 0.05 < p/p0 < 0.2) according to DIN ISO 9277:2014. 195

Mercury intrusion porosimetry (MIP) was used for further characterization of the pore
size distribution (most frequent), the specific pore volume and the porosity with an
Autopore V (Micromeritics) according to ISO 15901-1: 2016-04.196

3.3.8 Mass Spectrometry

Inductively coupled plasma mass spectrometry (ICP-MS) measurements were performed
with an iCAP Qc ICP-MS (Thermo Scientific GmbH), equipped with a Teflon nebulizer
and quartz torch and spray chamber. Sample preparation was conducted by dissolving
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5 mg catalyst in 2 mL chloric acid, separating the supporting material by centrifugation,
after which 1:10 and 1:100 dilutions were measured.

3.3.9 Catalytic Testing

The catalytic testing of the bimetallic nanoparticles was conducted at Leibniz Institut
für Katalyse e.V. (LIKAT) in Rostock in the group of Dr. Sebastian Wohlrab. In
preparation nanoparticle dispersions were dry impregnated on a porous SiO2 (from the
supplier GRACE) in several steps until an approximate loading of 1 wt% nanoparticles
was reached. This process includes the the addition of a small amount of nanoparticle
dispersion (ca. 2 mL per 5 g GRACE) which diffuses into the pores and leaves the
material still dry. The solvent was evaporated at 70 °C in an oven for 1 hour after which
the process was repeated. After drying, the supported nanoparticles were washed several
times with ethanol and dried finally. Small portions of the catalysts (5 to 10 mg) were
dissolved in 2 mL chloric acid (s.b.), centrifuged and decanted. With ICP OES the metal
loading was measured as well as the molar ratio of Ni and Cu. Catalyst dispersions in
ethanol were sprayed in TEM grids for TEM measurements using pressurized argon.
The catalytic activities for the reverse water gas shift (RWGS) reaction were tested in
a horizontal fixed bed plug flow reactor at atmospheric pressure and in the temperature
range of 300 to 700 °C. Typically, 100 mg of catalyst was placed in the quartz tube with
an inner diameter of 8 mm and fixed with quartz wool. Behind the catalyst bed the
inner diameter of the reactor decreases to 4 mm. The temperature was controlled by
a thermocouple in the middle of the catalyst bed and the activity was measured for 5
minutes after reaching steady state at each testing point. The premixed reactant gas
consisted of 1:1 CO2:H2 and the gas flow passing the reactor was controlled by a mass flow
controller (MKS-Instruments, Andover, MA, US) a total flow rate of 25 ml/min. The
on-line gas analysis was carried out with a FT-IR spectrometer (Bruker Matrix-MG01,
Ettlingen, Germany) and the Bruker software Opus GA which uses reference spectra
of the single compounds and a non-linear fitting algorithm with a time resolution of
1 minute. The conversion of CO2 (XCO2) and the yield of CO (YCO) as well as the
selectivity (SCO) were then calculated by the following equations:

XCO2(%) = [CO2]in − [CO2]out

[CO2]in
· 100 (3.19)

YCO(%) = [CO]out − [CO]in
[CO2]in

· 100 (3.20)

SCO(%) = YCO

XCO2

· 100 (3.21)
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3.3.10 Acoustic Levitation

Figure 3.9: Depiction of the acoustic levita-
tor including the sonotrode (top), the reflec-
tor (bottom), the standing acoustic wave in be-
tween, and a representative levitated droplet.

A custom-made acoustic levitator174 was
used as a sample holder for XRD measure-
ments of NPs and the time-resolved XRD,
Raman and thermographic investigations
of the crystallization of simvastatin. This
device allows the handling of smallest sam-
ple quantities in an acoustic field with
elimination of any surface197 and it finds
a wide range of application in analytical
and material processing.198–201 The acous-
tic levitator consists of a sonotrode and a
concave reflector sharing the same axis of
cylindrical symmetry. The sonotrode is an
ultrasound transducer transforming alter-
nating voltage into acoustic waves with a
piezo-electric crystal working with an os-
cillating frequency of 58 kHz. These ul-
trasonic waves are reflected and focused
by the concave reflector as shown in Fig-
ure 3.9. Adjusting the distance between
sonotrode and reflector a standing wave
with several pressure nodes emerges in a
multiple of half the used wavelength. The
superposition of the primary and reflected
wave results in pressure minima and pressure maxima.202 Solid and liquid materials can
be levitated in the pressure minima between, which can reach a maximal diameter of
half the used wavelength as the size is a function of the wavelength.

In situ Investigation of Crystallization Processes

The in situ X-ray diffraction experiments were performed at the µSpot beamline (BESSY
II, Helmholtz Center Berlin for Materials and Energy). A beam with a wavelength of
1.001 Å (12.4 keV), a beam diameter of 100 µm, and a photon flux of 1 × 109 photons/s
at a ring current of 100 mA was used in a typical experiment. Scattered intensities were
recorded 214 mm behind the sample with a time resolution of 10 s with a two-dimensional
X-ray detector (EIGER 9M, 3110 x 3269 pixels, pixel size 75 x 75 µm) providing a q-max
of 43 nm−1. The scattering images were integrated employing the software DPDAK175
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and displayed using ORIGIN 9G. The in situ thermography measurements were per-
formed with an infrared camera (Microbolometer FPA detector, spectral range 7.5-14
µm, 640 x 480 pixels). The temperature diagrams obtained from the thermal camera
were normalized to the absolute temperature, which was determined with a tempera-
ture sensor (Klimalogg Pro 30.3039.IT, ± 1°C) positioned near by the droplet. In a
typical experiment 10 µL of a simvastatin solution in ethyl acetate, acetone, or ethanol
was transferred with a pipette in the levitator where an approximately spherical droplet
was formed. The simvastatin solutions in these solvents had the following molal con-
centrations: 4.3 × 10−2 mol kg−1 in acetone, 3.8 × 10−2 mol kg−1 in ethyl acetate, and
4.1 × 10−2 mol kg−1 in ethanol. The moment of sample insertion was taken as the initial
time (t0) of solvent evaporation.
At the synchrotron the evaporation was followed by Raman spectroscopy and X-ray
diffraction. Where the Raman spectra give an insight into the evaporation process of
the solvent while the XRD pattern reveal the crystallization behaviour. In the lab Raman
spectroscopy was combined with thermographic measurements following the temperature
evolution over the evaporation and crystallization process. In both set ups the size of
the shrinking droplet was detected by a camera and from the images the volume and
concentration of simvastatin in the droplet was calculated as shown in Figure 3.11.

Raman Spectroscopy

The Raman effect was experimentally proven by Chandrasekhara Raman in 1928.203

The effect describes the inelastic scattering of monochromatic light on materials based
on vibration, which involve a change of polarizability. The irradiated light causes the
energy state of a molecule to raise to an excited virtual state (see Figure 3.10). When the
molecule subsequently returns to its old state light of the same wavelength is emitted,
which is elastic scattering, also called Rayleigh scattering. However a part of the energy
is transferred to the molecule, which leads to an increase of the vibrational energy. The
scattered light has less energy and thus higher wavelengths, the so-called Stokes Raman
scattering. If the molecule was already in an excited state before excitation, and returns
to a lower level after light irradiation, light is emitted at a lower wavelength, also called
anti-Stokes Raman scattering. The resulting Raman bands reflect the frequency shift
of the scattered light relative to the irradiation wavelength and thus correspond to the
oscillation frequencies of the molecules. Preferably, the Stokes shift is measured, since
the probability of a molecule being in an excited vibrational state at room temperature
is lower than in the ground state according to the Boltzmann distribution.204 Raman
spectroscopy allows the distinction between crystalline and amorphous phases due to
changes in inter- and intramolecular interactions and conformational changes.
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Figure 3.10: Excitation scheme with Rayleigh, Stokes, and anti-Stokes scattering.

The in situ Raman measurements were performed with a Raman RXN1TM Analyzer
(Kaiser Optical Systems, Inc., Ecully, France) using NIR excitation at 785 nm, an irradi-
ance of 6.4 W/cm2 on the sample, and a CCD camera (1024 x 256 pixels). A non-contact
probe head with a spot size of 1 mm diameter and a working distance of 1.5 cm was
used for the experiments. An acquisition time of 5 x 5 s was chosen resulting in a time
resolution of 30 s, respectively.

Volume Detection

Volume detection was used during the in situ crystallization to determine the concentra-
tion of simvastatin in t he droplet. The volume of the shrinking droplet was monitored
based on the shadowgraph of the droplet using an USB-camera (UK1175, ABS GmbH,
Jena) and the software Image Capture 1.20.17 with a time resolution of 5 seconds. By
using a reference object with known size (Lref = 2mm) the calibrated dimensions of the
droplet (Llength,cal and Lhight,cal) can be extracted from the images (Equation 3.22). The
volume Vdroplet and concentration cdroplet of the droplet are available at any time using
Equation 3.23 and Equation 3.24.

Lcal[mm] = ldroplet[px]
lref [px] · Lref [mm] (3.22)

Vdroplet[mm3] = 4 · π

3 · Llength,cal[mm]2 · Lhight,cal[mm] (3.23)

cdroplet[mg/mL] = Vdroplet[mm3]
V0[mm3] · c0[mg/mL] (3.24)

The supersaturation was calculated dividing the actual concentration in the droplet by
the temperature dependent solubility determined as described in subsection 3.3.11.
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3.3.11 Solubility Determination

The solubility determinations of simvastatin in aceton, ethanol and ethyl acetate were
performed in an apparatus described by Gonçalves et al. over a temperature range from
10 to 30 °C (283 to 303 K) by the gravimetric method and UV Vis spectroscopy.205 In
a typical experiment suspension of simvastatin in around 10 mL of solvent was stirred
for 24 h inside a jacketed glass cell whose temperature (± 0.01 °C ) was controlled by
circulating water from a thermostatic bath through the cell jacket. The temperature of
the suspension was monitored with a resolution of ± 0.01 °C by a Pt100 sensor. Af-
ter the equilibration period the stirring was stopped and four aliquots of 2 to 3 mL of
the saturated solution were collected, using a preheated syringe adapted to a Whatman
PuradiscTM 25 TF micro filter (0.2 µm with a PTFE membrane). The aliquots were
transferred to pre-weighed glass vials. For the gravimetric method the mass of dissolved
simvastatin was determined by weighing the glass vials before and after solvent evapo-
ration to constant mass. The mole fraction of the simvastatin (χSim) in the saturated
solution was calculated from Equation 3.25

χSim = Msolvent · (m3 − m1)
Msolvent · (m3 − m1) + MSim · (m2 − m3)

(3.25)

where m1 is the mass of the empty vial, m2 the mass of the vial containing the saturated
solution, m3 the mass of the vial with the dried residue, and MSim and Msolvent the
molar masses of simvastatin and the solvent, respectively.

The UV Vis measurements were conducted on a Shimadzu UV-1800 apparatus equipped
with a TCC-240A cell holder. The quartz cell (1 cm optical path, covered by a Teflon
cap) temperature was maintained constant at 25.0 ± 0.10 °C using a Shimadzu TCC-
controller. For the measurements around 0.1 mL of the saturated simvastatin solution
was diluted in a volumetric flask to obtain an absorbance of around 0.5. The masses of
simvastatin solution and solvent used in the dilution process were both determined. The
wavelength 238 nm was chosen for calibration and concentration determination, which
corresponds to the absorbance maximum of simvastatin in ethanol. It was found to
exhibit a linear correlation to the simvastatin concentration in all solvent mixtures used,
exemplarily shown for the diluted simvastatin solutions examined at 20 °C.

Since the cutoff wavelengths of acetone (330 nm) and ethyl acetate (256 nm) are higher
than 238 nm, the saturated simvastatin solutions in acetone and ethyl acetate were
diluted with solvent mixtures of 1/100 acetone/ethanol and 1/200 ethyl acetate/ethanol
(v/v) mixtures. Calibration curves were obtained from measurements of simvastatin
solutions with known concentrations (see Table A.5).
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Figure 3.11: UV Vis spectra of saturated solutions at 20 °C of simvastatin in aceton (red)
diluted to 1:50,000 (aceton:EtOH 1:100), in EtOH (green) diluted to 1:20,000, and in ethyl
acetate (black) diluted to 1:33,000 (ethyl acetate:EtOH 1:200) with the chosen wavelength
marked in yellow.

χSim = c · Msolvent

c · (Msolvent − MSim) + 1000 · MSim

(3.26)

The mole fraction solubility of simvastatin, χSim, was calculated from Equation 3.26
where MSim and Msolvent are the molar masses and c (g kg−1) represents the simvastatin
concentration in the saturated solution. The c values were obtained from the UV Vis
absorbance measurements using the Lambert–Beer law and considering the dilutions
applied.
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In the following chapter an adapted approach for the synthesis of monometallic nickel
nanoparticles via thermal reduction is investigated regarding the influence of reaction
parameters such as the amount of reducing agent and stabilizing agent, as well as con-
centration and reaction volume on the final nanoparticles (NPs). The formed nickel
nanoparticles (NiNPs) are investigated extensively by various analytical techniques re-
sulting in information about size, shape, crystallinity and electronic structure. The
catalytic activity for the reverse water gas shift reaction (RWGS) is confirmed. The
adapted synthesis approach is extended to bimetallic Ni NPs with either Co or Cu and
the influence of the reaction parameters on the final NPs is studied extensively. Besides
the catalytic activity for the RWGS reaction, its relation to structural and surface prop-
erties of the NPs is revealed and the final NPs are investigated thoroughly.
First experiments in the acoustic levitator investigating the crystallization behaviour of
the active pharmaceutical ingredient simvastatin were performed. Interesting solvent
dependent behaviour was found and extensively studied as discussed in section 4.4 as
well as in two publications.206,207

4.1 Size-tunable Synthesis of Monometallic Nickel
Nanoparticles

A number of methods for the preparation of metal NPs have been developed, includ-
ing photolytic reduction,50 radiolytic reduction,51 sonochemical method,52,53 solvent ex-
traction reduction,54 microemulsion technique,53 polyol process,55 and thermal reduc-
tion.49,56–58 The thermal reduction using amines as reducing agent and phosphines as
stabilizer was studied by various research groups. Most syntheses of NiNPs described
in the literature are conducted under standard air-free conditions using vacuum or inert
gases like nitrogen49,71,208 or argon48,57,209 to remove air potentially trapped in solution
and gas phase. The procedures take place in bulky equipment like Schlenk tubes,71

three-necked flasks,48,49,208 or, alternatively, in an autoclave.111 A simpler and much
more efficient approach for synthesizing NiNPs under thermal conditions is needed that
must still prevent the oxidation of Ni. The typical synthesis procedure of the thermal

37



4 Results and Discussion

reduction of nickel(II) acetylacetonate (Ni(acac)2) with oleylamine (OAm) as reducing
agent and trioctylphosphine (TOP) as stabilizing agent is schematically shown in Fig-
ure 4.1 and described in detail in section 3.2. (Ni(acac)2), OAm, and co-solvent dibenzyl
ether (BDE) are mixed in 20 mL glass vials and flushed with N2 at room temperature.
The reaction mixture is heated up to 100 °C, TOP is added and flushed with N2 again.
After two hours at reaction temperature (220 °C) the NP dispersion is cooled down. The
synthesis is conducted under near-air-free conditions purging the reaction solution with
N2 stream in 20 mL glass vials with a septum circumventing standard air-free conditions
and space-consuming glassware.

Figure 4.1: Schematic illustration of NiNP synthesis conditions using Ni(acac)2 as precursor,
OAm as reducing agent and solvent, DBE as co-solvent, and TOP as stabilizer.

This synthesis route leads to the formation of NiNPs with a narrow size distribution. To
investigate size and shape of the NPs as well as the size distribution transmission electron
microscopy (TEM) measurements were conducted. The TEM image in Figure 4.2a shows
NiNPs prepared using the following representative conditions: 50 mmol L−1 Ni(acac)2,
two equivalents (eq) of stabilizer trioctylphosphine (TOP), ten eq oleylamine (OAm) as
reducing agent and dibenzyl ether (DBE) as co-solvent, 220 °C, and a two-hour reaction
time. Typical spherical 12.5 nm NiNPs in diameter are obtained. The narrow size
distribution (±0.5 nm) of the NPs derived from the TEM images is shown in Figure 4.2c.
High resolution TEM images of the NPs reveal polycrystalline domains in the NPs.
The lattice fringes of 0.20 nm (Figure 4.2b) are an indication for the formation of face
centered cubic (fcc) Ni (111). To analyse the structure and confirm the finding from
high resolution TEM X-ray diffraction (XRD) was conducted. The XRD pattern of
the NiNPs is shown in Figure 4.2d (inset) in comparison to fcc Ni (JCPDS database,
PDF 04-0850).210 The reflections at q = 30.6 and 35.6 nm−1 correspond to the Miller
indices (111) and (200) and confirm the fcc structure of the Ni consistent with the TEM
images. The width of the reflections in the XRD pattern result from the relatively small
crystalline domain sizes in the NPs.
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Figure 4.2: a) TEM image of NiNPs prepared with 50 mmol L−1 Ni(acac)2, 2 eq TOP, 10
eq OAm, 2 h at 220 °C, with narrow size distribution (diameter = 12.5 ± 0.5 nm); (b) HR-
TEM image revealing lattice fringes of 0.20 nm in NiNPs indicating fcc Ni (111); (c) particle
size distribution of NiNPs; d) SAXS data of NiNPs dispersed in hexane with a curve fit
according to a homogenous sphere with a Schulz–Zimm size distribution resulting in 11.8 nm
and a polydispersity of 8%; (inset) XRD of NiNPs (black) as compared to the database entry
JCPDS database PDF 04-0850 (red) for bulk Ni; e) normalized Ni K-edge XANES-spectra
of NiNPs (black straight), a Ni foil (black dots), NiO (grey straight), and Ni(acac)2 used as
precursor (grey dots); f) EXAFS oscillations as a function of the interatomic distance R in real
space obtained by Fourier transformation of NiNPs (black) and fcc Ni bulk fit (red).
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TEM is a direct method providing real images of the NPs and gives a very good impres-
sion of size and shape. But due to its limitation on a microscopic volume of the sample
being depicted, it is not able to give an information of the whole sample. Structural
effects might appear during the drying process when preparing the NPs on the TEM
grid. Small angle X-Ray scattering (SAXS) in contrast is an indirect and bulk method
analysing the NPs in solution and taking the whole sample volume into account. SAXS
lacks on the other hand any shape information, which has a major impact on the scatter-
ing curve and is necessary for the data evaluation. Thus a combination of TEM, giving
insights into the shape of the NPs, and SAXS, giving a statistical size and its distribution
across the NPs, is very powerful for NP characterization. Correspondingly the size of the
NPs shown in Figure 4.2a were additionally evaluated as NP dispersed in solution using
SAXS. The SAXS data shown in Figure 4.2d were fitted with a monodisperse sphere and
a Schulz-Zimm distribution of the radius, which is described in subsection 3.3.1. This
analysis resulted in a particle size (diameter) of 11.8 nm with a polydispersity of 8 %.
Borchert et al. compared the particle size measurements using TEM, SAXS and XRD
using quasi-spherical, highly monodisperse and crystalline CoPt3 NPs.157 They found
a good agreement between the sizes obtained from the three methods within a mean
deviation of 5-7 %. The more homogenous the sample the more accurate and reliable
was the particle size determination. The mean deviation of the mean NP size of the
NiNPs determined by TEM and SAXS in the present work is about 6%, which is in
good agreement, considering the study of Borchert et al.
After investigating size, shape and crystal structure of the NPs, the local structure and
the oxidation state were examined by X-ray absorption near edge structure (XANES)
spectroscopy and extended X-ray absorption fine structure (EXAFS) measurements.
Figure 4.2e shows XANES spectra at the Ni K-edge of the NiNPs alongside Ni(acac)2,
NiO, and a metallic Ni foil. The intense white line observed in the spectra of NiO and
Ni(acac)2 (dotted and solid grey lines in Figure 4.2f) is an expression of the bivalent
state of Ni compared to the absence in pure Ni (dotted black line) due to the valence
difference. The absence of the intense white line in the spectrum of the NiNPs (solid
black line) verifies the similarity to pure Ni(0) and the valence differences compared to
NiO and Ni(acac)2.211 This strongly suggests the formation of pure non-oxidized NiNPs.

Table 4.1: Comparison of the fitted EXAFS data, including coordination number and Ni-Ni
distance (R), of the NiNPs with the structural parameters of fcc Ni (RMSE = 0.05 Å).

coordination number distance R/Å
Ni fcc NiNPs Ni fcc NiNPs

Ni fcc Ni1.1 12 6.55 ± 0.44 2.49 2.47
Ni fcc Ni1.2 6 2.85 ± 2.69 3.52 3.46
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EXAFS measurements were carried out in addition to the XANES measurements, to
gain an understanding of the local coordination geometry around Ni. In Figure 4.2f, the
EXAFS spectrum is shown in real space with a fit for bulk fcc Ni. The good agreement of
the simulated structure of fcc Ni with the experimental data indicates that the crystalline
domains of the NiNPs form fcc Ni. The interatomic distances between the Ni atoms in
real space (Figure 4.2f) in the NiNPs correlate with the bulk fcc Ni in the first and
second coordination sphere as listed in Table 4.1. The number of Ni atoms is, however,
lower than the bulk Ni. The EXAFS and XANES measurements confirm the structural
finding derived from TEM and XRD (in Figure 4.2a and d), suggesting the formation
of fcc Ni in the NPs. The short range interatomic distances correlating with bulk fcc Ni
derived from EXAFS support the findings in the high resolution TEM images indicating
polycrystalline domains inside the NiNPs which are limited in size and order, indicated
by the lowered coordination numbers.

a) b)

Figure 4.3: a) Relative radially averaged electron density of NiNPs derived from scattering
curves obtained at energies of 8000, 8304, and 8330 eV. b) XPS spectra of NiNPs in the region
of the Ni2p3/2 states.

Surface analysis of the NiNPs with X-ray photoelectron spectroscopy (XPS) were con-
ducted and the Ni2p3/2 region given in Figure 4.3b was used to determine the Ni(0) to
Ni(II) ratio. A Ni(0)/Ni(II) ratio of 0.13±0.02 was determined suggesting the formation
of a passivation NiO layer on the NiNPs. To support the passivation of the NiNPs sur-
face, anomalous SAXS (ASXAS) measurements were conducted at the FCM beamline
at BESSY II at different energies around the Ni X-ray K-absorption edge (8333 eV),
which are 8004, 8304, and 8330 eV. The effective electron density (EED) of Ni decreases
strongly towards the Ni K-absorption edge as given in Figure 4.31, so does the EED of
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NiO correspondingly. The relative effective electron density (RED) NiO/Ni is at around
0.8 constantly. A core-shell model was applied and the relative radial electron density
profile is depicted in Figure 4.3a. It includes a core with a radius of 5.5 nm and a shell
with a thickness of 3.0 nm resulting in a total NP size of 17 nm. The RED in the core
decreases towards the Ni K-edge, which follows the trend of the EED of metallic Ni, con-
firming the presence of Ni in the core. The calculated RED of Ni given in Figure 4.3a is
higher than in the shell at all energies, indicating the location of pure Ni in the core and
NiO in the shell, since the EED of NiO is lower than of metallic Ni at all used energies.
The ASAXS measurements confirm the formation of a passivation layer of NiO around
a Ni(0) core. The applicability of a core-shell model vs a homogeneous sphere model on
the SAXS data derived from the lab and the synchrotron is discussed in subsection 4.3.5.

Figure 4.4: Formation of NiNPs using primary amines and TOP as stabilizer adapted from
H. Kulla.212

A closer look was then taken at the reaction pathway of the NP formation. A generalized
reaction pathway proposed by H. Kulla is shown in Figure 4.4.212 At room temperature
Ni(acac)2 is not soluble in OAm, thus forming a gel-like consistency in the viscous
solvent. This gel liquefies above a temperature of around 70 to 80 °C. Upon addition
of OAm to Ni(acac)2 a colour change from light turquoise to blue occurs, indicating a
complexation or rather ligand exchange of acetyl acetonate with the amine. At elevated
temperatures water settles on the glass walls, which may originate from crystal water

42



4 Results and Discussion

of the Ni(acac)2 or, proposed by Kulla, from a condensation reaction of the amine with
the carbonyl function of the acetylacetonate ligand in which water is released. A second
colour change occurs after adding TOP to the solution at 100 °C which indicates a
second ligand exchange of the Ni complex since OAm and TOP are both clear solvents.
Upon heating to 220 °C a drastic colour change to black/brown occurs, indicating the
nucleation process of the metals and formation of NPs.
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Figure 4.5: UV Vis spectra of reaction solution at different points of the synthesis. All
solutions were diluted in hexane from 1:20 up to 1:80. Additional to the reaction solution after
TOP addition, while heating and after 0, 10, 39, 69, and 120 minutes at reaction temperature
220 °C reference spectra of Ni(acac)2, OAm, and TOP are shown.

The time dependence of the particle formation was studied with SAXS, TEM, and UV-
Vis spectroscopy. The following reaction conditions were used: 25 mmol L−1 Ni(acac)2

with 120 eq reducing agent and solvent OAm and three eq stabilizer TOP, for two hours
at 220 °C. The visible colour shift was also detected by UV Vis spectroscopy, Figure 4.5.
The extinction was recorded at different points throughout the synthesis. The absorption
maximum of pure Ni(acac)2 in ethanol is around 310 nm. The UV Vis extinction after
40 minutes shows the beginning of extinction of light over the whole spectral range
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corresponding to the brown/black colour, which the NP solution exhibits. The whole
spectral range extinction intensifies over the course of the reaction. This phenomenon
can be described as a convolution of absorption and scattering processes of the reaction
species and the formed NPs.213

Table 4.2: Influence of reaction time on particle size (diameter d) and polydispersity (PD)
derived from TEM and SAXS. The following reaction conditions were chosen: 25 mmol/L
Ni(acac)2, 120 eq OAm, 3 eq TOP, 2 h at 220°C.

time / min size / nma PD / %a size /nmb PD /%b

0 3.7 28 - -
10 8.7 22 8.3 8
40 12.5 11 11.5 7
70 12.9 10 11.8 9
120 12.9 8 12.2 5

a = TEM data. b = SAXS data.

Figure 4.6: TEM images of NiNPs after 0, 10, 40, 70, and 120 minutes reaction time at the
same reaction conditions noted in Table 4.2.

The reaction was stopped after several time periods at reaction temperature (220 °C,
after 0, 10, 40, 70, and 100 minutes), NPs were precipitated and redispersed in n-hexane,
and TEM and SAXS were measured. The particle sizes are shown in Table 4.2. The
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main NP growth takes place during the first 40 minutes at reaction temperature 220 °C.
Within this time the final particle size of 12-13 nm is reached. The TEM images show
the increase in size from quite polydisperse spherical 4 nm NPs (PD 28 %) to much
more uniform NPs after 40 minutes. At all investigated times during the reaction the
NPs were spherical. After 40 minutes a relatively low polydispersity of 11 % is reached
which decreases to a final minimum dispersity of 8 % after a two-hour reaction time.
NPs can be considered monodisperse, when the standard deviation of their diameter is
less than 10 %.214–216 The NP sizes derived from SAXS data are in good agreement with
the TEM data although they are slightly smaller, see Table 4.2.
Carenco et al. showed in a TEM study that particles which offered a coarse surface
after one hour of reaction time ripened to spherical NPs within two hours of reaction.49

Due to the agreement of our results with those of Carenco et al. showing a decreasing
dispersity within the second hour at reaction temperature 220 °C, two hours reaction
time was chosen for investigations concering the influence of the reaction conditions on
the final NPs.

4.1.1 Studies of Reaction Conditions

The ability to tune the size of the NiNPs is critical ensuring their suitability for large-
scale industrial applications. Various aspects of this new adapted synthesis method were
explored to optimize the conditions for the tunability such as (1) amount of reducing
agent (5–122 eq OAm), (2) amount of stabilizer (1–50 eq TOP), and (3) the reaction
volume dependence (5–20 mL). The long-term stability of the NPs and their catalytic
activity are discussed afterwards.

(1) Amount of reducing agent OAm:

Figure 4.7: Chemical structures of the reducing agent OAm (left) and the stabilizer TOP
(right).

The chemical structure of OAm is given in Figure 4.7. To investigate the influence of
OAm on the particle size the TOP amount was kept stable at 1.5 eq. To keep the
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volume stable the co-solvent DBE was added in various amounts. It is considered a
good additional solvent to OAm since it is non-toxic, stable at high temperatures, and
available in high purity. Alternatives like octadecene worked well as co-solvents, but
were very difficult to separate from the NPs.212 Based on SAXS data, the influence
of the amount of OAm on the particle size was studied using 5 - 122 eq OAm (see
Figure 4.8). The underlying SAXS data are shown in Figure A.3. The diameter of the
particles varies between 8.0 and 15.5 nm (black squares) and a decreasing amount of
reducing agent results directly in the formation of larger NPs.

Figure 4.8: NP size relative to amount of OAm with corresponding polydispersity, based on
SAXS data. T = 220 °C, t = 2 h, [Ni] = 50 mmol/L, TOP/Ni = 1.5.
The OAm amount variation induces no significant change in the polydispersity (blue
squares in Figure 4.8), which varies within 8 and 12%. When no DBE was used with 58
eq OAm, 9.1 nm large NiNPs were obtained. To reach 122 eq OAm the Ni concentra-
tion was reduced to 25 mmol L−1 leading to 9.5 nm NiNPs, which is comparable to 60
eq OAm. By changing the amount of reducing agent OAm the size of the final NPs can
be adjusted mainly within 5 - 30 eq OAm from 15.5 to 10.5.

(2) Amount of stabilizer TOP:

The influence of 1 - 50 eq TOP was studied using two different Ni precursor con-
centrations (50 and 25 mmol L−1), one identical to the investigations concerning the
OAm influence and one with the half concentration of Ni precursor to get an insight
whether the stabilizing effect of TOP depends on the metal concentration. The sizes
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of the synthesized NiNPs are shown in Figure 4.9, which are based on SAXS data,
shown in Figure A.4. Increasing the TOP concentration results for both concentrations
in decreasing NP sizes (Figure 4.9a). The decrease in particle size with an increasing
amount of TOP is steeper for the 50 mmol L−1 Ni(acac)2 concentration, which might
be explained by noting that the higher number of growing seeds in the same volume
increases the tendency of nuclei to coalesce. TEM images of several different syntheses
demonstrate well-separated, narrowly dispersed spherical NPs that are arranged in an
ordered fashion, presumably due to the effective stabilization by TOP (Figure 4.9b–d).
Upon increasing the amount of TOP to 30 eq, much smaller NPs are formed, which are
still well-separated but are now randomly distributed and no longer ordered compared
to 10 eq TOP for example.

Figure 4.9: a) Influence of TOP concentration on NP size: T = 220 °C, t = 2 h; b)–d) TEM
images of NiNPs formed from 50 mmol L−1 Ni(acac)2 with 3 eq TOP b), TOP/Ni = 10 c), and
TOP/Ni = 30 d).
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(3) Reaction volume dependence:

Three repetition experiments were conducted using a volume of 5 mL and a concentration
of 50 mmol L−1 Ni to test the reproducibility of the adapted synthesis method. The
syntheses lead reproducibly to 9 nm NPs with a low polydispersity, as shown in Table
4.3. The respective SAXS data are shown in Figure A.5. Increasing the reaction volume
twice and fourfold to 10 and 20 mL shows negligible effects on the NP size as well as on
the size distribution. This finding indicates an independence of the synthesis method
from the reaction volume which is a good starting point for upscaling with regard to
large scale industrial catalyst production.

Table 4.3: Volume-dependent NP size in a range of 5 to 20 mL based on SAXS data. [Ni]
50 mmol L−1, 3 eq TOP, 2 h at 220 °C.

volume / mL size / nm PD / %
5 9.2 8
5 9.4 8
5 8.8 11
10 9.4 9
20 9.6 11

Figure 4.10: Element distribution of Ni and oxygen by EDX/STEM on NiNPs synthesized
with the following conditions: 50 mmol L−1 Ni(acac)2, three eq TOP, and 61 eq OAm. a) Two
weeks after preparation; b) stored in air for nine weeks after first measurement. The full STEM
image and the regions of interest are shown in Figure A.2.
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Long-term stability of the NPs:

The element distribution throughout the NPs was investigated using scanning electron
transmission microscopy (STEM) and energy dispersive X-ray spectroscopy (EDX) mea-
surements. Figure 4.10 shows the element distribution of Ni and oxygen within the
NiNPs (top) and the corresponding STEM images (bottom) with a blue line indicat-
ing the path of the linescan. The NPs were examined two weeks after synthesis (Fig-
ure 4.10a) and after nine weeks of storage under ambient conditions (Figure 4.10b) on
the TEM grid. The element distribution of Ni within the NiNPs (depicted in the lines-
can) matched with the contrast differences in the STEM image (shown underneath the
linescan) which are visible by the electron density difference between the Ni in the NPs
and the carbon film in the background. The maximum average atomic fraction of Ni,
derived from a linescan of an EDX map shown in Figure 4.10, in the NPs decreased over
time. This is indicated by a maximum of 100 mol/mol Ni in the freshly prepared NPs
compared to a maximum atomic fraction of 80 mol/mol Ni in the aged particles. The
local oxygen concentration after synthesis indicated a small oxygen appearance around
the NPs whereas most of the particle surface was not oxidized. The overall increase of
the oxygen fraction over storage time indicated the partial oxidation of the particles.

Figure 4.11: EDX mapping of NiNPs after synthesis (50 mmol L−1 Ni(acac)2, three eq TOP,
and 61 eq OAm): a) Element distribution of carbon, oxygen, phosphorus, and b) Ni. EDX
mapping of these NiNPs after nine weeks storage in air: c) Element distribution of carbon,
oxygen, phosphorus and d) Ni.
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The NPs show a higher oxygen amount across the whole linescan thereby indicating
a partial surface oxidation of the NP. The findings in the element distribution in the
linescans are even more prominent in the element mapping in Figure 4.11. The Ni is
evenly distributed within the particles (b and d). The oxygen, carbon and phosphorous
distributions are shown in Figure 4.11a and c. The carbon distribution was not analysed
in the linescan, as it showed strong intensities around the particles assignable to the lacey
carbon film on the used Cu TEM grid which is visible in the top half of Figure 4.11a. The
phosphorus distribution confirmed the presence of stabilizer TOP on the particle surface
leading to separated and well-organized NPs. The intensity of the oxygen increased
over the time of storage, which is easily seen in the differences of the mapping images
by comparing the amounts of oxygen and carbon, since the amount of carbon keeps
stable. The oxidation occuring over time suggest that there are open sites on the NP
surface accessible for the gas phase, which are fundamentally important for catalytic
applications.
The NP size prepared with the facile adapted synthesis method can be tuned within 4
and 15.5 nm by varying the amount of reducing agent OAm and stabilizer TOP, while
the reaction volume does not affect the final NPs. After a reaction time of two hours at
reaction temperature 220 °C spherical non-oxidized NiNPs are achieved, which oxidize
over time. A next step after the characterization of the preparation method is the
investigation of a possible application of the prepared NiNPs as catalysts for the RWGS
reaction.

4.1.2 Catalytic activity of Nickel Nanoparticles for RWGS Reaction

The conversion of CO2 to syngas (H2 and CO) via the reverse water gas shift re-
action (RWGS), a mixture of CO and H2, has been recognized as one of the most
promising processes for CO2 utilization.120 The catalytic activity of the NiNPs syn-
thesized with the new adapted simple synthesis procedure for the reverse water gas
shift reaction (RWGS) was determined at atmospheric pressure using a representative
sample with a particle size of 14 nm (reaction conditions given in Table A.1). The
NiNPs were supported on porous silicon dioxide (SiO2, GRACE) via a dry impreg-
nation method described in subsection 3.3.9 resulting in 1.05 wt% loading, as deter-
mined by mass spectrometry (ICP-MS). The NPs supported on SiO2 as prepared are
shown in Figure 4.12a-b in two magnifications. The TEM images indicate a uniform
distribution of well-separated NPs on the SiO2 surface. XAS measurements of the
catalyst material were conducted before catalysis and are shown in Figure 4.12b-c.
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Figure 4.12: a) TEM images of 14 nm NiNPs on porous SiO2 with a NP loading of 1.05
wt%, b) normalized Ni K-edge XANES-spectra of NiNPs (black), NiNPs@SiO2 as prepared
(dark grey), NiNPs@SiO2 after catalysis (light grey), a Ni foil (red straight), and NiO (red
dotted), and c) EXAFS oscillations as a function of the interatomic distance R in real space
obtained by Fourier transformation of NiNPs (straight black), NiNPs@SiO2 as prepared (dark
grey dashed), NiNPs@SiO2 after catalysis (light grey), and the corresponding fcc Ni bulk/NiO
fits in different shades of red.

Table 4.4: Comparison of the fitted EXAFS data of unsupported NiNPs (RMSE = 0.05 Å)
and the catalyst material (NiNPs@SiO2) before catalysis (pre, RMSE = 0.11 Å) and after
catalysis (post, RMSE = 0.13 Å) with the structural parameters of fcc Ni and NiO.

coordination number distance R/Å
Ni fcc exp NiO exp Ni fcc exp NiO exp

NiNPs 12 6.55 ± 0.44 - - 2.49 2.47 - -
pre 12 1.60 ± 0.97 6 0.67 ± 0.31 2.49 2.49 2.09 1.94
post 12 1.90 ± 1.14 6 0.49 ± 0.49 2.49 2.50 2.09 1.91
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Compared to the pure NiNPs (straight black line), which exhibits dominantly a Ni-Ni
distance of 2.49 Å like bulk Ni fcc, the as prepared catalyst (dashed dark grey) shows
the shorter Ni-O distance of 2.09 Å like NiO in addition to the Ni-Ni distance. The
catalyst was prepared under ambient conditions, which made more oxidation possible.
The catalyst material post catalysis (dotted light grey) shows interestingly a shift back
to the longer Ni-Ni distance and slight changes in the coordination number (Table 4.4),
indicating a higher amount of Ni fcc and lower amount of NiO.

The catalytic activity was tested in a fixed-bed reactor at ambient pressure (1 bar) with
25 mL/min 1:1 H2:CO2 from 200 to 700 °C and the resulting activity and selectivity is
shown in Figure 4.13a. A near 100% selectivity for CO (S(CO)) was achieved over the
whole temperature range while negligible amounts of CH4 were formed. The catalytic
activity becomes significant above 350°C and increases strongly until 430 °C reaching
a CO2 conversion (X(CO2)) of 11 %. The activity increases constantly up to 700 °C
although the steepness decreases above 430 °C. A maximum catalytic activity at 700°C
of 46 % conversion of CO2 is reached. In a second approach the catalytic activity was
tested stepwise up to 500 °C and afterwards down to 300 °C shown in Figure 4.13b. The
strong increase above 350 °C is reproduced in two experiments and the activity below
400 °C increases strongly after the catalyst was heated to 500 °C. This behaviour change
might be connected to the reduction of NiO in the catalyst as determined by EXAFS.
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Figure 4.13: CO2 conversion and selectivity of monometallic NiNPs@SiO2 for the RWGS
reaction with 100 mg catalyst, 1.05 wt% loading, and a gas hourly space velocity (GHSV) =
15 000 L kg−1 h−1, CO2:H2 1:1 a) continuously between 200 and 700 °C and b) stepwise up to
500°C and cooling afterwards. In a) the conversion of CO2 to CO is shown in % (black) and
the CO selectivity in % (blue) and the two experiments in b) in black respectively red with
transparency for cooling.
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4.1.3 Findings in context of literature

The herein presented new facile adapted synthesis route leads to pure NiNPs with a
narrow size distribution for which the term monodisperse is used in the field of nanoma-
terials. Monodispersity describes a collection of objects which have the same size, shape,
or mass without a dispersity. IUPAC prefers to use the more satisfactory term uniform
mainly in the field of polymers.217 Xu et al. defined monodisperse samples as NPs with
<10% standard deviation in diameter216 and Wu et al. synthesized Co NPs with a di-
ameter of 10 nm ± 1 nm, which they claimed monodisperse.215 Carenco et al. produced
monodisperse NiNPs with 9 nm and a standard deviation of σ < 7.9 %49 comparable
to monodisperse NiNPs synthesized by Metin et al. which are 3.2 nm in diameter with
a standard deviation of ~7 %.70 Metin et al. refer mono- respectively polydispersity to
the shape of the formed NPs. Murray et al. define their metal NPs as monodisperse
with a standard deviation of σ < 5 %.93 Very recently Muzzio et al. stated that “For
NPs to be defined as monodisperse, the standard deviation in their diameter (or in one
dimension) should be less than ten percent.”214

The herein described NiNPs with narrow size distribution exhibit a polycrystalline char-
acter such as syntheses reported in literature by e.g. Eluri et al., Wang et al., and
Ishizaki et al.48,218,219

XRD measurements of the NiNPs indicate the formation of non-oxidized NPs. Although
no standard air-free techniques were used, also XANES strongly suggests the formation of
pure non-oxidized NiNPs, consistent with literature.69 The XANES measurements prove
the herein adapted, facile, and near-air-free synthesis procedure to be a valid alternative
to the complex routes described in literature.48,71,208 Winnischofer et al. concluded a
disordered complex structure of their NiNPs from their XANES measurements. In this
work we support this finding and give deeper insights into this disorder with EXAFS by
quantifying the number of surrounding Ni atoms.
Taking a closer look at the local and surface structure of the herein prepared NiNPs, the
formation of a thin and disordered NiO layer around the NiNPs is detected. This seems
to be contrary to the XRD data, which only identified Ni fcc. This phenomenon was also
described by Winnischofer et al. and Couto et al.69,220 They concluded the formation
of pure NiNPs from the XRD data, but found a negligible percentage of metallic Ni
species on the NP surface with XPS. It was not possible to detect the NiO with XRD
presumably due to low crystallinity and low occurrence.
The time frame of the particle formation found with our adapted synthesis procedure
leading to particles exhibiting the near final size after 40 minutes is in accordance with
the findings of Ishizaki et al.219 who determined a full conversion of Ni(acac)2 to NiNPs
within 30 minutes using 0.5 eq TOP and OAm as reducing agent and solvent. They
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used 60 mmol Ni precursor corresponding to 3.5 g Ni and utilized XRD to investigate
the product composition, and the product weight to examine the turn-over of the syn-
thesis. After 5 minutes they still saw reflections assignable to Ni(acac)2 in XRD which
disappeared after a 15 minute reaction time. At this time reflections corresponding to Ni
were found in XRD and 2.7 g particles were recovered (corresponding to 77 % turn-over).
After 30 and 60 minutes reaction duration Ishizaki et al. recovered 3.5 g particles (100
% turn-over) exhibiting reflections of Ni in XRD.
However, Carenco et al.49 showed in a TEM study investigating NiNP formation that
the particle surface after one hour reaction time was still very rough. By extending it
to two hours, they found that the sphericity of the NPs increased. This process was
attributed to digestive ripening, which includes an intra-particular reorganization of the
Ni atoms in the outer layer of the particle.
Oleylamine plays an important role in the metal NP formation as investigated by Vivien
et al.221 They determined the importance of the double bond in comparison to octadecy-
lamine leading to a much lower polydispersity which might be due to a lower stability of
the capping with octadecylamine. Additionally, the bend of the OAm chain induced by
the double bond disfavours the interdigitation and limits the aggregation of the NPs.222

The chain length of the amines was found to be important in the final stabilization of
the NPs since melting evolutions appeared in an electron beam after using octylamine
(C8) instead of oleylamine (C18).221 The amine function was found to be essential for
controlling size, shape, and stability of NPs in solution. The replacement of oleylamine
with octadecene or tetradecane led to bulk metal instead of NPs. It was found by Cheng
et al. that at least 3 eq OAm is needed for a quantitative reduction of the Ni salt,68

which was a key factor in choosing the investigated range of 5-122 eq OAm in this work.
Compared to syntheses described in the literature using standard air-free methods, e.g.,
by Carenco et al.,49 in this work smaller particles are observed at comparable amounts
of reducing agent, which also show a higher sphericity at a comparable polydispersity.
Two main reasons are important for the dramatic particle size changes at lower OAm
equivalents (5–30 eq). The first one is a kinetic effect due to the nature of oleylamine
acting as a reducing agent, correlating the amount of OAm present in the reaction
volume directly to the reaction rate. A slower reaction rate induced by less reducing
agent also decreases the nucleation rate and increases the probability of growth of the
existing Ni clusters through aggregation. The amine group plays the most important role
in these reaction kinetics, which is responsible for the reduction process as demonstrated
by Carenco et al.71 via successful reduction with even shorter alkyl amines. The second
reason is the role of OAm as a stabilizing agent. The amine part interacts with the Ni
surface while the hydrophobic chain provides steric hindrance.223 By reducing the OAm
amount the number of nucleation seeds increases in solution, which are not sterically
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hindered from each other, increasing the chance of growth. However, when enough
OAm is present (around 30 eq OAm) in its role as stabilizer, the size of the particles
changes only slightly upon increasing OAm amount from 10.2 to 8.0 nm. Using less
than 5 eq OAm only agglomerates settling down to the magnetic stirring bar were
observed. The ferromagnetism of Ni contributes to the agglomeration on the stirring bar
since particles lager than 32 nm were found to be ferromagnetic while smaller particles
exhibited superparamagnetic characteristics.224

Increasing the amount of stabilizer TOP (Figure 4.15) leads to the formation of smaller
NPs. The steric hindrance of TOP leads to the formation of a capping layer around the
particles, inducing a more effective stabilization and preventing them from continued
growth through aggregation.225 The excess of OAm used in these experiments causes
the nucleation to proceed so quickly that even 1 eq TOP is sufficient to stabilize the
NPs. This leads to NPs with a narrow size distribution and low polydispersity of 10 %.
LaGrow et al. studied the effect of TOP concentration in a range of 0 - 2 eq TOP using
100 kPa hydrogen in a synthesis cell designed for in situ experiments.56 They found
final particle sizes of 14.0 nm for 0.5 eq TOP to 11.0 nm for 2 eq TOP with increasing
sphericity of the NPs with increasing amount of stabilizer TOP. The herin adapted and
facilitated synthesis route results in highly spherical NPs with a comparable size (10.2
nm with 1 eq TOP) to the findings of LaGrow et al. The region of strong effect of the
stabilizing agent on the NP size is shifted to higher amounts (3-50 eq TOP) compared
to former studies of Carenco et al.49 In the latter study, the increase of TOP from 0.1 to
0.5 eq led to a strong change in particle size from 25 to 9 nm, whereas the size difference
was negligible between 0.5 and 5 eq TOP both giving 9 nm NPs.
The herein synthesized monometallic NiNPs show a good catalytic activity within 350-
700°C with a maximum conversion of 46 % CO2 . Ranjbar et al. investigated the
catalytic activity of Ni supported on MgO for the RWGS reaction in the temperature
range of 400 to 700 °C using effectively 100 mg catalyst with a varying loading from 2 to
15 wt%, and 50 mL min−1 gas flow consisting of CO2:H2 1:1 at atmospheric pressure.14

They reached a maximum CO2 conversion of 43 % CO2 with 7 wt% Ni loading at
700 °C. The CO2 conversion increases with temperature and Ni content up to 7 wt%,
at higher loadings a decrease of catalytic activity is observed. The CO selectivity at
400 °C decreases with increasing Ni loading from 100 to 53 % for 2 to 15 wt% Ni and
is around 100% at 700 °C for all loadings. The in the present work synthesized and
supported NiNPs show a higher CO2 conversion at 700 °C with 1 wt% Ni than Ranjbar
et al. reached with 7 wt% Ni loading. The CO selectivity of the herein reported catalyst
is close to 100 % at all temperatures while the CO2 conversion at 400 °C is around
4%. This significant enhancement of catalytic activity at 700 °C might result from
the supporting method, since a dry impregnation method was used in this work to
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prepare the catalyst via supporting the preliminary synthesized NiNPs on SiO2 while
Ranjbar et al. impregnated their supporting material with metal precursor which was
calcined at 600 °C afterwards. The dry impregnation of NPs on the supporting material
could result in a higher Ni surface available as catalytic site therefore increasing the
conversion of CO2. An other factor playing a role in the enhanced activity of the NiNPs
compared to the catalysts investigated by Ranjbar et al. is the flow speed of the gas
mixture, which is 25 mL min−1 in this work and 50 mL min−1 reported from Ranjbar et al.
Increasing the flow speed was found to lead to slightly decreased conversions of CO2.23

The increase of catalytic activity at lower temperatures after heating the catalyst up to
500 °C needs further investigation involving in situ testing of the catalyst and extensive
characterization after high temperature catalysis.

Table 4.5: Comparison of catalytic activities concerning conversion of CO2 (X(CO2), %) and
selectivity of CO (S(CO), %) at 1 bar and CO2:H2 1:1.

T /°C 400 500 600 700
X(CO2) NiNPs@SiO2

1 4.0 20.5 35.1 45.9
X(CO2) 7% Ni-M12,*14 14 27 35 43

literature Ni-CP3,*25 4 16 29 38
Ni-P1234,*138 36

S(CO) NiNPs@SiO2
1 99.6 98.8 99.3 99.7

S(CO) 7% Ni-M12,*14 79 84 92 100
literature Ni-CP3,*25 90 97 99 100

Ni-P1234,*138 100
1 100 mg cat., 1.05 wt% NiNP on SiO2, 25 mL min−1 gas flow.
2 100 mg catalyst, 7 wt% Ni on MgO, 50 mL min−1 gas flow.
3 50 mg catalyst, 1 wt% Ni on CeO2, 100 mL min−1 gas flow.
4 20-50 mg catalyst, 1 wt% Ni on CeO2-P123, 100 mL min−1.
* values derived from graphical depictions

Wang et al. tested the catalytic activity of Ni supported on cerium oxide CeO2 pre-
pared by different supporting methods such as co-precipitation, deposition-precipitation,
and impregnation.25 For their catalytic tests they used 50 mg catalyst with 1 wt% Ni,
CO2/H2 feed stream at 100 mL min−1 with a feed ratio of 1:1 under atmospheric pressure
and in a temperature range of 400 to 750 °C. The overall highest CO2 conversions were
reached with the catalyst prepared by deposition-precipitation although this catalyst
showed the lowest selectivity for CO. The catalyst prepared via impregnation showed
the lowest CO2 conversion while giving 100 % selectivity for CO throughout the temper-
ature range. The catalyst material prepared by co-precipitation gave the best catalytic
performance giving a relatively high CO2 conversion with a good CO selectivity as shown
in Table 4.5. The herein presented catalyst shows comparable CO2 conversion at 400 °C
but higher conversions at raised temperatures with comparable CO selectivities.
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Liu et al. improved their catalyst preparation by involving P123 ((ethylene oxide)20-
(propylene oxide)70-(ethylene oxide)20) into the co-precipitation process of CeO2 and
Ni.138 They could enhance their catalyst stability and the selectivity at 600 °C resulting
in a comparable conversion as achieved with the herein presented catalyst. The hysteresis
which occured at lower reaction temperatures after heating the catalyst up to 500 °C
needs further investigation concerning the surface modification of the NiNPs and the
influence of the supporting material.

4.2 Bimetallic Nickel Cobalt Nanoparticles

A common non-rare earth metal catalyst for the RWGS reaction is pure Ni. However
there are some drawbacks which Ni exhibits during catalysis. Thermal instability and
carbon deposition are common problems of Ni catalysts.226 To solve these problems,
different approaches such as changes in the preparation method, modification of the
catalyst support, or the addition of a second metal to create a bimetallic catalyst were
considered.227 In this work the focus lays on the addition of close neighbour 3d-elements
of Ni, including Co and Cu, to form bimetallic Ni NPs. By this approach the use of
expensive and rare noble metals can be avoided.
Bimetallic Ni NPs were synthesized by co-reduction of two metal salts which are nickel
acetylacetonate (Ni(acac)2) and either cobalt acetylacetonate (Co(acac)2) or (Ni(acac)2)
and copper acetylacetonate (Cu(acac)2). For the size control the reaction parameters
were varied according to the preparation of the monometallic NiNPs (see section 4.1).

Figure 4.14: Scattering curve of bimetallic NiCo NPs with a diameter of 13.8 nm (left) and
TEM image of these NPs prepared using 93 eq OAM, 3 eq TOP, a Ni/Co concentration of
30 mmol L−1 and a 4:1 ratio.
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Standard reaction conditions of 30 mmol L−1 salts (4 eq Ni(acac)2 and 1 eq Co(acac)2)
with 3 eq TOP and 93 eq OAm lead to 13.8 nm NPs with narrow size distribution of 12%.
The TEM image confirms the spherical shape of the NPs and the mean size derived from
that TEM image is 14.4 nm with a size distribution of 15%, which is in good agreement
with the 13.8 nm derived from the SAXS measurement shown in Figure 4.14.
The impact of the amount of stabilizer on the NP size was investigated increasing the
TOP amount from 1.5 to 30. The synthesized NPs were investigated using SAXS and the
determined size and polydispersity of these NPs are shown in Figure 4.15. By increasing
the amount of TOP the NP size decreased from 14 to 8 nm while the polydispersity kept
consistently below 17%. This indicates that the size of these NPs is tunable although
the size range is not very large.

Figure 4.15: Impact of TOP on the NP size with the following
reaction condition: 30 mmol/L metal salt, 0.2 eq Co(acac)2,
adjusted eq OAm, 5 mL, 2 h at 220°C

A rather drastic char-
acteristic of the nano-
particle solution gets obvi-
ous by taking a closer look
to the TEM image in Fig-
ure 4.16 b. Mainly spheri-
cal NPs with comparable
sizes can be seen beside
which some smaller ir-
regularly shaped NPs ap-
pear. Since the pure
NiNPs appeared exclu-
sively in spherical shape
the deformed NPs might
be caused by the addition
of the Co to the system.
To confirm this hypothesis

the element distribution throughout these nanostructures was investigated by conduct-
ing an EDX mapping additional to STEM measurements represented by a linescan given
in Figure 4.16 a, corresponding to the STEM image in c, which is enlarged in d. The
spherical NPs consist, as expected, mainly of Ni, since it was provided in fivefold quan-
tities in the reaction solution. Co is randomly distributed within these spherical NPs in
much lower quantities. The irregularly shaped NPs however consist exclusively of Co.
This shows that Ni only forms bimetallic NPs whereas Co forms also small irregular pure
Co NPs. One explanation for this finding could be the standard redox potential of these
two metals which indicates the energetic favourability of the reduction. The standard
redox potential of Ni is E0(Ni2+/Ni0) = − 0.23V and for Co E0(Co2+/Co0) = −0.28 V .
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Figure 4.16: Element distribution of Ni and Co by EDXS/STEM: a) linescan of Ni and Co
over four NPs, which are depicted in c), enlarged in d), and additional TEM image of the same
sample b). TEM respectively STEM images of NiCo NPs prepared with 3 eq TOP, adjusted eq
OAm, 5mL, 2h 220°C with different concentrations and metal ratios varying from 5:1 (Ni:Co)
in e) over 1:1 in f) and g) up to 1:4 in h).
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Both metals disfavour reduction while the values are very close to one another. Since
E0(Ni2+/Ni0) is larger than E0(Co2+/Co0) its reduction might start earlier and with a
higher reduction rate leading to the formation of spherical NiNPs. During this reduction
and formation process the reduction of Co starts and Co is introduced into the spherical
NPs. However, monometallic Co NPs also form. The difference in crystal structure
between face centered cubic Ni and hexagonal closed packed Co could also cause the
phase separation. The negative effect of Co on the sphericity of the NPs is supported by
TEM/STEM images of bimetallic NPs synthesized with metal ratios varying between
5:1 and 1:4 eq Ni(acac)2:Co(acac)2 shown in Figure 4.16 e-h. The higher the cobalt
content in the sample the rarer are spherical NPs within irregularly shaped NPs.
Due to the strong irregularity and the low size tunability Co was considered as a non-
optimal co-metal for the formation of monodisperse bimetallic Ni NPs. As an alternative
further investigations were conducted using Cu as co-metal in the following chapter.

4.3 Bimetallic Nickel Copper Nanoparticles

4.3.1 Physical Characterization of Nickel Copper Nanoparticles

The thermal reduction pathway adapted and simplified for the monometallic NiNPs
was expanded with the addition of copper acetylacetonate (Cu(acac)2) in the reaction
mixture and its co-reduction with Ni(acac)2. A representative synthesis with a Ni:Cu
ratio of 5 leads to the formation of 15.8 nm sized NiCu NPs with a size distribution of
10 % derived by SAXS analyses using the Schulz-Zimm distribution (see Figure 4.17a).
The XRD pattern of these NPs, given in Figure 4.17b, shows reflections of crystalline
Ni(0) and Cu(0), indicating crystalline domains inside the NPs. TEM measurements
were performed to confirm the size and resulted in spherical 16.8 nm NPs with a size
distribution of 15 % as shown in Figure 4.17c-d, which is in accordance with the size
derived by SAXS. STEM EDX measurements of these NPs indicate the formation of a
core shell structure with Cu in the center surrounded by a Ni layer as evident from the
linescan of representative NPs Figure 4.17e and in the element mapping in Figure 4.17f.
The structure can be explained with the different standard potentials of Cu and Ni. The
standard potential of Cu (E0 (Cu2+/Cu) = 0.34 V) is higher than Ni (E0 (Ni2+/Ni) =
- 0.23 V), which means that Cu is easier to reduce while Ni requires harsher conditions
thus Cu is reduced first, followed by Ni, leading to Ni@Cu core-shell NPs. To study the
local structure and the oxidation state XANES/EXAFS measurements were performed.
The Ni- and Cu- K-edge EXAFS spectra are shown in Figure 4.18. The Ni K-edge
EXAFS spectrum of the NPs (black) shows similarities to the pure Ni fcc as well as to
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Figure 4.17: a) SAXS curve of 15.8 nm NiCu NPs (circles), prepared using 90 eq OAM,
10 eq TOP, a Ni/Cu concentration of 30 mmol L−1 and a 5:1 ratio, fitted with Schulz-Zimm
model (red line) and b) XRD pattern of 15.8 nm NiCu NPs (black) compared to the database
entries JCPDS database PDF 04-0850 for bulk Ni (black) and PDF 04-0836 for bulk Cu (red).
c)-d) TEM images of monodisperse spherical NiCu NPs with a radius of 16.8 nm prepared
using 90 eq OAm, 10 eq TOP, a Ni/Cu concentration of 30 mmol L−1 and a 5:1 ratio in two
magnifications. e) Linescan of a representative bimetallic NiCu NP, f) EDX mapping with Ni
(red) and Cu (green).
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Figure 4.18: a) Normalized Ni K-edge EXAFS-spectra of bimetallic NiCu NPs (black), a
Ni film (red straight), and NiO (red dotted), b) normalized Cu K-edge EXAFS-spectra of
bimetallic NiCu NPs (black), a Cu foil (green), and CuO (green dotted, c) EXAFS oscillations
as a function of the interatomic distance R in real space obtained by Fourier transformation
of NiCu NPs (black) and fcc Ni bulk and NiO fit (red), d) EXAFS oscillations as a function
of the interatomic distance R in real space obtained by Fourier transformation of NiCu NPs
(black) and fcc Cu bulk fit (red).

Table 4.6: Comparison of the fitted EXAFS data of the NiCu NPs with the structural pa-
rameters of fcc Ni, NiO (RMSE = 0.11 Å), and fcc Cu (RMSE = 0.05 Å).

coordination number distance R/Å
ref NiCu NPs Rmodel Rfit R2

diff

Ni fcc 12 1.62 ± 0.60 2.49 2.54 0.023 Å2

NiO 6 0.69 ± 0.18 2.09 1.93 0.002 Å2

Cu fcc 12 11.29 ± 1.00 2.56 2.53 0.001 Å2

Cu fcc 6 4.91 ± 3.44 3.62 3.57 0.003 Å2
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the NiO, although the prominent white line of NiO is not as strong for the NPs. The Cu
K-edge EXAFS spectrum of the NPs (black) is nearly identical to the Cu foil, confirming
the presence of metallic Cu. These similarities are supported by the coordination number
N and the interatomic distance R extracted from the EXAFS data shown in Table 4.6.
The number of directly coordinated Ni atoms is quite low compared to fcc Ni, which can
be explained with a low crystallinity and the formation of NiO. The Cu atoms exhibit a
nearly perfect first and second coordination sphere compared to fcc Cu. These findings
support the location of Cu in the center of the bimetallic NPs covered by a protective
passivation layer of NiO.
a) b)

Figure 4.19: a) Effective electron density of Ni and Cu and some of their oxides calculated
around the X-ray K-absorption edges of Ni (8333eV) and Cu (8979eV) and b) relative radially
averaged electron density of NiCu NPs derived from scattering curves obtained at energies of
8004, 8330, and 8973 eV.

The nanochemical structure of the NiCu NPs was characterized with ASAXS measure-
ments. ASAXS is measured at X-ray absorption edges SAXS of elements, by which
the nanostructure and the elemental composition fluctuations of these elements can be
determined. Ni(0) and Cu(0) have X-ray K-absorption edges at 8333 eV and 8979 eV, re-
spectively. At 8004 eV Cu(0) and Ni(0) show the same effective electron density (EED),
while being much higher than NiO and e.g. CuO as shown in Figure 4.19a. At 8330 eV
the EED of Cu is significantly higher than Ni, which is still higher than NiO. The EED
of Cu is not different to NiO at 8973 eV, but much less than Ni. Important is to mention
that the EED of Cu is higher than that of Ni at 8330 eV. That relation is reversed at
8973 eV. This knowledge will be used to identify, where elements are enriched or diluted.
The scattering curves were approximated using a sphere with a LogNorm distribution
for the core and two shells surrounding the sphere, with shell 1 being the inner shell and
shell 2 the outer shell. The shell and core thickness derived from the fitting model is
given in Figure 4.19b. The relative effective electron densities (RED) are approximated
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and given relative to the core, which is set to 1. At 8004 eV the inner shell exhibits
the same RED as the core, while the RED of the outer shell 2 is much lower indicating
the location of NiO in the outer shell. At 8330 eV the RED of the inner shell is lower
compared to the core, suggesting the location of Cu in the core, since the EED of Cu
is higher than Ni at 8330 eV. The RED of the inner shell is higher than the core at
8973 eV, supporting the assumption of a Ni rich shell 1. The RED of the outer shell is
drastically lower compared to the inner shell and the core confirming the formation of
a passivation NiO layer. Combining the information from the three energies, the NiCu
NPs are composed of a NiCu alloy core surrounded by a Ni enriched layer, which is
covered by a NiO dominated outer passivation shell.

4.3.2 Influence of Reaction Conditions
The conditions of the adapted thermal reduction synthesis method reported herein were
investigated to optimize the size tunability. Reaction conditions such as (1) time de-
pendence of the particle formation, (2) amount of reducing agent (5-90 eq OAm), (3)
amount of stabilizer (1.5-50 eq TOP), and (4) concentration of metal salts were varied.
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(1) time dependence of particle growth:

For this purpose, a reaction using 30 mmol L−1 metal salt (Ni(acac)2:Cu(acac)2 = 5:1)
with 90 eq reducing agent OAm to the metal salt and 3 eq stabilizer TOP was heated
to 220 °C and stopped after 10, 40, 70, and 120 min, precipitated, and redispersed in n-
hexane. The particle sizes were determined using SAXS (see Table 4.7). The underlying
SAXS-data are shown in Figure A.7.

Table 4.7: Influence of reaction time on particle size and polydispersity.The following reaction
conditions were chosen: 31 mmol L−1 metal salt, 0.19 eq Cu(acac)2, 88 eq OAm, 10 eq TOP, 2
h at 220°C.

time / min size / nm1 PD / %1

10 15.3 20
40 19.6 15
70 19.6 10
120 19.5 24

1 = SAXS data.
Within the first 10 minutes at 220°C a fast growth of NPs occurs. The final size is

reached after 40 minutes of reaction time. The polydispersity differs within the measure-
ments after reaching the final particle size. The UV Vis spectra of the reaction solution
shown in Figure 4.20a are similar to the 5:1 Ni(acac)2:Cu(acac)2 reference spectrum in
Figure 4.20b at the beginning of the reaction. The broad absorption maximum, which
reaches up to 450 nm narrows down to 340 nm, comparable to the pure Ni(acac)2 ref-
erence spectrum within the first 10 minutes. Afterwards the absorption broadens over
the whole visible spectral range due to absorption and scattering contributions of the
formed NPs.

Figure 4.20: a) UV Vis spectra of the reaction solution for the formation of NiCu NPs at
different points of the synthesis. All solutions were diluted in hexane from 1:20 up to 1:80. b)
Reference UV Vis spectra of Ni(acac)2, 5:1 Ni(acac)2:Cu(acac)2, OAm and TOP are shown.
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(2) Amount of reducing agent OAm:

The studies concerning the impact of the amount of OAm on the particle size were
conducted using 10 eq TOP and DBE as co-solvent. By increasing the amount of
reducing agent from 5 to 90 eq OAm the NP size increases from 6 to 15 nm as shown
in Figure 4.21 top left, based on SAXS data. The underlying SAXS data are shown
in Figure A.8. 5 eq OAm lead to 6 nm NPs (PD 16 %) whereas 90 eq lead to 15 nm
NPs (PD 12 %) with comparable polydispersity. TEM images of NiCu NPs shown in
Figure 4.21 right indicate the formation of spherical NPs throughout the whole OAm
range. Within a range of 20-50 eq OAm the polydispersity increases up to 40 % while it
is below 20 % otherwise as determined by SAXS data. The increased polydispersity is
visible in the TEM image of NiCu NPs prepared with 20 eq OAm compared to the other
three TEM images. The increase in polydispersity with increasing amount of reducing
agent can be explained by the classical nucleation theory. Herein the increase of reducing
agent leads to a larger number of nuclei, which lead to a burst nucleation and offer the
opportunity to grow with a larger size distribution. A possible reason might be Ostwald
ripening consuming the smaller NPs and leading to a smaller size distribution. XRD
pattern of NiCu NPs with increasing size due to increasing amount of OAm are shown
in Figure 4.21 bottom left. Upon increasing NP diameter the reflections corresponding
to Ni fcc and Cu fcc appear and get less broad.

100 nm100 nm

100 nm 100 nm

5 eq OAm

20 eq OAm

10 eq OAm

87 eq OAm

a)

b)

c)

Figure 4.21: a) Size dependence of NiCu NPs on the amount of reducing agent OAm, sizes
derived from SAXS measurements; b) XRD data of NiCu NPs with varying sizes prepared with
varying amounts of OAm; c) TEM images of NiCu NPs prepared with varying OAm amounts.
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(3) Amount of stabilizer TOP:

The influence of TOP on the final NP size was studied in a range of 1.5 to 50 eq TOP
to the metal salts, while the OAm amount was adjusted according to the TOP amount
without the addition of further solvent. By increasing the amount of TOP the NP
size decreases proportionally from 30-40 nm to 6 nm with a stable polydispersity lower
than 20 % as depicted in Figure 4.22 top left (the underlying SAXS data are given in
Figure A.9). 1.5 eq TOP lead to large NPs with an average size of 33.5 nm and an
average PD of 11 % down to 6.8 nm NPs with a PD of 16 % with 50 eq TOP. The
TEM images given in Figure 4.22 right show the formation of spherical NPs with low
polydisperisty. The NPs are quite monodisperse in all cases. Due to the steric hindrance
of TOP, we hypothesize that the NPs are more effectively stabilized with an increasing
amount of TOP and thus protected from continued growth via aggregation.

Figure 4.22: a) Size dependence of NiCu NPs on the amount of stabilizer TOP, sizes derived
from SAXS measurements; b) XRD data of NiCu NPs with varying sizes prepared with varying
amounts of TOP; c) TEM images of NiCu NPs prepared with varying TOP amounts.
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a) b)

Figure 4.23: a) Normalized Ni K-edge XANES-spectra of NiCu NPs (red 40.2 nm, yellow
20.4 nm, light blue 15.4 nm, blue 6.1 nm), a Ni foil (black), and NiOCuO NPs (grey) and b)
normalized Cu K-edge XANES-spectra of NiCu NPs (red 40.2 nm, yellow 20.4 nm, light blue
15.4 nm), a Cu foil (black), and NiOCuO NPs (grey).

Table 4.8: Comparison of the fitted EXAFS data of NiCu NPS (Ni:Cu = 5) with the structural
parameters of fcc Ni, fcc Cu, and NiO. The NPs were prepared with 1.5 eq TOP (40.2 nm),5.3
eq TOP (20.4 nm), 10.4 eq TOP (15.4 nm), and 49.3 eq TOP (6.1 nm).

coordination number NiCu NPs reference
40.2 nm 20.4 nm 15.4 nm 6.1 nm

Ni-Ni1 6.23 ± 1.53 3.72 ± 1.81 1.62 ± 0.60 0.60 ± 1.17 Ni fcc : 12
Ni-O - 1.05 ± 0.85 0.69 ± 0.18 2.16 ± 0.74 NiO : 6

Cu-Cu1 10.59 ± 0.83 10.91 ± 1.07 11.29 ± 1.00 - Cu fcc : 12
Cu-Cu2 3.85 ± 2.13 5.78 ± 4.80 4.91 ± 3.44 - Cu fcc : 6

Distance R/Å NiCu NPs Reference
40.2 nm 20.4 nm 15.4 nm 6.1 nm

Ni-Ni1 2.50 2.51 2.55 2.56 Ni fcc : 2.49
Ni-O - 1.97 1.93 1.97 NiO : 2.09

Cu-Cu1 2.54 2.53 2.53 - Cu fcc : 2.56
Cu-Cu2 3.59 3.57 3.57 - Cu fcc : 3.62

EXAFS measurements of NiCu NPs of 4 different sizes (40.2, 20.4, 15.4, and 6.1 nm)
were conducted to investigate the impact of the NP size on the oxidation state of the
metals. In Figure 4.23 an increase of the white line at the Ni K-absorption edge appears
in the XANES region with decreasing NP size. The XANES spectra at the Cu K-edge
show the same features as the spectrum of Cu fcc foil, except for the 6 nm NiCu NPs,
where the Cu content was to low. The EXAFS data are given in Table 4.8 and the fitted
distance in the first sphere of Ni fcc and NiO, and the first and second sphere of Cu
fcc are in good agreement with the reference distances of the bulk materials. The fitted
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coordination number of the neighbour in the first respectively second sphere around a
Ni atom vary strongly with the NP size. The largest 40 nm NiCu NPs have half of
the first coordination sphere filled with Ni atoms, while statistically only 0.6 Ni atoms
surround a Ni atom in the first sphere in the 6 nm NiCu NPs. The local ordering of
Ni fcc decreases with decreasing NP size while the amount of NiO increases in the first
sphere around a Ni atom. Surprisingly the local structure of Cu is very constant and
independent of the NP size.

Figure 4.24: TEM images of NiCu NPs (top) prepared
with 10 eq TOP (left) and 1.5 eq TOP (right) with 97%
(top) and 90 % (bottom) purity resulting in spherical
respectively multiform NPs. SAXS scattering of NiCu
NPs (bottom) prepared with 10 eq 97% pure TOP (grey)
and 90% pure TOP (black), resulting in 15.8 nm (10 %
PD) respectively 11.3 nm (21 % PD).

All NPs produced with the high
purity reagents are spherical and
near monodisperse. The im-
portance of highly pure reaction
compounds was shown by replac-
ing stabilizer TOP with a high
purity of 97 % with a 90 % pure
TOP following the same reac-
tion conditions otherwise. Us-
ing 10 eq TOP NPs with a di-
ameter, determined by SAXS, of
15.4 nm (PD 12 %, 97 % pure
TOP) respectively 11.3 nm (PD
21 %, 90 % pure TOP) were
achieved. TEM measurements
shown in Figure 4.24 revealed
spherical NPs with 97 % pure
TOP and a wide variety of shapes
ranging from spheres, cubes, tri-
angles, to sticks with 90 % pure
TOP for 10 eq TOP respectively
1.5 eq TOP. This proves on the
one hand side the importance
of pure compounds on the other
hand the importance of orthog-
onal analytical techniques like
SAXS and TEM.
Guo et al. studied the transfor-
mation of triangular to hexago-
nal NiCu NPs (Ni:Cu = 5:1, 1 eq
TOP) depending on the reaction
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temperature and the heating rate using 97 % pure TOP. They found a strong depen-
dence of the NP shape on the heating rate, fast heating resulted in spherical NPs while
slow heating in mostly triangular respectively mostly hexagonal nanoplates. With in-
creasing reaction temperature the found an increasing Ni content in the NPs as well as
mostly hexagonal nanoplates at 220 °C and mostly triangular plates at 210 °C.228 In this
work the diversity of shapes could be achieved at 220 °C by reducing the purity of the
stabilizer from 97 to 90 %.

(4) Concentration of metal salt:

The concentration of metal salt (5:1 Ni:Cu ratio) was varied within 15 to 120 mmol L−1

as shown in Table 4.9 and it appears to have a negligible impact on the particle size
as well as the polydispersity. Upon incresing the concentration 120 mmol L−1 the size
decrases slightly, which might be associated with a relatively low OAm amount (11 eq),
since a smaller OAm amount was found to result in smaller NPs as shown in Figure 4.21.

Table 4.9: Impact of the metal salt concentration of the size of the formed NPs. Reaction
conditions: 10 eq TOP, 5:1 Ni:Cu, 5 ml, 220°C. Sizes derived from SAXS shown in Figure A.10.

metal salt concentration OAm size PD
mmol/L eq nm %

15 182.3 16.3 13
30 87.0 15.8 10
30 88.4 15.4 12
30 89.3 15.4 12
60 37.2 16.5 14
120 11.6 13.1 15

4.3.3 Catalytic Activity of Bimetallic Nickel Copper Nanoparticles
The catalytic activity of NiCu NPs for the reverse water gas shift reaction (RWGS) was
determined at atmospheric pressure using a representative set of NPs varying in size
and Cu content listed in Table 4.10 (reaction conditions given in Table A.2). NP sizes
ranging from 7 to 31 nm with Ni/Cu ratios of >15 to 1.3 were investigated concerning
the influence of NP size and Cu content on the catalytic activity. The impact of shape
was taken into account with sample 12Ni5-shape, which was synthesized with the 90
% pure TOP, which led to the formation of a broad variety of sizes and shapes as
described before and depicted in Figure A.12. The NPs were characterized using SAXS
directly after synthesis giving size and distribution in Table 4.10, and were afterwards
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supported on porous silicon dioxide (SiO2, GRACE) via dry impregnation, described
in subsection 3.3.9. The loading of the NPs on the supporting material (wt%) and the
Ni/Cu ratio was determined by ICP-MS of the final catalysts and is given in Table 4.10.
A loading of around 1 wt% was approached and reached with slight variations. The
SiO2 supporting material consists of particles in the micrometer range (~26 µm) shown
in Figure 4.25 a, which exhibit a pore structure with a specific surface area of 23.6 m2 g−1

and a most frequent pore size of 157 nm given in Table 4.11 and shown in Figure 4.25b-d
in different magnifications.

Table 4.10: Samples used for catalytic testing and their characterization in size and poldis-
peristy using SAXS, and metal ratio and loading using ICP-MS.

sample size PD metal ratio loading
nm % Ni/Cu wt%

31Ni5 31.0 10 4.9 0.98
28Ni3 28.1 12 3.1 0.78
17Ni5 16.7 11 5.5 1.36
17Ni3 17.2 16 3.5 1.28
19Ni1 19.1 13 1.4 0.99
13Ni6 12.7 29 6.2 0.91
15Ni1 15.0 20 1.3 1.01

12Ni7-shape 11.5 21 6.7 1.00
7Ni34 7.1 17 33.8 1.12
8Ni15 8.0 17 15.1 1.21
8Ni2 7.5 26 2.2 1.03

TEM measurements of the catalysts after preparation and prior to catalysis were con-
ducted and TEM images of four catalysts are shown in Figure 4.26. They indicate a
uniform distribution and well separation of the NPs on the SiO2 surface. Pore structure
analysis of three representative catalysts and the pure supporting material are shown in
Table 4.11. The specific surface area decreased very slightly upon supporting with the
NPs from 23.6 to minimum 22.5 m2 g−1. The decrease of surface area could be linked
to the loading of NPs, but seems to be independent of the NP size. The specific pore
volume derived from mercury intrusion porosimetry (MIP) shows a negligible decrease
upon addition of NPs indicating the even distribution of the NPs on the surface of the
supporting material without clogging up the pores. The most frequent pore size sup-
ports this assumption, since it shows no significant change upon supporting with NPs.
The porosity of the material, however, decreases significantly during impregnation, in
dependence of the NP size, where the smallest 8 nm NPs lead to the highest decrease in
porosity.
The catalytic activity of the bimetallic NiCu NPs was tested at LIKAT e.V. at ambi-
ent pressure with a reactant gas mixture of 1:1 CO2:H2 and a flow rate of 25 mL/min.
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Figure 4.25: SEM images of the supporting material (a-b), as well as TEM images with
higher resolution (c-d) revealing the porous structure of the silicone dioxide.

Figure 4.26: TEM images of the supported NiCu NPs on SiO2ing material (a-b), as well as
TEM images with higher resolution (c-d) revealing the porous structure of the silicone dioxide.

Table 4.11: Pore structure analysis via gas sorption and MIP resulting in the most frequent
pore size, porosity, the specific pore volume, and the specific surface area (BET).

NP loading MIP gas sorption
size loading pore size porosity specific pore specific surface
nm wt% nm % volume mL/g area m2/g

SiO2 - - 157.1 58.7 1.06 23.6
8Ni3 8.0 1.21 154.8 45.8 1.02 22.5
13Ni5 12.7 0.91 155.17 51.1 1.03 23.1
31Ni5 31.0 0.98 156.71 59.7 1.02 22.7

100 mg catalyst material was placed and fixed in a flow reactor and heated in a range
of 300 to 700°C while an on-line gas analysis of the product gas was carried out. The
activities of all tested catalysts at 500°C are shown in Figure 4.27 a. The conversion of
CO2 per minute per gram of NPs is shown in correlation with the size of the supported
NPs. The Cu content in each catalyst is depicted by a colour code. NPs with in the
size range of 17 and 30 nm show comparable activities, while an increasing amount
of Cu leads to a slight decrease in activity. The smallest 8 nm NPs show the lowest
activity, while the increasing Cu content has a positive effect on the activity in contrast
to the bigger NPs. The 12Ni7-shape sample leads surprisingly to the lowest over all
activity from all tested NPs indicating that the spherical shape of the NPs plays a
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Figure 4.27: Catalytic activity of the NiCu NPs at 500°C depicted in dependence of the
supported NP size. The Cu content follows the colour code green (much Cu) to red (less Cu).
100 mg catalyst, ~1 wt% NiCu NPs, GHSV = 15 000 L kg−1 h−1, CO2:H2 1:1.

big role combined with the facets present on the surface. The variety of shapes might
exhibit different external facets or varying ratios of these facets influencing the catalytic
activity. All investigated catalysts show a selectivity of 99-100% for CO without further
side products depicted in Figure 4.27b.
The catalytic activities were measured every 50°C from 300°C to 500°C while heating
and cooling and the resulting activities are shown in Figure 4.28. A hysteresis appears
for most of the catalysts in different intensities and forms. The 30 nm NPs showed a
negative hysteresis upon cooling compared to heating as shown in Figure 4.28. The
catalysts with 17 nm sized NPs showed a slight negative hysteresis above 400°C with
a positive hysteresis below 400°C. The smaller the supported NPs the smaller was the
hysteresis being nearly negligible for the 8 nm NP catalysts.
The catalytic activity of selected catalysts was studied up to a reaction temperature of
700°C as shown in Figure 4.29. The activity increases strongly above 400°C. A nearly
continuous increase of catalytic activity can be seen for the 13Ni5 catalyst, which shows
the highest CO2 conversion at 700 °C of 222 mmol min−1 g−1 CO2. The catalytic activity
of the other catalysts was comparable at 500°C, but splits up upon temperature rise. At
700 °C the 32 nm NiCu catalyst shows the second highest activity of 171 mmol min−1 g−1

at 700°C, whilst it decreases over two hours from 192 to 171 mmol min−1 g−1, where it
stabilizes. The 17 nm NiCu catalyst reaches a maximum of 147 mmol min−1 g−1 and sta-
bilizes within 30 minutes at 142 mmol min−1 g−1. The 15 nm NiCu catalyst with a Ni:Cu
ratio of 1.3 reaches a maximum 169 mmol min−1 g−1 and stabilizes over 90 minutes at
161 mmol min−1 g−1. The corresponding selectivities of the tested catalysts are given in
Figure 4.29 b, indicating a CO selectivity of over 99% while the lowest CO selectivities
are detected below 400°C and at around 600°C.
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Figure 4.28: Hysterese of the catalytic activity of NiCu NPs from 300 to 500°C while heating
up and cooling down (transparent) shown for the different size ranges from 30 nm a), 17 nm b),
13 nm c) to 8 nm d). 100 mg catalyst, ~1 wt% NiCu NP loading, GHSV = 15 000 L kg−1 h−1,
CO2:H2 1:1 stepwise to 500°C and cooling.
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4.3.4 Linking the Catalytic Activity to Structural Features
XANES spectra obtained before and after catalysis are given in Figure 4.30a compared
to pure 13 nm NiCu NPs, Ni foil, and NiO. They show features of Ni fcc as well as
NiO. The EXAFS oscillations as a function of the interatomic distance R are shown in
Figure 4.30 and the EXAFS fits are given in Table 4.12. The pure 13 nm NiCu NPs
and the catalyst material before catalysis show two maxima corresponding to the Ni-Ni
distance in Ni fcc and the Ni-O distance in NiO in the first sphere. The NiO distance is
less prominent after catalysis supported by the calculated coordination number, which
decreased from 2.2 to 0.3 during catalysis. This indicates the partial reduction of the
NiCu NPs during catalysis. The local coordination of the Ni with Ni atoms as in Ni fcc 
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Figure 4.30: a) Normalized Ni K-edge XANES-spectra of NiCu NPs (black), 13Ni6 before
catalysis (pre, dark grey), 13Ni6 after catalysis (post, light grey), a Ni foil (red straight), and
NiO (red dotted); b) EXAFS oscillations as a function of the interatomic distance R in real
space obtained by Fourier transformation of NiCu NPs (black), 13Ni6 before catalysis (pre,
dark grey), 13Ni6 after catalysis (post, light grey), with corresponding fits in different shades
of red.

Table 4.12: Comparison of the fitted EXAFS data of unsupported NiCu NPs (RMSE = 0.06
Å) and the catalyst material (13Ni6 before catalysis (pre, RMSE = 0.07 Å) and after catalysis
(post, RMSE = 0.08 Å) with the structural parameters of fcc Ni and NiO.

coordination number distance R/Å
Ni fcc exp NiO exp Ni fcc exp NiO exp

NiCu NPs 12 4.62 ± 2.29 6 2.02 ± 1.97 2.49 2.49 2.09 2.00
pre 12 3.56 ± 1.31 6 2.25 ± 1.65 2.49 2.49 2.09 1.99
post 12 3.37 ± 2.11 6 0.29 ± 0.67 2.49 2.50 2.09 1.97
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does not change during the catalysis. The catalytic activity determined could not be
easily linked to either the NP size nor the Cu content throughout all catalysts. To gain
insights into the inner structure and the surface composition of the NPs, anomalous
SAXS (ASAXS) and X-ray photon spectroscopy (XPS) measurements were conducted.
ASAXS measurements were performed between 7000 and 10000 eV with a main focus on
the energies 8004, 8330, and 8973 eV, since the effective electron density (EED) of the
interesting elements Ni and Cu and their possible oxidized states cross or change their
difference. As mentioned above, Cu(0) and Ni(0) show the same EED at 8004 eV, while
being much higher than NiO and CuO as shown in Figure 4.31a. At 8330 eV the EED
of Cu is significantly higher than Ni, which is still higher than NiO. The relation of Cu
and Ni is reversed at 8973 eV and the EED of Cu is not different to NiO at 8973 eV.
The variation of EED of the elements and their oxides will be used to identify, where
elements are enriched or diluted.

a) b)

Figure 4.31: a) Effective electron density of Ni and Cu and some of their oxides calculated
around the X-ray K-absorption edges of Ni (8333eV) and Cu (8979eV) and b) scattering curves
of 17Ni5 NPs obtained at 8004, 8304 and 8330 eV compared to the resonant curve (red).

The scattering curves of NiCu NPs (17Ni5) obtained near the K-edge of Ni at 8004, 8304,
and 8330 eV are given in Figure 4.31b. Via the Stuhrmann equation (Equation 3.11) the
resonant scattering curve Ir of Ni (red dots) can be calculated with these three scatter-
ing curves. The shape of the scattering curves does not change with changing incident
energy and the calculated Ni resonant. The similarities indicate the distribution of Ni in
all nanostructural parts of the NP. The absorption edges of Ni and Cu are close together,
so that the anomalous, energy dependent behaviour of the elements is overlapping, con-
tradicting the Stuhrmann equation. Therefore the total scattering curves are used for
further interpretation after background subtraction.
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A common structural model needs to be identified, which is able to approximate the
scattering curves at all three incident energies. Any modelling with a size distribution of
homogeneous spherical NPs found no conclusive solution. Since this simple model failed,
a homogeneous sphere could be ruled out. A common form-factor model including a core
with a size distribution and a fixed shell thickness was applied. The scattering curve
at 8004 eV could be successful approximated with a reduced relative electron density in
the shell compared to the core. The scattering curves measured at 8330eV and 8973eV
were impossible to approximate with this model, leading to the addition of a second
shell with an electron density difference and a constant thickness to the model. This
model with a core with a LogNorm size distribution and two shells was able to fit the
scattering curves at 8330eV and 8973eV. For all three energies the outer shell (shell 2)
thickness remained constant with a decreased RED, while the sum of core and the inner
shell (shell 1) equals the core size at 8004eV. The shell and core thicknesses are given
in Figure 4.32 and Figure 4.33, and are summarized in Table A.4. The relative effective
electron densities (RED) are given relative to the core, which is set to 1. At 8004 eV
the inner shell exhibits the same RED as the core, while the RED of the outer shell 2
is lower. For the 8Ni15 NiCu NPs a RED ratio between core and shell 2 of 0.64 was
achieved, which is comparable to the theoretical ratio of NiO/Ni EEDs of 0.78 at 8004
eV, indicating the formation of a NiO outer shell.

Figure 4.32: Relative radially averaged electron density of small NiCu NPs, derived from
ASAXS measurements at energies of 8004, 8330, and 8973 eV.

The scattering curve obtained at 8330 eV resulted in the same core and shell thicknesses,
but alternating REDs: The inner shell exhibits a lower RED of 0.93, indicating the
location of Cu in the core, since the EED of Cu is higher than Ni at this energy (see
Figure 4.31 a). The RED of the outer shell is even lower at 0.71, which is slightly higher
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Figure 4.33: Relative radially averaged electron density of 15-19 nm NiCu NPs, derived from
ASAXS measurements at energies of 8004, 8330, and 8973 eV.

than the NiO/Ni ratio of 0.67, but lower than NiO/Cu of 0.81. The REDs at 8973 eV
invert, resulting in 1.06 for shell 1 and 0.63 for shell 2. The calculated RED of Ni and
NiO to a 5:1 Ni:Cu mixture at 8973 eV is 1.04 respectively 0.80.
Combining the information gathered from the SAXS data at the three energies, the
NiCu NPs are composed of a NiCu alloy core with varying diameter surrounded by a Ni
enriched layer, which is covered by a NiO dominated outer passivation shell. The core-
shell-fits for 15-19 nm “bigger” NiCu NPs are shown in Figure 4.33. With increasing
Cu content the core radius increases and the Ni enriched shell decreases accordingly.
The thickness of the NiO outer shell seems to be independent of the Cu content, but
influenced by the average NP size as visualized comparing 19Ni1 and 15Ni1. The NP
sizes derived by SAXS measurements at the synchrotron are larger compared to the
sizes derived from the lab-scale Kratky-type instrument. For the smaller around 8 nm
NiCu NPs the core size is inversely proportional to the Cu content, the Ni enriched
inner shell seems to be unaffected, and the NiO outer shell increases with increasing
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Cu content in the NP. The RED of shell 2 should have an expected value of 0.78 for
NiO/Ni respectively NiO/Cu at 8004 eV, but shows smaller values of 0.73 respectively
0.63. The RED of the outer shell was fitted as 0.68 respectively 0.63 at 8973 eV. The
calculated RED for NiO relative to different mixtures of Ni:Cu is depicted in Figure 4.34
as outer shell. The lowest expected RED for a potential pure Ni core would be 0.80 vs
the highest expected for a pure Cu core of 1. The decreased RED of the NiO shell 2
might be explained with porosity, which would reduce the EED and thus the RED to
the NP core.
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Figure 4.34: Relative effective electron density profiles calculated for the energies of 8004,
8330, and 8973 eV between a core having different ratios of Ni and Cu (set to 1) with respect
to the solution are shown. Two typical shells surrounding the core are shown. The inner shell
is assumed as pure Ni and the outer shell as pure NiO.

Since catalysis often takes place on the surface of material, the element distribution on
the surface of the NPs was investigated by XPS. The information depth of XPS for
this system is around 3 to 4 nm, which is why XPS can be treated as bulk analysis
for the small NPs. A representative spectrum of 15.0 nm NiCu NPs in the region of of
the Ni2p3/2 states is shown in Figure 4.35. Ni(0), Ni(II), and Cu(0) / monovalent Cu
were detected. Due to the weakness of the Cu LMM Auger signal it was not possible to
distinguish between both valence states without doubt. In a semiquantitative approach
the Cu/Ni ratio was determined using Cu 2p and Ni 2p peaks, and the Ni(0)/Ni(II)
ratio considering the Ni2p3/2 peak, which was fitted according to Biesinger et al.229 The
determined Ni and Cu ratios are given in Table 4.13. The Cu/Ni ratio observed for the
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larger NPs within 15 to 20 nm is drastically lower than determined via MS, but increases
with increasing Cu content in the NPs. The location of Cu in the core of the NP as
determined by ASAXS is an explanation for the low Cu signal, since the radius of the
NPs is around 4 times the information depth of XPS for these NPs.

Figure 4.35: XPS spectrum of 15.0 nm NiCu NPs in the region of of the Ni2p3/2 states.

Table 4.13: Cu/Ni ratios and the Ni(0)/Ni(II) ratios of selected core shell NiCu NPs ob-
tained with XPS. Uncertainties were calculated with a triangular distribution based on three
measurement points at three different locations on the sample.

sample size Cu/Ni X(CO2) Cu/Ni Ni(0)/Ni(II) (Ni(0)+Cu)/
nm ratio1 2 ratio3 ratio3 Ni(II) ratio3

17Ni5 16.7 0.18 65.8 0.02 ± 0.01 0.06 ± 0.01 0.08 ± 0.01
17Ni3 17.2 0.28 66.4 0.06 ± 0.05 0.06 ± 0.02 0.14 ± 0.09
19Ni1 19.1 0.70 60.4 0.15 ± 0.03 0.06 ± 0.02 0.27 ± 0.04
15Ni1 15.0 0.78 60.6 0.18 ± 0.02 0.12 ± 0.02 0.40 ± 0.04
8Ni15 8.0 0.07 21.3 0.05 ± 0.01 0.21 ± 0.02 0.30 ± 0.03
8Ni2 7.5 0.47 46.2 0.42 ± 0.12 0.37 ± 0.04 1.01 ± 0.10

1 = MS data, 2 = catalytic testing in mmol min−1 g−1(NP), 3 = XPS data.
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Figure 4.36: XPS spectra of 8.0 nm NiCu NPs (black), supported on SiO2 before catalysis
(pre, red) and after catalysis (post, blue) in the region of of the Ni2p states a) and of the Cu2p
states b).

Figure 4.37: TEM images of the supported NiCu NPs on SiO2 before catalysis a)-c), and
after catalysis c)-d).

For the around 8 nm NPs a slightly lower but comparable Cu/Ni ratio was observed com-
pared to the analysis performed with MS. Due to the exponential decrease of intensity
with increasing information depth, a lower Cu content would be expected. A porous
NiO shell, indicated by ASAXS could be an explanation and lead to stronger signals
from the Cu core. With decreasing Ni/Cu ratio the amount of metallic Ni compared to
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Ni(II) increased, indicating a thinner NiO shell, which is contrary to the findings from
ASAXS. The amount of metallic Ni compared to Ni(II) in the bigger NPs is much lower
compared to the smaller NPs, indicating a thicker NiO shell, which is in accordance
with the ASAXS analyses. The samples were measured at three different positions to
detect heterogeneities in the samples. For 8Ni1 and 17Ni3 in particular a higher degree
of heterogeneity was observed, resulting in a higher uncertainty for the Cu/Ni ratio. The
Ni(0)/Ni(II) ratio is, however, not affected, suggesting, that the heterogeneity appears
mainly in the Cu content rather than the Ni content.
XPS analyses of the supported NPs on SiO2 were performed as shown in Figure 4.36.
XPS spectra of 8Ni5 pre and post catalysis show the same features as the unsupported
NPs confirming the similarity of the final catalyst material and the NPs. Due to the
low concentration of the NPs (1 wt%), it was not possible to perform as extensive
evaluations as for the NPs. The further decrease in intensity for the post catalysis
measurement could be explained by the possible mixing with quartz wool and slight
changes in sample preparation. Qualitatively no change in Cu/Ni ratio occurred during
catalysis, but possible contaminations through the catalysis can not be ruled out.
TEM measurements after performed catalysis in Figure 4.37d-f show the intact NPs
separated on the supporting material compared to pre catalysis in Figure 4.37a-c, con-
firming the absence of coarsening or other effects affecting the NPs during the catalysis.
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4.3.5 Discussion

With the herein adapted thermal reduction synthesis route monometallic NiNPs and
bimetallic NiCo and NiCu NPs were prepared by co-reduction of two metal salts. Cu and
Co are close neighbours to Ni in the periodic table with standard redox potentials in the
order E0(Cu2+/Cu0) = 0.34V > E0(Ni2+/Ni0) = −0.23V > E0(Co2+/Co0) = −0.28V .
The co-reduction of Ni and Co led to spherical NiNPs with low Co content and smaller
irregularly shaped CoNPs. The size of the spherical NPs could be adjusted within 8 to
14 nm by changing the amount of stabilizer TOP from 30 to 3 equivalents. Carenco et
al. successfully synthesized bimetallic CoNi NPs via thermal reduction, but a two-step
reduction was necessary. A Ni core was formed in a first step and a Co shell was added
in afterwards.76 Similarly Yamauchi et al. prepared CoNi core-shell NPs via microwave
assisted synthesis.75 López et al. prepared NiCo alloy NPs by heating up presynthesized
pure Ni and Co NPs,230 but a co-reduction of Co and Ni was to the best of my knowledge
not reported for bimetallic NiCo NPs.

By co-reduction of Ni and Cu monodisperse spherical bimetallic NPs were achieved. Few
bimetallic NiCu NPs were prepared via thermal reduction adaptations using standard
air-free methods,81 with borane tributylamine as reducing agent in OAm under Argon,82

utilizing space-consuming lab-ware,231 and pure OAm as solvent.83

The NiCu NPs could be adjusted in a size range of 6 to 33 nm and with a Ni/Cu ratio of
∞ to 1.3 by adjusting the reaction conditions. Increasing the TOP amount from 1.5 to
50 eq, the NP size decreased from 33 to 7 nm. In a direct comparison to the NiCo NPs,
larger NiCu NPs were achieved using the same amount of stabilizer. Using 10 eq TOP 8
nm NiNPs, 11 nm NiCo NPs, and 16 nm NiCu NPs were formed. By increasing the TOP
amount to 30 eq the NPs shrunk to 5 nm, 8 nm, and 11 nm and increased to 9 nm, 14
nm, and 20 nm by decreasing the TOP to 3 eq. The smaller size of the NiCo compared
to NiCu NPs might be explained with the formation of the smaller irregularly shaped Co
NPs, which are not visible in the Kratky type SAXS measurements due to the limited
well resolved q-range. Starting with the same amount of metal salts, less metal atoms
are available for the formation of the spherical NPs. The NiCu NPs reach twice the size
as compared to pure NiNPs applying comparable reaction conditions. The stabilizing
abilities of TOP seem to be diminished as soon as a second metal is involved in the
reduction process, most obvious in the formation of the irregularly shaped CoNPs. The
impact of TOP on the final NP size and shape was exemplarily demonstrated by using
a chemical with decreased purity (90 % instead of normally used 97 %), which allowed
the NiCu NPs to grow in various shapes and sizes. The influence of OAm on the final
NP size inverted from the NiNPs, where the NP size decreased with increasing amount
of OAm, to the NiCu NPs, which increased in size with increasing OAm amount. The
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investigation for the NiNPs were conducted keeping the TOP amount constantly at 1.5
eq, while it was kept at 10 eq for the NiCu NPs. The OAm dependent final NP size
might thus be different at varying TOP amounts.
The final NiCo NPs resemble the pure NiNPs with the addition of pure Co NPs, whereas
the co-reduction of Ni and Cu results in bimetallic NPs. STEM EDX measurements in-
dicate a Cu enrichment in the core and a Ni enrichment in the shell, which was confirmed
by XPS measurements, which detected almost exclusively Ni on the NiCu NPs surface,
and ASAXS measurements, which revealed a NiCu alloy core encircled by an Ni enriched
shell, covered by a NiO shell. The core-shell-shell model developed from the ASAXS
measurements confirmed the STEM analyses, which suggested a Cu enrichment in the
core and a Ni rich shell surrounding it. The location of Cu in the NP core could be
caused by the higher standard redox potential of Cu compared to Ni. This leads to a
faster/easier reduction of Cu. Following this relationship, the formation of separated
CoNPs while co-reduction of Co with Ni could be explained. Co should be more difficult
to reduce, which might lead to the formation of a Ni core, which seems not to favour
the addition of Co.
The standard SAXS measurements for the determination of the NP size and distribution
after synthesis were conducted on a lab-scale Kratky-type instrument (SAXSess). The
scattering curves were approximated with a homogeneous sphere and a Schulz-Zimm
distribution. In contrast are the ASAXS measurements performed at the synchrotron
at varying energies allowing a much higher resolution and the characterization of nano-
objects in the size range from 1 to 100 nm. The ASAXS measurements resulted unam-
biguously in inhomogeneous spheres. The scattering curve of 17 nm NiCu NPs obtained
on the SAXSess is shown in Figure 4.38 compared to the data recorded at the beamline.
The short measuring time and the necessary desmearing of the data leads to a rapid de-
crease in signal to noise, so only the total NP size could be detected with the SAXSess and
was thus approximated with a homogeneous sphere. But to support that, the SAXSess
scattering data are given once fitted with a Schulz-Zimm distribution of a homogeneous
sphere and once with a core-shell model with a core with Schulz-Zimm distribution and
a shell with reduced RED. Both fitting approaches approximate the scattering curve
equally, so the simpler approach was used. The increase of resolution and beam bril-
liance lead to a deeper insight into the structure of the bimetallic NiCu NPs, enhancing
the knowledge gained with the lab-scale measurement. The total NP sizes determined
by the complex model from the scattering curves obtained at the synchrotron are sys-
tematically larger compared to the total sizes determined with the Schulz-Zimm fit of
the lab-scale scattering curves. The drastically lower effective electron density in the
NiO core might be the reason. It is taken into account in the complex model assum-
ing an inhomogeneous NP, while being neglected in the assumption made utilizing the
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Figure 4.38: Scattering curves of NiCu NPs used for the catalyst 17Ni5 obtained at the lab-
scale instrument (grey) and the synchrotron (black) and different fitting approaches marked
in different shades of red. The following reaction conditions were used: 29 mmol/L metals, 0.2
eq Cu(acac)2, 90 eq OAm, 10 eq TOP, 2 h at 220°C.

homogeneous sphere with Schulz-Zimm distribution. More important is the calculation
of a number-weighted radius with the Schulz-Zimm fit vs. a volume-weighted radius
with the LogNorm fit of the scattering data obtained at the synchrotron. Taking the
volume-weighted radius of the Schulz-Zimm fit into account, the difference of the radii
decreases by half the amount.
All tested NiCu NPs showed near 100 % selectivity for CO by the RWGS reaction. The
alternative reaction converting CO2 to CH4 (Sabatier reaction) was nearly negligible over
the whole investigated temperature range. Which is interesting compared to literature,
where Ni is also utilized as catalyst for the Sabatier reaction. Mostly the selectivity
for methane was higher at lower temperatures and decreased with increasing reaction
temperature.14,25 Zhang et al. found a preference for the RWGS reaction at low cata-
lyst loadings, which shifted to preferred Sabatier reaction with higher loadings.232 The
loading of NiCu NPs investigated herein was around 1 wt%, which might explain the
strong preference for the RWGS reaction. The catalytic activity of NiCu NPs compared
to literature is given in Table 4.14 as CO2 conversion in % and CO selectivity in %.
The activity of the NiCu catalysts prepared in this work is comparable to t he literature
known catalysts throughout the given temperature range. Ranjbar et al. reached the
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Table 4.14: Comparison of catalytic activity of the in this work tested NiCu catalysts con-
cerning conversion of CO2 (X(CO2), %) and selectivity of CO (S(CO), %) at 1 bar compared
to literature known catalysts (lit.).

T /°C 400 500 600 700
X(CO2) 31Ni5a 1.6 12.1 22.5 33.5

17Ni5b 3.7 17.7 28.5 38.6
13Ni6c 1.8 13.9 28.5 40.8
15Ni1d 1.7 12.1 22.4 31.1
8Ni2e 0.7 9.4

X(CO2) 7% Ni-M1f,*14 14 27 35 43
lit. Ni-CPg,*25 4 16 29 38

Ni-P123h,*138 36
CuCe(rod)i,*23 27 - - -

S(CO) 31Ni5a 99.5 99.8 99.7 99.8
17Ni5b 99.8 99.7 98.5 99.8
13Ni6c 99.7 99.8 99.3 99.8
15Ni1d 99.8 99.9 99.7 99.8
8Ni2e 99.9 99.9

S(CO) 7% Ni-M1f,*14 79 84 92 100
lit. Ni-CPg,*25 90 97 99 100

Ni-P123h,*138 100
CuCe(rod)i,*23 100 - - -

a 100 mg cat, 0.98 wt% NiCu NP on SiO2, 25 mL min−1 gas flow, CO2:H2 1:1.
b 1.36 wt%, c 0.91 wt%, d 1.01 wt%, e 1.03 wt% NiCu NP.
f 100 mg cat, 7 wt% Ni on MgO, 50 mL min−1 gas flow, CO2:H2 1:1.
g 50 mg cat, 1 wt% Ni on CeO2, 100 mL min−1 gas flow, CO2:H2 1:1.
h 20-50 mg cat, 1 wt% Ni on CeO2-P123, 100 mL min−1 gas flow, CO2:H2 1:1.
i 50 mg cat, 1 wt% Cu on Cerod, 50 mL min−1 gas flow, CO2:H2:Ar 1:4:95.
* values derived from published graphical depictions.

best CO2 conversion with 7 wt% Ni loading on MgO. The activity of the 7% Ni-M1
catalyst at lower temperatures is higher compared to the catalysts prepared in this
work, but becomes comparable at 700 °C.14 Wang et al. and Lui et al. supported Ni on
cerium oxide with varying supporting techniques and surfactants resulting slightly lower
but comparable catalytic activities as Ranjbar et al.25,138 The 17Ni5 catalyst prepared
in the present work shows similar activities to the Ni-CP catalyst prepared by Wang et
al. Lu et al. supported Cu on cerium oxide reaching a conversion of 27 % CO2 at 400 °C,
which is drastically more efficient compared to the other catalysts. But they applied
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Figure 4.39: a) Catalytic activity of catalysts 14Ni0 and 13Ni6 in the temperature range of
300 to 700 °C; b) corresponding selectivity for CO (full symbols) and CH4 (open symbols);100
mg catalyst, ~1 wt% NiCu NP loading, GHSV = 15 000 L kg−1 h−1, CO2:H2 1:1.

only 5 % reactant gas with 95 % inert gas, compared to a 1:1 mixture of CO2:H2 in all
the other cases. The low amount of reactant enables a much higher conversion.
With the catalytic testing of the NiCu NP catalysts prepared in this work while heating
and cooling a deactivation of the catalyst could be ruled out, instead an increase in
catalytic activity was detected for all catalysts below 400 °C after heating up to 500 °C.
This might be due to reduction of NiO to elemental Ni as detected with EXAFS. The
largest NiCu NPs exhibit a strong negative hysteresis above 400 °C which is less promi-
nent with decreasing NP size. The 8 nm NiCu catalysts show drastic differences in their
hysteresis. The Cu rich 8Ni2 catalyst has a positive hysteresis at all temperatures, while
the 8Ni15 catalyst exhibits only negligible changes in catalytic activity upon cooling.
The ASAXS measurements suggest a thicker NiO layer on the 8Ni2 NPs, which might
result in higher CO yields after partial reduction to Ni(0) at elevated temperatures.
For 8Ni15 (21 mmol min−1 g−1) the ratio core radius:shell thickness (inner + outer shell)
is 2.0 and for 8Ni2 (46 mmol min−1 g−1) 1.0, indicating that the catalytic performance
of the NiCu NPs could be linked to the thickness of the Ni rich shells, which is also
visible for the larger NiCu NPs. The NiO shell of the 8Ni15 NPs is indicated to be more
porous compared to the 8Ni2 NPs according to the low relative effective electron density
compared to the NiCu core. The XPS measurements resulted in a higher amount of
Ni(0) on the surface of the NPs of 8Ni2 compared to 8Ni15, which might explain the
drastically increased catalytic activity.
The catalytic activity of the NiCu NPs was comprised compared to the pure 14 nm
NiNPs, although equivalent activity was found at 700 °C as depicted in Figure 4.39.
The selectivity for the formation of CO is, however, increased for the bimetallic NiCu
NP catalyst although the activity is slightly smaller.
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4.4 Crystallization of Simvastatin
The ex situ investigation of nucleation of inorganic material which is interrupted leading
to NPs is taken to the macroscopic scale by investigating the crystallization behaviour
of the active pharmaceutical ingredient (API) simvastatin in situ. An acoustic levitator
was used to avoid the influence of vessel walls on the crystallization potentially leading
to heterogeneous nucleation.233

4.4.1 Simvastatin as API
Simvastatin is one of the most widely used active pharmaceutical ingredients (API) for
the treatment of hyperlipidemias. It is a prominent member of the statin family, a
class of drugs that are very effective in reducing the level of low density lipoprotein
cholesterol (LDL) (“bad cholesterol”) in human blood plasma.234–236 A high LDL level
is a primary risk factor for cardiovascular diseases and statin therapy is a prevention
benchmark for such diseases.236,237 Simvastatin (C25H38O5), was approved for marketing
by the U.S. Food and Drug Administration in 1991 and is widely prescribed to control
hypercholesterolemia.234–236,238,239 The pharmaceutical form of simvastatin is normally a

Figure 4.40: a) Molecular structure of simvastatin and b) a capped sticks representation of
polymorph I,240 and c) hydrolysis of predrug lactone to biologically active β-hydroxy acid.

solid lactone predrug (Figure 4.40), which undergoes hydrolysis to the corresponding
biologically active β-hydroxy acid upon dissolution at physiological pH (Figure 4.40
bottom).241,242 The simvastatin metabolite acts as reversible, competitive inhibitor of
3-hydroxy-3-methylglutaryl coenzyme A (HMG-CoA) reductase, an early and rate lim-
iting enzyme in the biosynthesis of cholesterol. Through the reduction of LDL synthesis
the number of LDL receptors expressed in cells are increased, resulting in greater uptake
and degradation of LDL, thus reducing the LDL blood level even more.243 Simvas-
tatin is very insoluble in water (30 µg mL−1).244 The pharmaceutical form of an API
is very important concerning the bioavailability and manufacturability. Many organic
compounds used as pharmaceuticals tend to form different polymorphs with varying
physico-chemical characteristics.245 Polymorphism is the ability of materials to form dif-
ferent crystalline structures of the same compound. Polymorphism has been long known
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and has been relevant for many industrial sectors which handle crystalline materials
such as minerals, metals, polymers, or organic compounds. First observations concern-
ing polymorphism in organics were made by Woehler and Liebig who studied benzamid
transforming from crystal needles into orthorhombic crystals.246 Polymorphism drew
attention when it was discovered in pharmaceutical substances247–250 with ritonavir as
dramatic example.251 Ritonavir is a protease inhibitor for the treatment of Acquired
Immunodeficiency Syndrome (AIDS).252 Two years after release in 1996 as Norvir a new
unknown and more stable polymorph appeared, exhibiting a four times lower solubility
and thus lowered bioavailability, which led to a temporary removal from the market until
new formulation was obtained.253 Further examples for the impact of polymorphism on
the physico-chemical characteristics are paracetamol and theophylline. Paracetamol is
used to treat pain and fever and exhibits three polymorphic forms, of which form I is
the thermodynamic stable form, which is commercially available. Form I is a powdery
solid with a poor compression affinity leading to a costly production process of tablets.
The layered structure of paracetamol form II allows a facilitated press procedure with-
out additives.254 It was found that the stable anhydrous theophylline used for asthma,
bronchitis, emphysema, etc. shows a faster dissolution compared to the hydrate form as
well as a metastable anhydrous polymorph of theophylline.255,256

The herein investigated simvastatin exhibits three reported polymorphic forms (see Fig-
ure 4.41). The corresponding XRD pattern are shown in Figure 4.41. Polymorph II and
III were investigated by Hušák et al. and it was found that a phase transition from form
III → II occurs at 232 K and from form II → I at 272 K.257 The thermodynamic stable
crystalline form of simvastatin under ambient conditions is polymorph I.240,257,258 Be-
sides the crystalline appearance, simvastatin also exhibits a literature known amorphous
phase, which was accessed by melting and quench-cooling or cryo-milling.259,260

Simvastatin is due to its polymorphism and amorphism an interesting model to in-
vestigate how key experimental conditions such as temperature, solvent properties (e.g.
polarity, hygroscopicity), and dynamics of the evaporation process influence the outcome
of evaporative crystallization in the contactless environment of an acoustically levitated
droplet.
Controlling the crystallization of APIs from solution is important issue to ensure the
manufacture of formulations with highly reproducible pharmaceutical properties. Ex-
ternal parameters like solvents, temperature, and surface need to be well-defined during
the crystallization to guide the process to the requested form of an API. Previous stud-
ies investigated the influence of pure solvents on the selective crystallization of organic
compounds starting from diluted solution.261,262 A surface-free environment with defined
temperature and humidity was provided by using an acoustic levitator and an enveloping
gas stream. Under these conditions the solvent is the main influencing factor for the crys-
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Figure 4.41: Unit cell of simvastatin a) form I, b) form II, and c) form III along the crys-
tallographic a axis. d) XRD pattern of the three different polymorphs of simvastatin derived
from literature.250 Areas which exhibit the strongest differences are marked in green.

tallization. Thi et al. could selectively crystallize paracetamol form I from 1-propanol
and form II from methanol262 and Gnutzmann et al. selectively crystallized ROY ((5-
methyl-2-[(2-nitrophenyl)amino]-3-thiophenecarbonitrile) based on solvent and concen-
tration choice. They concluded that the crystallization of a specific polymorph could be
attributed to nearest neighbour interactions and intermolecular attractive forces between
solvent and analyte.261 Further in situ investigations utilizing the acoustic levitator were
performed of cement hydration,263,264 nanoparticle formation,114,201,265 crystallization of
organic compounds,174,266–268 and polymorphism.262,269,270

In this work the crystallization behaviour of simvastatin and the influence of the solvent
is investigated in three solvents, which differ in polarity and protic character, including
polar aprotic acetone, less polar aprotic ethyl acetate, and polar protic ethanol.
In a first step the temperature dependent saturation concentration of simvastatin in the
three solvents was investigated since there are few systematic studies on the temperature
dependent solubility of simvastatin in pure solvents. In a second step the crystallization
behaviour was investigated in situ by using simultaneous synchrotron X-ray diffraction,

90



4 Results and Discussion

Raman spectroscopy, thermography, and imaging analysis. The influence of the solvent
and its nature concerning volatility, hygroycopicity, polarity, and protic character on the
crystallization behaviour from acoustically levitated droplets was studied.

4.4.2 Solubility of Simvastatin

Surprisingly very few systematic studies on the temperature dependent solubility of
simvastatin in pure solvents can be found. The reported studies include several alcohols
from ethanol to octanol in the temperature range 6 to 43 °C (279 to 316 K)271,272 and
acetates from methyl acetate to isobutyl acetate for temperatures of 5 to 45 °C (278 to
318 K).272,273

The reliability of these data is difficult to assess, since there are not negligible dis-
crepancies between the solubilities determined in different studies. To resolve the large
discrepancies in ethanol and ethyl acetate and to identify the solubility in acetone the
solubility of simvastatin in the three solvents was investigated in dependence of the tem-
perature. The saturation concentration was determined in a temperature range from 10
to 30 °C (283 to 303 K) by the gravimetric and UV Vis methods (described in subsec-
tion 3.3.11).206

The temperature dependent mole fraction solubilities of simvastatin in acetone, ethyl
acetate, and ethanol are show in Figure 4.42 compared to the previously reported data.
In the top left graph the solubility order acetone (grey) > ethyl acetate (red) > ethanol
(blue) throughout the temperature range is shown. The top right graph shows the sol-
ubilities derived from the different methods in acetone. The solubilities derived from
gravimetric method are given with open symbols and the solubility derived from UV
Vis measurements in full symbols. The solubility derived from UV Vis results in lower
concentrations compared to the gravimetric method. This might be due to the volatil-
ity of the solvents which makes it hard to get good measurements of the masses and
thus leads to errors in the calculation of the dilutions which where necessary for the
measurements, as mentioned in subsection 3.3.11. Although the values are lower they
are still in accordance with the trend which can be seen in data from the gravimetric
method and thus support them. The mole fraction solubility of simvastatin in ethyl
acetate is shown bottom left derived from gravimetric (orange and yellow) and from UV
Vis measurements (light grey and blue) compared to the previously reported data from
Nti et al. (black) and Yan et al. (dark grey). Our data are in good agreement with
the values determined by Yan et al. whereas the data from Nti et al. could not be
reproduced. Yan et al. determined the solubility by the gravimetrical method and Nti
et al. via reversed-phase analytical HPLC with UV detection.
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Figure 4.42: Solubility of simvastatin a) in all solvents and split up in acetone b), ethyl
acetate c), and ethanol d) depending on temperature. Depicted is the molar fraction solubility
χ derived from gravimetric method (darker colour), and derived from UV Vis measurements
(lighter colour). Solubilities reported in the literature are shown from Nti et al.272 (grey full
squares) for ethanol and ethyl acetate, from Yan et al.273 in ethyl acetate (grey open circles),
and from Aceves-Hernandez et al.271 in ethanol (grey open circles).

The mole fraction solubility of simvastatin in ethanol shown in bottom right are in good
agreement with the data published by Aceves-Hernandez et al. (dark grey) whereas also
here the data of Nti et al. could not be reproduced. Aceves-Hernandez et al. used
similar to Nti et al. the reversed phase method for the measurement of the saturation
concentrations. It was impossible to assess the origin of the discrepancy between the
herein determined saturation concentrations in ethyl acetate and ethanol compared to
the results from Nti et al. All measurements were performed above 275 K, so only the
thermodynamically stable form I should exist in solutions, suggesting that polymorphism
is unlikely as origin as well as gel formation during the evaporation of the solvent since
Aceves-Hernandez et al. performed HPLC measurements of the saturated solutions such
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as Nti et al. did. The discrepancies between the solubilities derived from gravimetric
and UV Vis measurements are the highest for acetone followed by ethanol and ethyl
acetate. This might be due to the volatility of these solvents which reflect the order
of the discrepancy decrease: acetone 233 hPa (20 °C) > ethanol 59 hPa (20 °C) ~ ethyl
acetate 59 hPa (20 °C). The order of the solubilities in the three solvents follows the ob-
tained activity coefficients of simvastatin which describes the discrepancy between the
real and an ideal mixture.206 In acetone simvastatin follows an ideal behaviour implying
full solvation of the simvastatin molecules. This result supports the highest solubility
of simvastatin found in acetone. The lipophilic character of simvastatin and the aprotic
character coupled with low polarity of acetone might increase the possible supramolecu-
lar interactions between the molecules. In ethyl acetate and ethanol positive deviations
from the ideal solution behaviour are found. Ethanol is the solvent with the highest
polarity investigated being close to the polarity of water, in which simvastatin is barely
soluble. The poor solubility in ethanol can be explained by unfavourable intermolecular
interactions between simvastatin and solvent molecules, which was confirmed by molecu-
lar dynamics simulations examined by Carlos Bernardes.206 These simulations showed a
high amount of large aggregates of simvastatin molecules which lead to segregation from
the solution in ethanol resulting in a low solubility. In ethyl acetate as aprotic and less
polar solvent than ethanol the solubility of simvastatin is slightly increased although not
as high as in acetone. The molecular dynamics simulations resulted in the formation of
few simvastatin aggregates comparable with the amount found in acetone. In acetone,
however, more effective solute-solvent-interactions by means of alternating simvastatin
and solvent molecules in the networks were found. These molecular dynamics simula-
tions suggest that the solubility of simvastatin depends on an interplay of intermolecular
interactions and its cluster-forming tendency.
Considering the simvastatin solubility in the three solvents the in situ investigation
of the crystallization behaviour is investigated starting with an initial concentration
approximately 10 times lower than the saturation concentration at room temperature.

4.4.3 In Situ Crystallization of Simvastatin

In the following chapter the crystallization of simvastatin in three solvents, which differ
in polarity, protic, and hygroscopic character, was investigated in situ by using simulta-
neous synchrotron X-ray diffraction, Raman spectroscopy, thermography, and imaging
analysis to study solvent evaporation from acoustically levitated droplets. It was studied
how key experimental conditions such as solvent properties and temperature influence
the crystallization behaviour of simvastatin.
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Figure 4.43: Experimental in situ setup for the crystallization of simvastatin using a com-
bination of XRD, Raman and volume detection at the synchrotron (left) and thermographic,
Raman and volume detection in the lab (right).

For the crystallization experiments undersaturated simvastatin solutions were used, with
concentrations of around 4 × 10−2 mol kg−1 for the simvastatin to reach saturation during
evaporation. The used concentrations are around ten times lower than the literature
known saturation concentration of simvastatin in ethyl acetate and ethanol. 271–273 The
simvastatin solutions were inserted into the acoustic levitator and the crystallization
was monitored during the evaporation of the levitated droplets in a set up shown in
Figure 4.43 described in detail in subsubsection 3.3.10 for 30 to 90 minutes. The in situ
XRD and Raman spectroscopy data for the simvastatin crystallization from levitated
droplet of ethanol solution are shown in Figure 4.44.
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Figure 4.44: In situ simultaneously recorded synchrotron XRD and Raman spectroscopy of
simvastatin from ethanol in the acoustic levitator.
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The presence of solvent molecules ethanol during the solvent evaporation can be identi-
fied by the symmetric and the asymmetric stretch vibration νs(CCO) at 883 cm−1 and
νas(CCO) at 1052 cm−1 in the Raman spectra. The evaporation of ethanol correlates
with the decrease of these Raman bands accompanied by an increase of characteristic
Raman signals of simvastatin, which are the C=O vibration at 1649 cm−1 and the C-H
stretch vibrations around 3000 cm−1.259 The region between 2800 and 3200 cm−1 shows
broader signals compared to the crystalline simvastatin at room temperature (black),
indicating the formation of amorphous simvastatin as described by Graeser et al.259

Figure 4.45: Scattering curve of water com-
pared to the scattering obtained at different
times during the evaporation of ethanol, which
can be correlated to the initial solvent (79 s),
intermediate state (1110 s), and the final amor-
phous simvastatin (2190 s).

The ethanol related vibration band inten-
sities vanish completely after 1600 seconds
(~26 minutes), when ethanol is completely
evaporated. The ethanol evaporation is
also evident in the XRD patterns. The
two broad amorphous scattering halos of
the droplet at q = 15.4 and 7.6 nm−1 in
the first XRD pattern after 79 seconds (s)
shift to q = 19.1, and 29.4 nm−1 within
1100 s and then to q = 8.2, 12.8, and
29.4 nm−1 within 1604 s. Until the end
of the experiment no crystallization indi-
cated by sharp reflections appear in the
XRD pattern, suggesting the formation of
a persistent amorphous simvastatin phase
from ethanol. A comparable XRD pattern
with an amorphous halo q = 12.5 was pub-
lished by Graeser et al. and given in Fig-
ure A.14 identifying the persistent amorphous simvastatin manufactured by different
methods such as cryo milling and quench-cooling.259 The halos detected at 1100 s can
be assigned to water as depicted in Figure 4.45.

16 s 120 s 410 s 800 s

7804 s2402 s1890 s1380 s 1 mm

Figure 4.46: In situ recorded images of the evaporating droplet of simvastatin from ethanol
in the acoustic levitator.
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Figure 4.47: Temperature-saturation curve of the simvastatin-ethanol droplet during the
levitation.
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Figure 4.48: Microscope and SEM images of simvastatin crystallized from ethanol.

The thermographic measurements of the evaporating droplet in Figure 4.47 show signif-
icant temperature changes during the course of solvent evaporation and are assembled
with the calculated saturation of simvastatin in the droplet based on the saturation con-
centrations mentioned above. Two curves from two independent experiments are plotted
as function of levitation time. At the beginning the temperature of the empty acous-
tic levitator forms a plateau at ambient temperature. After injecting the droplet into
the acoustic levitator at t = 0 into a stable position the temperature drops drastically
due to the gradual evaporation of the solvent. Within the first 20 s the temperature
decreases by around 11 °C and increases after 200-500 s reaching ambient temperatures
after around 1200 s. This is in accordance with the evaporation of ethanol evident in
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the Raman and XRD data as well as in the images of the levitated droplet shown in
Figure 4.46. The concentration of simvastatin in the droplet increases during the evapo-
ration of ethanol until the saturation is reached after around 600 s and a supersaturation
level of 3 is reached, when the droplet is at ambient temperatures. The supersaturation
is calculated by dividing the actual concentration in the droplet by the temperature
dependent saturation concentration determined previously. The concentration reached
a plateau after around 1500 s confirming the complete evaporation of ethanol leaving a
clear sphere of amorphous simvastatin. The microscope image of the resulting sphere in
Figure 4.48 shows a gel-like consistence, which is supported by SEM images confirming
the smooth surface.

6 s 140 s 184 s

684 s390 s262 s222 s

1 mm

76 s

Figure 4.49: In situ recorded images of the evaporating droplet of simvastatin from ethyl
acetate in the acoustic levitator.
The in situ measurements of the crystallization of simvastatin in ethyl acetate are shown
in Figure 4.50a. The characteristic vibration bands of ethyl acetate at 378 cm−1 (C-C
bending) and 2940 cm−1 (C-H stretching),274 are present in the Raman spectra during the
first 500 s after which they vanish indicating the complete evaporation of the solvent. The
characteristic Raman signals of simvastatin at 1649 cm−1 and around 3000 cm−1 increase
simultaneously, with the 2800 to 3200 cm−1 region showing broader signals compared to
the crystalline simvastatin at room temperature (black), indicating the formation of
amorphous simvastatin. The first XRD pattern exhibits a prominent solvent halo at q
= 14.7 nm−1 which shifts to q = 12.5 nm−1 within the first 250 s. This shift indicates
the evaporation of ethyl acetate and formation of amorphous simvastatin. Also in ethyl
acetate no crystallization occurs until the end of the experiment resulting in amorphous
simvastatin. Similar to the ethanol solution the temperature profile of the crystallization
from ethyl acetate in Figure 4.50b shows a fast temperature decrease within the first
20 s of 13 °C. The temperature drops further 2 °C within the following 200 s while
the concentration of simvastatin increases to the saturation point after 200 s. When
evaporation passes through its final phase, temperature and concentration undergo a
steep rise and the final amorphous simvastatin sample reaches the initial temperature
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Figure 4.50: a) In situ simultaneously recorded synchrotron XRD and Raman spectroscopy
of simvastatin from ethyl acetate in the acoustic levitator recorded at the synchrotron and b)
in situ thermography and concentration measurements of the simvastatin-ethyl acetate droplet
during the levitation achieved in the lab.
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Ethyl acetate
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Figure 4.51: Microscope and SEM images of simvastatin crystallized from ethyl acetate.

after 300 s and a maximum supersaturation of 4 after 500 s. The time-dependent course
of the concentration fits the in situ XRD results and is evident in the images of the
shrinking droplet shown in Figure 4.49 which reached its final minimal size after around
400 s while an enormous shrinking happened until 260 s. Microscopic images of the final
amorphous simvastatin are shown in Figure 4.51 indicating a spherical clear glassy solid
which is not stable but crystallized over a period of two weeks. The surface as depicted
in SEM images is not as smooth as the simvastatin sphere received from ethanol solu-
tion, but shows roughness and incipient needle like domains.

The in situ measurement data of the simvastatin crystallization in droplet from an
acetone solution is shown in Figure 4.52a. Characteristic Raman bands of C-H and
C-C stretch vibrations of the acetone solvent molecules are positioned at 2923 cm−1

and 790 cm−1.275 After 300 s, these characteristic bands of acetone disappear and the
characteristic Raman spectrum of simvastatin is detected dominated by the vibration
bands at 1649 and around 3000 cm−1. The 2800 to 3200 cm−1 region shows some broad
but also sharper signal comparable with the Raman spectrum of crystalline simvastatin
at room temperature (black), indicating the formation of crystalline simvastatin. The
first XRD pattern shows a broad scattering halo with a maximum at q = 14.6 nm−1,
which shifts to higher q values in the first 140 s. After 200 s, three distinguishable
scattering contributions develop at around q = 12.9 and 19.4 nm−1.
These halos can be assigned to amorphous simvastatin and water as depicted in Fig-
ure 4.45. First reflections of simvastatin at q = 6.7, 12.3, and 12.6 nm−1 appear after
around 320 s in the XRD pattern indication the formation of crystalline simvastatin,
where the reflex at q = 12.6 nm−1 is characteristic for polymorph I (see Figure 4.41).
The intensity of these reflections increases over time and the scattering halos disappear
due to solvent evaporation and transformation of amorphous to crystalline simvastatin.
This observation is in agreement with the images of the shrinking droplet in Figure 4.53
(grey square and circle). The clear droplet directly after injection shrinks due to evap-
oration and appears turbid after around 110 s due to supersaturation of simvastatin in
the droplet.
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Figure 4.52: a) In situ simultaneously recorded synchrotron XRD and Raman spectroscopy
of simvastatin from acetone in the acoustic levitator and b) temperature-concentration curve
of the simvastatin-acetone droplet during the levitation.
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Figure 4.53: Images taken of the simvastatin in acetone droplets over time. Compared are the
images of the four experiments analysed in Figure 4.52b. The black and red marked courses
are the thermography experiments and the grey marked images are the XRD and Raman
experiments. The final droplet size of the XRD and Raman experiments (marked in grey) is
smaller than the final droplets in the thermography experiments (red and black) and results
in higher supersaturation for the grey courses of supersaturation depicted in Figure 4.52b.
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Figure 4.54: Microscope and SEM images of simvastatin crystallized from acetone.

The supersaturation of simvastatin in the droplet is depicted in Figure 4.52b (grey and
black squares and circles) together with the thermographic measurements (red square
and circle). The depicted temperature pathways are directly linked to the saturation
curves depicted with black square and circle and the two lower rows in Figure 4.53,
resulting from the same two experiments. Within the first 20 s of solvent evaporation
the temperature drops drastically by 22 °C and increases after 100 s reaching ambient
temperatures after 200 s. The reproducible low temperature leads to the condensation of
water from the surrounding air as indicated in the XRD pattern. Shortly after the initial
temperature of the empty levitator is reached a second temperature drop occurs, which
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can be referred to the evaporation of water. The initial temperature plateau is finally
reached after the adsorbed water molecules completely left the sample. After around
600 s a non circular shape of the droplet (Figure 4.53 black square) indicates the final
solidification of simvastatin which supports the assumption of completed evaporation
of the water from the droplet. The droplets are shrinking due to solvent evaporation
and after around 200 s, when the droplet is again at ambient temperature, the droplet
gets turbid. The saturation curves corresponding to these experiments (black square
and circle) suggest that depending on the droplet temperature saturation of the ace-
tone solution is never reached. But this finding can be explained with the formation of
a crystalline simvastatin shell forming on the surface of the droplet circumventing the
further shrinking of the droplet size during evaporation. This gets evident, when com-
paring the final size of the droplets shown in Figure 4.53 derived from the thermography
experiments (two bottom rows) and the XRD and Raman experiments (two top rows).
The saturation curve representing the XRD and Raman experiments depicted as grey
square and circle curves correspond to the two top rows in Figure 4.53. The saturation
concentrations at each point were calculated using the averaged temperature profiles
determined. After around 100 s the concentration in the droplet increased to saturation
or near-saturation. This temporary very high concentration leads to the clouding of
the droplet, as depicted in Figure 4.53. The concentration drops afterwards due to the
increase of the droplet temperature and resulting improved solubility of simvastatin in
acetone. But after 400 respectively 600 s the supersaturation is finally reached. Micro-
scopic images of the crystalline simvastatin show a white sphere under light microscope
in Figure 4.54. The top right SEM images depict a broken simvastatin shell, which
formed during the solvent evaporation. The inner part shows a sheet like structure,
which appears like intergrown needles on the surface. The bottom images confirm the
fibrous surface consisting of intergrown needles.

Crystallization of simvastatin was only detected in acetone while amorphous simvastatin
was formed in ethanol and ethyl acetate. The polarity of the solvent showed no signif-
icant impact on the crystallization behaviour of simvastatin. It crystallized from polar
acetone, but not from polar ethanol. The protic character however showed a tendency
to crystallization, since acetone and ethyl acetate are aprotic, while ethanol is protic.
The initial water contents in the solvents as given by supplier are 200 ppm in ethyl
acetate and 50 ppm in acetone and ethanol, while these two are hygroscopic solvents.
The tendency towards crystallization seems to be strongly influenced by the dynamics
of the evaporation process. The higher volatility of acetone (acetone > ethyl acetate >
ethanol) leads to a faster evaporation and a larger temperature drop during evaporation.
The low temperature reached during acetone evaporation seems to promote the uptake
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of water from the atmosphere, which acts as antisolvent, triggering the crystallization of
simvastatin. Finally, the present results show the importance of controlling experimen-
tal conditions such as surface cooling and hygroscopicity for experiments in levitated
droplets.
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The adapted, facile thermal reduction approach was successfully implemented for pure
Ni, and spherical monodisperse NiNPs could be achieved. These NiNPs were investigated
thoroughly resulting in metallic NiNPs with crystalline Ni fcc domains visible for XRD,
XAFS, and TEM and a thin NiO passivation layer, which was only visible for XPS and
ASAXS. With ASAXS it was possible to reveal a core-shell structure of elemental Ni in
the core covered by a NiO shell. The size of the NPs could be tuned by changing the
amount of reducing agent and stabilizer within 5 and 16 nm with a spherical shape at
all sizes. The main growth occurs within the first 40 minutes of reaction time and the
reaction volume had no significant influence on the NP size in a range of 5 to 20 mL.
NiNPs with a size of 14 nm were supported on porous SiO2 and showed good catalytic
activity for the conversion of CO2 to syngas (CO and H2) via the reverse water gas shift
reaction (RWGS). The activity increased with increasing temperature, and also at lower
temperatures after heating up to 500 °C.
The crystallization of the active pharmaceutical ingredient simvastatin in a levitated
droplet was studied in acetone, ethyl acetate, and ethanol and a solvent dependent be-
haviour was found. The saturation concentration of simvastatin was determined in the
temperature range of 10 to 20 °C in the three solvents, resolving the discrepancies in for
ethanol and ethyl acetate, and identifying the not before published saturation concen-
tration in acetone. Simvastatin crystallized from acetone reproducibly, triggered by a
strong temperature drop of 22 °C during evaporation, resulting in supersaturation and
the condensation of water, which acts as antisolvent. From ethanol simvastatin formed
a persistent gel-like amorphous phase after solvent evaporation. A glassy amorphous
simvastatin was achieved by evaporation of ethyl acetate, which shows microscopic sim-
ilarities to the crystalline form and tends to crystallization after a short period of time.
The adapted facile, and straight-forward synthesis method was successfully transferred
from monometallic NiNPs to bimetallic Ni systems. Bimetallic NiCo NPs were prepared
in varying sizes and metal compositions by co-reduction. With increasing amount of Co,
spherical NPs containing mainly Ni beside irregularly shaped NPs consisting of mainly
Co were formed. With varying amounts of stabilizer TOP from 2-30 eq an NP size
range of 14 to 8 nm was accessible. Due to the irregularity of the final NPs, Co was
substituted by Cu as second metal beside Ni. Bimetallic NiCu NPs ranging from 7 to
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40 nm could be prepared by the adapted thermal reduction synthesis route. Spherical
NPs with crystalline domains of fcc Ni and fcc Cu were formed, as determined by TEM
and XRD. STEM-EDX measurements indicated the formation of core-shell NPs with
a Cu enriched core and a Ni shell. EXAFS suggested the formation of NiO, which is
enriched on the surface of the NP, as determined by XPS measurements.
ASAXS measurements were conducted at three defined energies (8004 eV, 8330 eV,
and 8973 eV) and confirmed the formation of a core-shell NP with NiO on its surface,
revealing an even more complex structure: A CuNi alloy core is surrounded by an Ni
enriched shell, which is covered by a NiO shell. The core and shell thicknesses are
correlated to the NP size and the Cu content. In combination with XPS a porous
NiO shell is very probable, explaining, why it is not visible in XRD. Such an explicit
usage of the total scattering curves to derive the nanostructure as well as the elemental
composition at three outstanding X-ray energies was rarely used up to now.
The NP size could be adjusted by adjusting the amount of reducing agent OAm and
stabilizer TOP, while the amount of stabilizer showed stronger impact on the NP size.
With 1.5 eq TOP 30-40 nm NiCu NPs were achieved, while 50 eq TOP led to the
formation of 6 nm NiCu NPs. All sizes of NiCu NPs had a spherical shape, except when
prepared with a stabilizer TOP with lower purity, which led to the formation of NiCu
NPs with sizes ranging from sticks, triangles, cubes, to spheres.
A set of eleven NiCu NPs with varying sizes, Cu contents and shapes was supported
on porous SiO2 via dry impregnation in an evenly distributed fashion. The NPs were
tested for their catalytic activity for the RWGS reaction in dependence of the structural
composition. A strong dependency on the Cu content was found for small NiCu NPs
resulting in an increasing activity with increasing Cu content. In larger NiCu NPs
the Cu content played a minor role. TEM measurements of catalyst material before
and after catalysis indicated no sintering, aggregation, or coarsening of the NPs during
catalysis and XPS measurement pre and post catalysis resulted in comparable Ni/Cu
ratios, which supports the reusability and the sustainability of these catalysts for real
life applications.
Further insights into the catalytic process and the impact of Cu on the catalytic activity
could be gained by in situ investigations and the comparison to the catalytic activity
of pure Cu NPs. Long-term stability and the desactivation of the catalysts over several
cycles might give more insights into the applicability of these NiCu NPs in future cat-
alytic applications. Bimetallic Ni NPs could be tested in future studies concerning the
size, shape, shape and metal ratio as well as improvements in catalytic activity.
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Table A.1: Synthesis parameters used for the formation of monometallic NiNPs. Listed are
the amount and concentration (c) of metal precursor Ni(acac)2 in mmol respectively mmol/L,
the equivalents (eq) of oleylamine (OAm), trioctylphosphin (TOP) to the amount of metal pre-
cursor, and the volume of additional solvent dibenzylether (DBE). The resulting NP diameter
(size) and dispersity (PD) derived from SAXS measurements are listed in addition.

parameter precursor OAm TOP DBE c size PD
mmol eq eq eq mmol/L nm %

standard 0.264 54.1 2.9 - 52
catalysis 0.251 56.8 3.1 - 49.8 14.2
time 0.122 119.8 3.1 - 24.5
OAm 0.249 5.0 1.5 4.42 49.8 15.5 10

0.249 10.0 1.5 4.01 49.8 13.8 13
0.249 15.0 1.5 3.6 49.9 15.4 10
0.249 20.1 1.5 3.2 49.8 11.5 10
0.249 30.1 1.5 2.37 49.8 10.2 12
0.249 40.1 1.5 1.5 49.9 10.2 12
0.249 58.9 1.5 - 49.9 9.1 11
0.124 122.4 1.1 - 24.5 9.5 8

TOP 0.249 59.5 1.0 - 50.0 10.2 10
0.249 56.9 3.0 - 49.9 9.2 8
0.249 54.2 5.0 - 49.8 9.0 10
0.249 47.4 10.0 - 49.8 7.5 13
0.249 20.2 30.1 - 49.8 4.5 15
0.128 116.3 3.0 - 25.3 12 8
0.125 97.0 17.9 - 25.1 10.6 6
0.128 119.0 49.2 - 16.4 7.6 10

volume 0.249 57.0 3.0 - 49.8 8.8 12
0.249 56,9 3.0 - 49.9 9.2 8
0.249 57.0 3.0 - 49.9 9.3 16
0.498 57.0 3.0 - 49.8 9.5 9
1.000 56.7 3.0 - 50.0 9.5 11
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Table A.2: Representative synthesis parameters used for the formation of bimetallic NiCo and
NiCu NPs. Listed are the amount of Ni precursor Ni(acac)2 in mmol, the equivalents (eq) of
the metal precursors Co(acac)2 or Cu(acac)2 to the Ni precursor, the equivalents of oleylamine
(OAm), trioctylphosphin (TOP) to the amount of total metal precursor, the concentration
(c) of total metals in mmol/L and the volume of additional solvent dibenzylether (DBE).
The resulting NP diameter (size) and dispersity (PD) derived from SAXS data are listed in
addition.

Ni(acac)2 Co(acac)2 OAm TOP DBE c size PD
mmol eq eq eq mL mmol/L nm %

standard 0.127 0.24 93.0 2.9 - 31.4 13.8 12
TOP 0.124 0.20 99.9 1.5 - 29.8 14.3 13

0.124 0.20 97.9 3.0 - 29.8 13.8 9
0.125 0.21 94.9 5.4 - 29.8 11.4 9
0.123 0.22 87.0 10.5 - 30.0 11.0 8
0.125 0.21 74.7 20.1 - 29.8 8.8 13
0.123 0.21 61.3 30.2 - 29.7 7.5 16
Ni(acac)2 Cu(acac)2 OAm TOP DBE c size PD
mmol eq eq eq mL mmol/L nm %

standard 0.127 0.19 88.4 10.4 - 29.7 15.4 12
time 0.252 0.24 93.3 2.9 - 31.3 19.5 24
TOP 0.125 0.20 100.0 1.5 - 29.8 30.5** 9

0.125 0.20 99.4 1.6* - 29.9 - -
0.130 0.19 93.8 2.5 - 31.3 24.1 14
0.125 0.19 93.6 5.3 - 30.2 20.4 13
0.125 0.21 90.6 7.0 - 30.4 18.9 12
0.127 0.19 88.4 10.4 - 29.7 15.4 12
0.125 0.20 75.5 19.6 - 29.8 14.0 16
0.127 0.20 59.9 29.5 - 30.4 10.6 13
0.126 0.19 38.5 49.3 - 28.9 6.1 15

OAm 0.124 0.20 5.1 10.2 4.0 30.2 5.9 16
0.126 0.20 10.1 10.1 3.8 30.2 7.5 22
0.125 0.21 20.2 10.0 3.3 30.2 9.5 22
0.123 0.23 30.1 10.1 2.8 30.5 10.4 26
0.124 0.20 50.9 10.2 2.2 27.8 15.6 13
0.127 0.19 88.4 10.4 - 29.7 15.4 12

catalysts
31Ni5 0.125 0.20 99.9 1.5 - 29.8 31.0** 10
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Table A.2: continued from previous page.
Ni(acac)2 Cu(acac)2 OAm TOP DBE c size PD
mmol eq eq eq mL mmol/L nm %

28Ni3 0.113 0.32 99.3 1.5 - 30.0 28.1** 12
17Ni5 0.124 0.20 90.0 10.3 - 29.3 16.7 11
17Ni3 0.113 0.33 89.2 9.9 - 29.6 17.2 16
19Ni1 0.077 0.97 88.5 9.8 - 29.9 19.1 13
13Ni6 0.126 0.21 49.7 10.0 2.2 28.4 12.7 29
15Ni1 0.076 0.98 50.5 10.6 2.2 27.8 15.0 20
12Ni7 0.125 0.20 89.1 9.9* - 29.7 11.5 21
-shape
7Ni34 0.126 0.20 36.2 49.0 - 29.6 7.1 17
8Ni15 0.113 0.33 34.6 49.6 - 29.8 8.0 17
8Ni2 0.076 1.01 33.7 48.2 - 30.7 7.5 26

* = 90% purity TOP used, ** = size derived from TEM data

Figure A.1: SAXS data of NiNPs after 0, 10, 40, 70, and 120 minutes reaction time used for
the given size determination.
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Figure A.2: STEM images of NiNPs after synthesis (left) and after nine weeks of storage in
air (right), with selected regions (white rectangle) used for EDX mappings.

Figure A.3: SAXS data of Ni NPs synthesized using different amounts of OAm with corre-
sponding Schulz–Zimm fit (red lines). T = 220 °C, t = 2 h, [Ni] = 50 mmol/L, TOP = 1.5
eq.
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Figure A.4: a) Ni = 25 mmol/L, b) Ni = 50 mmol/L.SAXS data of Ni NPs synthesized using
different amounts of TOP with corresponding Schulz–Zimm fit (red lines). T= 220 °C, t = 2
h, pure Oam.

Figure A.5: SAXS data with corresponding Schulz–Zimm fit (red lines). Volume-independent
NP size. T = 220 °C, t = 2 h, [Ni] = 50 mmol/L, TOP = 1.5 eq, pure OAm.
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Figure A.6: STEM images of bimetallic NiCo NPs with a metal ratio of 1:1 (left) and after
synthesis (left) and an associated element mapping of Ni (green) and Co (red) (right).

Figure A.7: SAXS data of NiCu NPs after 10, 40, 70, and 120 minutes reaction time used
for the given size determination in chapter 5TabtimeNiCu.
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Figure A.8: SAXS data with corresponding Schulz-Zimm fit (red lines) of NiCu NPs prepared
with 5-90 eq OAm and 10 eq TOP, 5 mL, 2h at 220 °C.

Figure A.9: SAXS data with corresponding Schulz-Zimm fit (red lines) of NiCu NPs prepared
with 50 to 2.5 eq TOP and adjusted OAm content, 5 mL, 2h at 220 °C.
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Figure A.10: SAXS data of NiCu NPs prepared with 15, 30, 60, and 120 mmol/L metal salt
concentration (5:1 Ni:Cu) with 10 eq TOP and adjusted OAm content, 5 mL, 220°C.
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Table A.3: Fitted EXAFS data of NiNPs, catalysts, and NiCu NPs with varying sizes.
coordination number distance R/Å
ref NiNPs Rmodel Rfit R2

diff RMSE
NiNPs Ni1.1 12 6.55 ± 0.44 2.49 2.47 0.0007 0.05

Ni1.2 6 2.85 ± 2.69 3.52 3.46 0.004
pre Ni-Ni1 12 1.60 ± 0.97 2.49 2.49 0.0001 0.105

NiO 6 0.67 ± 0.31 2.09 1.94 0.02
post Ni-Ni1 12 1.90 ± 1.14 2.49 2.50 0.0001 0.127

NiO 6 0.49 ± 0.49 2.09 1.91 0.03
ref NiCu NPs Rmodel Rfit R2

diff RMSE
40.2 nm Ni-Ni1 12 6.23 ± 1.53 2.49 2.50 0.0002 0.013

Cu-Cu1 12 10.59 ± 0.83 2.56 2.54 0.0007 0.049
Cu-Cu2 6 3.58 ± 2.13 3.62 3.59 0.0013

20.4 nm Ni-Ni1 12 3.72 ± 1.81 2.49 2.51 0.0004 0.080
NiO 6 1.05 ± 0.85 2.09 1.97 0.012

Cu-Cu1 12 10.91 ± 1.07 2.56 2.53 0.0009 0.06
Cu-Cu2 6 5.78 ± 4.80 3.62 3.57 0.0025

15.4 nm Ni-Ni1 12 1.62 ± 0.60 2.49 2.54 0.002 0.114
NiO 6 0.69 ± 0.18 2.09 1.93 0.024

Cu-Cu1 12 11.29 ± 1.00 2.56 2.53 0.0013 0.053
Cu-Cu2 6 4.91 ± 3.44 3.62 3.57 0.003

6.1 nm Ni-Ni1 12 0.6 ± 1.17 2.49 2.56 0.013 0.097
NiO 6 2.16 ± 0.74 2.09 1.97 0.013

NiCu NPs Ni-Ni1 12 4.62 ± 2.29 2.49 2.49 0.00001 0.06
NiO 6 2.02 ± 1.97 2.09 2.00 0.007

pre Ni-Ni1 12 3.56 ± 1.31 2.49 2.49 0.00001 0.07
NiO 6 2.25 ± 1.65 2.09 1.99 0.009

post Ni-Ni1 12 3.37 ± 2.11 2.49 2.50 0.00005 0.08
NiO 6 0.29 ± 0.67 2.09 1.97 0.013
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5 Appendix

Figure A.11: EXAFS oscillations as function of the interatomic distance R in real space
obtained by Fourier transformation of NiCu NPs (black) and fcc Cu bulk fit (red) in the fit
window (grey) for a) 40.2 nm, b) 20.4 nm, and c) 15.4 nm. EXAFS oscillations as function
of the interatomic distance R in real space obtained by Fourier transformation of NiCu NPs
(black) and fcc Ni bulk and NiO fit (red) in the fit window (grey) for d) 40.2 nm, e) 20.4 nm,
f) 15.4, and g) 6.1 nm.
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Figure A.12: TEM images of NiCu NPs (12Ni7-shape) with an average size of 11.5 nm derived
from SAXS, prepared with 90 % pure TOP appearing in various sizes and shapes.
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Figure A.13: a) Isotherm from N2 Adsorption b) Pore diameter from Hg porosity. Pore
structure analysis data of the supporting material SiO2 (GRACE) and three representative
catalysts 31Ni5, 13Ni6, and 8Ni15.
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Table A.4: Core and shell thickness of NiCu NPs derived from ASAXS measurements, ap-
plying a core with a volumeweighted radius and a LogNorm distribution and an inner shell 1
and an outer shell 2 without distribution.

size Cu/Ni R core th sh1 th sh2 RED RED RED s
nm1 ratio2 nm nm nm core sh1 sh2

8000 eV
14Ni0 14.2 - 5.44 3.05 - 1 0.82 - 0.14
8Ni2 7.5 2.2 2.27 0.70 1.47 1 1.0 0.73 0.35

8004 eV
17Ni5 16.7 5.5 5.50 2.89 1.06 1 0.94 0.67 0.18
17Ni3 17.2 3.5 5.74 1.94 2.56 1 1.0 0.85 0.30
19Ni1 19.1 1.4 7.00 0.96 2.49 1 1.0 0.82 0.18
15Ni1 15.0 1.3 6.66 0.41 1.56 1 1.0 0.65 -
8Ni15 8.0 15.1 3.17 0.40 1.20 1 1.0 0.63 0.25

8304 eV
14Ni0 14.2 - 5.44 3.05 - 0.90 0.76 - 0.14

8330 eV
17Ni5 16.7 5.5 5.50 2.89 1.06 1 0.86 0.73 0.18
17Ni3 17.2 3.5 5.63 1.94 2.56 1 0.82 0.72 0.29
19Ni1 19.1 1.4 7.00 0.96 2.49 1 0.90 0.75 0.18
14Ni0 14.2 - 5.44 3.05 - 0.82 0.71 - 0.14
15Ni1 15.0 1.3 6.66 0.41 1.66 1 0.92 0.58 -
8Ni15 8.0 15.1 3.17 0.40 1.20 1 0.93 0.71 0.25
8Ni2 7.5 2.2 2.27 0.70 1.47 1 0.85 0.71 0.35

8397 eV
17Ni5 16.7 5.5 5.50 2.89 1.06 1 1.05 0.78 0.18
17Ni3 17.2 3.5 5.74 1.94 2.56 1 1.05 0.94 0.30
19Ni1 19.1 1.4 7.00 0.96 2.49 1 1.08 0.94 0.18
15Ni1 15.0 1.3 6.66 0.41 1.66 1 1.26 0.72
8Ni15 8.0 15.1 3.17 0.40 1.20 1 1.06 0.63 0.25
8Ni2 7.5 2.2 2.27 0.70 1.46 1 1.15 0.68 0.68

1 = SAXSess number weighted size, 2 = MS data.
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Table A.5: Absorbance (A) of simvastatin solutions in acetone (1:100 diluted in ethanol),
ethyl acetate (1:200 diluted in ethanol), and ethanol at 238 nm as a function of concentration
(c, g kg−1).

acetone ethyl acetate ethanol
c A c A c A
0 0 0 0 0 0

0,0027 0,122 0,001911 0,115 0,003135 0,178
0,003944 0,202 0,007475 0,282 0,004227 0,237
0,004769 0,209 0,011230 0,407 0,004928 0,252
0,005062 0,236 0,014866 0,541 0,005244 0,252
0,005306 0,238 0,018610 0,746 0,007989 0,384
0,006459 0,31 0,008394 0,415
0,006758 0,323 0,009048 0,449
0,006885 0,307 0,011817 0,568
0,007968 0,374 0,013416 0,654
0,010454 0,501 0,015396 0,804
0,010929 0,559 0,016799 0,809
0,012656 0,614 0,020345 0,989
0,009324 0,482 0,013578 0,65
0,009382 0,511 0,015963 0,792
0,011662 0,576 0,0161 0,777
0,012864 0,606 0,01624 0,835
0,013612 0,732 0,01927 0,941

0,014151 0,706
0,015624 0,768
0,015779 0,86
0,015828 0,804
0,016243 0,825
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Table A.6: Saturation concentrations of simvastatin in three solvents (g kg−1) determined by
gravimetric method and UV Vis spectroscopy.

temperature acetone ethyl acetate ethanol
1 2 1 2 1 2

K g kg−1 g kg−1 g kg−1

283 355.6 274.2 122.5 123.7 175.3 200.5
288 394.9 319.6 151.9 146.2 177.9 159.2
293 421.3 343.3 167.5 191.6 207.4 127.6
298 440.2 404.5 190.9 210.6 252.7 114.9
303 449.1 493.3 216.1 199.1 305.8 105.5

1: gravimetric; 2: UV Vis

Figure A.14: Literature XRD and Raman data from crystalline and amorphous simvastatin
as published by Graeser et al.259 Reprinted (adapted) with permission from Graeser, K. A.;
Strachan, C. J.; Patterson, J. E.; Gordon, K. C. & Rades, T. Physicochemical properties and
stability of two differently prepared amorphous forms of simvastatin Cryst. Growth Des., 2008,
8, 128-135. Copyright 2021 American Chemical Society.
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