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Abstract – In most information systems today, static user authentication is accomplished when the user provides a credential (for 
example, user ID and the matching password). However, passwords appear to be the most insecure authentication method as they 
are vulnerable to attacks chiefly caused by poor password hygiene. We contend that an additional, non-intrusive level of security can 
be achieved by analyzing keystroke biometrics and coming up with a unique biometric template of a user's typing pattern. The paper 
proposes a new model for representing raw keystroke data collected when analyzing typing biometrics. The model is based on fuzzy 
sets and kernel functions. The corresponding algorithm is developed. In the static authentication problem, our model demonstrated 
relatively higher performance than some classic anomaly-detection algorithms, such as Mahalanobis, Manhattan, nearest neighbor, 
outlier counting, neural network, and the support-vector machine.

Keywords: anomaly detection, data mining, fuzzy clustering, keystroke biometrics, kernel function, machine learning, static 
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1. INTRODUCTION

Internet proliferation has exploded over the past de-
cade. This has made efficient access control (AC) for in-
formation systems ever more challenging. Intruders may 
gain access to systems from virtually anywhere over the In-
ternet. As a fundamental concept in security, AC regulates 
who or what can view or use resources in a computing 
environment. It restricts access to computers, networks, 
applications, files and other sensitive data. One of the cru-
cial functions of AC systems is to ensure that "someone" is 
who they claim to be (authentication) and that they have 
the appropriate data access (authorization). Hence, user 
authentication is a major important challenge.

The user authentication problem can be tackled in 
many ways. In modern information systems, passwords 
remain the most common digital authentication meth-
od [1–4]. Passwords are typically a string of characters 
used to confirm a user's identity during the authen-
tication process. While passwords are a weak form of 
protection, their simplicity makes them easy to use and 
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administer. However, passwords are among the most 
vulnerable authentication methods. Poor password 
hygiene is a top cause of data breaches. A dictionary 
attack can be used to pick up the passphrase. Password 
hash can be leaked directly from their storage loca-
tion to be cracked offline [4]. Digital signature systems 
(DSSs), also used for authentication, are free from dic-
tionary attacks [5]. However, DSSs cannot guarantee 
secure storage of private keys because the keys are 
stored using other access control means [6, 7]. More-
over, digital signature needs to be verified and there is 
no legal backup for this verification process [6].

In view of the above, most high-security systems use 
biometrics to identify and authenticate individuals. The 
primary premise of biometric authentication is that any 
user can be precisely identified by intrinsic physical or 
behavioral traits. This authentication method comes 
with several benefits – it is convenient, every user has 
access to a unique set of biometrics, biometrics are 
hard to steal, and of course this technique comes with 
high security and assurance. 
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Biometric authentication uses unique biological 
traits to verify that someone is who they say they are. 
Such traits include palm print, fingerprints, hand ge-
ometry, voice, retinal patterns, iris recognition, facial 
recognition, DNA, odor/scent, and hand patterns [8]. 
Biometric systems can be divided into two catego-
ries: (a) physical biometrics systems – are effective, but 
quite expensive as they require special hardware; (b) 
behavioral biometrics systems – they analyze param-
eters such as a user’s keystrokes dynamics, navigational 
patterns, screen pressure, typing speed, mouse or mo-
bile movements, gyroscope position and more [9-11]. 
They do not require any special hardware and are easy 
to implement.

In this paper we first present the problem at hand, and 
look at existing user authentication methods. After that, 
we propose a keystroke data representation model and 
develop the corresponding algorithm. The algorithm is 
compared with some classic anomaly detectors.

2. PROBLEM STATEMENT

This research deals with the static authentication 
problem. Static authentication reuses a specific au-
thenticator (e.g., static password). This type of authen-
tication only provides protection against attacks in 
which an imposter cannot obtain the authenticator. An 
authentication process is strong if it is difficult to guess 
or decrypt the authenticator values and if the values 
themselves are secured in transit and while stored on 
the system [12]. 

The method works on a known pattern or other pre-
defined text. The data (e.g., password) entered by the 
user when attempting to login is collected and com-
pared with previous successful login attempts. This 
technique is an extension of the standard user ID/
password-based authentication method (i.e., the sys-
tem checks not only what the user typed, but how it 
was typed). 

Several static authentication features are worth not-
ing. First, the input data is relatively small. Typically, 
static authentication works in tandem with password 
authentication. This practically eliminates the use of 
extremely long passwords (over 100 characters) that 
the user would have to manually type.

Another feature is that input data is static in nature. 
The password, for the most part, remains the same from 
the moment it is created till it is changed or updated. 
In this case, only a small amount of typing biometrics 
data can be extracted. Besides, more often than not, 
the password is changed very rarely, which leads to a 
large sample. Therefore, static authentication should 
be optimized to be able to recognize a user based on a 
small set of parameters.

Static authentication should be completed as quickly 
as possible since the user will not be granted access un-
til authentication data has been successfully processed. 

Until authentication is completed, the user will not be 
allowed to access the system. Therefore, the time inter-
val between the moment the user enters his password 
and the moment he gains access to the system should 
be minimized as much as possible.

So, to put it more formally, our authentication prob-
lem can be described as follows. We assume there is a 
set of users performing certain keyboard actions, for 
example, pressing a key or typing a password. Here, 
the training task is to match a certain function (model) 
to each user; the model is to serve as a measure of the 
anomalousness of user actions, i.e., it will be used to 
verify the identity of real users and detect anomalous 
users. The authentication task is to measure (based on 
the model) the anomalousness of a new user action 
and process the calculated value. This value deter-
mines whether user authentication would be accepted 
or rejected.

The false rejection rate (FRR) and false acceptance 
rate (FAR) were used to evaluate obtained results. False 
rejection occurs when an authentic user is rejected by 
the system, while false acceptance is when an impos-
ter is accepted. A lower FRR means less rejection and 
easier access by genuine users. A lower FAR indicates 
less imposter accepted. [13-15].

Authentication algorithms, including the one pro-
posed in this paper, do not return a binary value – au-
thentication successful/authentication failed. Rather, 
they return some real value indicating how well the 
authentication attempt matched the training data. 
Hence, it is necessary to introduce a certain threshold 
that would distinguish between accepted and rejected 
authentication attempts. Varying this real value, we can 
find a threshold at which FRR and FAR are equal. That is, 
the authentication system is configured such that the 
rate of false negatives and the rate of false positives are 
approximately equal. The crossover error rate (CER) de-
scribes the point where FRR and FAR are equal. It is one 
of the most important indicators used in evaluating the 
performance of any biometric security system [16, 17]. 
The CER describes the overall accuracy of a biometric 
system.  Figure 1 shows that the lower the CER value, 
the higher the accuracy of the biometric system. If the 
threshold of acceptance (sensitivity) of the system is 
increased, FRR will increase and FAR will fall. Likewise, 
choosing a low threshold will result in high FAR and 
low FRR [15, 18].

Since the data used for the experiment contains 
password typing biometrics from many people, it can 
be assumed that the algorithm's performance will vary 
depending on the subject. Obviously, a highly efficient 
algorithm should produce equally good results regard-
less of the subject being authenticated. The greater the 
CER spread for different subjects, the harder it would 
be using the algorithm in practice. Therefore, the stan-
dard deviation of CERs for different subjects becomes 
another important parameter for evaluating the algo-
rithm's performance.
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Fig. 1. False acceptance rate versus false rejection rate

3. EXISTING AUTHENTICATION APPROACHES

Existing authentication methods are based on various 
features collected while the user is typing at a computer 
keyboard. They are also based on the models (used to 
verify the real user’s identity) created using these features.

3.1. DwEll tIME

Dwell time is the period during which a key is in a 
pressed state.  As described by Wong et al. [19], the 
key hold method takes a vector as a model, the vector 
consists of some elements. Each of the elements cor-
respond to a key on the keyboard, representing a pair 
– the mean dwell time of the key and the standard de-
viation for that key. So, the dwell time of a key (user ac-
tion) is considered abnormal if the difference between 
it and the mean dwell time for that key is greater than 
the standard deviation for that key. A percentage of 
allowed abnormal actions is given. If this threshold is 
exceeded, authentication will be rejected. The authors 
achieved FRR <10% and FRR <10% all at a time.

3.2. KEy EVENt OrDEr

Lau et al., [20] observed that when typing at the key-
board, some people sometimes unconsciously press a 
second key before releasing the first one. The authors 
called this phenomenon a "swap". A user model can be 
constructed by observing the key-press/key-release se-
quence and considering the number of "swaps". To ob-
tain an anomaly score, the distance between the tested 
and the user set was compared with the average distance 
between the keystrokes of the same user. An authoriza-
tion attempt was rejected whenever the distance went 
beyond one standard deviation. The resulting FAR and 
FRR depended strongly on pairs of users, with error rates 
ranging from 0% to 70%. This clearly makes the method 
unsuitable for use unless with other approaches.

3.3. rElAtIVE typINg SpEED

It is assumed that for each pair of keys, the typing 
speed remains about the same regardless of the text 

being typed. Therefore, it was suggested that the typ-
ing speeds of pairs of keys be measured and used as a 
user model. The distance between vectors of key pairs, 
ordered by typing speed, as proposed by Bergadano 
et al. [21], was used to build a model. Based on the re-
sulting mean distance between any two vectors of the 
same user and between any two vectors of different 
users, the researchers suggested that an authentica-
tion attempt should be accepted only when the differ-
ence in vectors is less than 0.33 and rejected when it is 
greater than 0.66.

3.4. tHE Shift KEyS

In their paper, Lau et al. [20] argued that people use 
the right and left Shift keys differently, and that this 
could be used for authentication. The authors divided 
users into 4 groups: strictly left-Shift users, strictly right-
Shift users, those who used the left Shift key more often 
than the right, and those who used the right Shift key 
more often than the left. Obviously, if a user hits the ex-
pected group, that does not necessarily mean that any 
authentication attempt made by that user must be ac-
cepted since we have a limited number of groups (only 
4), and the false acceptance rate is very high. However, 
when a user hits the wrong group, that authentication 
attempt will be rejected.

3.5. SHOrt AlpHABEtIC Or NUMErIC 
pASSwOrDS

Techniques proposed in [22] and [23] used keystroke 
times as a model. However, in [22], times were measured 
using three different typologies, as shown in Table 1.

time topologies Description

Absolute time

Consists of the dwell time (how long a key was 
held pressed) and the flight time (the duration 
between the moment the key was released and 
the moment the next one was pressed)

Cumulative time
Consists of the accumulated absolute times for 
typing a particular phrase. This allows to smooth 
out outliers.

Ratio time This is the ratio of the dwell time to the flight 
time

table 1. Typologies of time.

A multiclass linear support vector machine (SVM) 
was used as the training algorithm, as it demonstrates 
high results on simple-structure data [24].

During data collection, the subjects were divided 
into two groups: those who were informed about the 
experiment and those who were not. It was demon-
strated that obtained results were a function of users' 
awareness of the experiment. Specifically, the obtained 
FAR and FRR (1%-3%) were 3-5 times lower among the 
informed users.
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4.  PROPOSED APPROACH

4.1. DESCrIptION OF tHE MODEl AND  
 AlgOrItHM USED

Keystroke time intervals are the main inputs of the 
model. The various time intervals used for the feature 
space of our algorithm are presented in Table 2. The 
feature space was chosen as follows. Each password 
typing attempt is represented as a vector of time laps-
es between different key-press and key-release events. 
A key-press event occurs when a key that produces a 
character value is pressed down, while a key-release 
event occurs once the key is released.

Keystroke time intervals are the main inputs of the 
model. The various time intervals used for the feature 
space of our algorithm are presented in Table 2. The 
feature space was chosen as follows. Each password 
typing attempt is represented as a vector of time laps-
es between different key-press and key-release events. 
A key-press event occurs when a key that produces a 
character value is pressed down, while a key-release 
event occurs once the key is released.

Table 2. Timing vector for password-input events.

time intervals Description

Dwell time
The period, during which a key is in a pressed 
state. In other words, it is the length of time a key 
is pressed until it is released. 

Press–press Interval between two successive key presses 
(always positive)

Release–press
Interval between a key release and the next key 
press time (may be negative if next key is pressed 
before previous key is released)

Release–release Interval between two successive key releases 
(always positive)

It should be noted that for the first key pressed, only 
the dwell time is measured.

We used the outlier detection technique presented 
in [25] as the static authentication problem. The meth-
od is based on two main ideas: using kernel functions 
to define distances and deploying the fuzzy set theory 
to build a user model. We have adapted the approach 
to our problem.

4.1.1 KErNEl FUNCtIONS

Kernel functions (KFs) provide a way to manipulate 
data. The function of kernel is to take data as input and 
transform it into the required form. Kernels represent 
a method of computing the dot product of two vec-
tors in a certain feature space. They are widely used in 
various machine learning algorithms [26-30] and have 

been shown to be very efficient in tackling various at-
tack/intrusion detection problems [31-33]. KFs allow 
for efficiency in biometric security systems. These func-
tions enable you to avoid the trouble of having to go 
into an infinite-dimensional space; they also save you 
the time that would have been spent on computing 
map functions.

Nonlinear mapping from an input space of objects 
to the feature space is central in kernel methods. The 
kernel trick is a simple method which involves perform-
ing the mapping and the inner product simultaneously 
by defining its associated KF. The KF, see (1), computes, 
and returns the inner product between two inputs in 
the feature dimension.

(1)

Here K is the kernel function, x and y are n-dimen-
sional inputs, f is a feature map from n-dimension to 
m-dimension space, x∙y denotes a dot product. Usually, 
m is much larger than n. The Hilbert space serves as our 
m-dimension space.

Kernel function K(x,y) measures the distance (similar-
ity) between two input objects x and y. This metric can 
be used to build distance functions. Kernels provide a 
way of computing dot products in some feature space 
without even knowing what this space is and what the 
map f is. So, there is no need to compute f(x) and f(y); 
moreover, mapping is implicitly determined by K(x,y). 
Consequently, computing time and memory costs is 
also not needed. This is where the basic advantages of 
kernel functions come in.

While classical kernel-based clustering algorithms 
are based on a single kernel, in practice it is often de-
sirable to base clustering on combination of multiple 
kernels [34]. The use of different kernels adds a certain 
flexibility to our approach. It also expands possible 
configurations for the method, which can be selected 
such that optimal results are achieved.

In our approach, the following distance function 
based on the kernel function is considered:

(2)

We will focus more on the use of dot products (see 
expression 1) as kernels and the use of the Gaussian 
kernel (see expression 3).

(3)

In expression (3), sigma σ is the standard deviation 
of the Gaussian distribution. It basically controls how 
"fat" the kernel function is going to be. It controls the 
variance around a mean value of the Gaussian distri-
bution (how closely the values of a data set are clus-
tered around the mean). As σ becomes larger, the 
more variance (allowed around mean) can be chosen 
to achieve the best results. Conversely, as σ becomes 
smaller, the less variance allowed around mean can be 
chosen to achieve the best results. The Gaussian kernel 
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transforms the dot product in the infinite dimensional 
space into a Gaussian function of the distance between 
points in the data space.

4.1.2 FUzzy ClUStErINg IN FEAtUrE SpACE

Introduced independently by Lotfi A. Zadeh and Di-
eter Klaua in 1965 [35, 36], fuzzy sets were an exten-
sion of the classical notion of set [37]. They are objects 
with a continuum of grades of membership. These sets 
are characterized by a membership function that maps 
from the universal set to a value between 0 and 1.

In our proposed method, we search for one common 
fuzzy cluster containing images of all objects from the 
original space X. the degree of membership of the im-
age of an object from X quantifies the grade of mem-
bership of that object to each fuzzy cluster, i.e., a value 
inverse to the anomaly. Images with “small” member-
ship grades (less than a threshold established for a 
user) will be considered as illegitimate authentication 
attempts.

Petrovsky [25] demonstrated that a search for a fuzzy 
cluster in a feature Hilbert space, as we suggested above, 
results into the following fuzzy clustering problem

(4)

where H is the feature space containing vectors rep-
resenting authorization attempts; c is the center of the 
fuzzy cluster in the feature space corresponding to le-
gitimate user authorization attempts; D is the function 
of the membership degree vector; N is the number of 
legitimate authorization attempts used for training; 
di∈[0,1] is the membership degree of image f(xi) with 
respect to the fuzzy cluster in the feature space, and, 
accordingly, the typicalness degree of object xi; m is 
the fuzziness degree, and eta (η) is the distance from 
the cluster center, where the typicalness degree of the 
object is considered to be 0.5.

In our method, unlike in some classic fuzzy cluster-
ing methods, the center of the cluster or the values f(xi) 
cannot be clearly expressed. Nonetheless, J(D,c)  can be 
minimized using the following iteration algorithm based 
on randomized block-coordinate descent [38–40].

First, D and η are initialized: two points in the training 
set at maximum distance from each other are found; η 
is taken equal to the square of the distance between 
these two points and does not change throughout the 
algorithm; elements of D are taken equal to each other, 
di

0=1/N; that is, the cluster center is the same with the 
“center of gravity” of the images of points x. For such 
a selection of η, the typicalness degree of the objects 
from the learning set is always greater than 0.5.

Second, the cluster center is then calculated.

(5)

Third, the distance to the new cluster center is computed for 
all j∈[1,N].

(6)

Fourth, new degrees of membership of training vec-
tors are computed for all j∈[1,N]:

(7)

The second, third and fourth steps are repeated until:

(8)

where l is the step number, ε is the required accuracy.

In this case, anomaly function F(x,X), which calculates 
the typicalness degree of a new object takes the form.

(9)

where

(10)

In this method, η was chosen as the square of the dis-
tance between two points at maximum distance from 
each other in the training set. It does not change through-
out the algorithm. We call this a simplified variant.

However, there is a more complex way of choosing η. 
The square of the distance from the center of the clus-
ter to the farthest non-outlier vector is used to estimate 
the cluster radius at each iteration. Outliers are sug-
gested to be the fraction of vectors farthest from the 
cluster center, which is a parameter of the algorithm. 
The degree of membership of an object image to the 
fuzzy cluster in the feature space may be viewed as a 
typicalness degree of the object. In this case, typical-
ness degree F(x,X) will be > 0.5 if x lies inside the clus-
ter, < 0.5 if it lies outside the cluster, or equal to 0.5 if 
it lies on the border of the cluster. Therefore, in imple-
menting the model, 0.5 is used as the initial minimum 
typicalness degree by which a typing attempt is to be 
considered legitimate.

The simplified variant comes with some merits. Its 
basic advantage is that the anomaly function is continu-
ous, which makes it possible to compare typicalness de-
grees of objects and also to modify the outlier factor cri-
terion without reconstructing the model. Moreover, the 
proposed algorithm is considerably simpler than those 
used for solving quadratic programming problems [25]. 
The complexity of the algorithm itself is linear.
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However, calculation of the kernel matrix has O(n2) time 
complexity, where n is the size of the learning set [41].

4.1.3 DAtA prE-prOCESSINg

Features in the collected data may be heterogeneous, 
and their values may have different bounds. Therefore, 
given the peculiarities of the suggested algorithm, the 
data should be normalized, bringing the range of values 
to common boundaries for all the features. The best 
normalization method for this problem was chosen ex-
perimentally on a standard dataset – normalization to 
the absolute deviation value. Suppose that a feature p is 
encountered in training for N password-typing attempts. 
Then for p, the normalization factor for vector x would be:

(11)

where  is the arithmetic mean of the elements of x, 
and x' is the normalized vector of p.

Among other possible normalization factors that can 
be used are the square root of the above value, the 
interquartile range, and some other factors. However, 
as would be shown later, absolute deviation gives the 
best results.

5. ExpErIMENt

We conducted a series of experiments in order to 
compare the suggested method with existing ones 
and select optimal classification parameters. So, the 
proposed algorithm was implemented in R – a pro-
gramming language and free software environment 
for statistical computing and graphics [42].

5.1. ExpErIMENtAl DAtA AND SEt-Up

In order to be able to compare the performance of 
our algorithm with those of other algorithms, we had 
to conduct an experiment using the same conditions 
as those used in other methods. The conditions in-
volved having the same type of data, the same amount 
of training data and test data. Experimental data was 
obtained from a study by Killourhy et al. [43]. The rea-
son for this is, the data is consistent with our formu-
lated static authentication problem, it is representative 
enough.

We had to also take the experimental set up param-
eters from the same source. Enrolled for the study were 
51 subjects (26 males, 25 females; 35 right-handed and 
16 left-handed subjects). They completed eight data-
collection sessions (of 50 passwords each), making it 
400 password-typing samples in total. We collected 
password typing data from the 51 subjects who each 
typed 400 repetitions of a password. We then extracted 
various timing features, such as dwell time, press–press 
time, release–press time, release–release time, etc.

Moving further, some assumptions were made. We 
considered a situation where a user’s long-time pass-

word has been compromised by an impostor. We as-
sume that the legitimate user is practiced in typing his/
her password, while the illegitimate user is not (for ex-
ample, he is typing it for the first time). So, in this case, 
we measure how well the detection algorithm is able 
to differentiate between the genuine user’s typing and 
the impostor’s typing.

For a start, we designate one of the 51 subjects as 
the legitimate user, and the rest as illegitimate users. 
We train our detector and test its ability to identify the 
genuine user and impostors. So, the training phase of 
the algorithm is run on the timing vectors from the first 
200 password repetitions typed by the genuine user. 
The algorithm builds a model of the user’s typing be-
havior. Then, the test phase of the algorithm is run on 
the timing vectors from the remaining 200 password 
repetitions typed by the genuine user. The anomaly 
scores assigned to each timing vector are recorded as 
legitimate user scores. We then run the test phase of 
the detection algorithm from the first five password 
repetitions typed by each of the 50 illegitimate users. 
The anomaly scores assigned to each timing vector are 
recorded as illegitimate user scores. In total we have 
450 attempts.

The above process is repeated, each time designat-
ing one of the other subjects as the legitimate user in 
turn. After training and testing our algorithm, we have 
a total of 51 sets of legitimate user and illegitimate user 
scores. 

This experimental model corresponds rather pre-
cisely to the real scenario of using user authentica-
tion based on keystroke dynamics analysis: the first 
attempts are used for training, assuming that training 
occurs at the moment when the password changes to 
a new one, when a legitimate user is just beginning to 
develop his characteristic password typing traits. For 
detection, the last attempts are used, where the le-
gitimate user exhibits the developed password typing 
traits, while the illegitimate ones, being previously un-
familiar with the password, do not.

5.2. pArAMEtEr SElECtION AND rESUltS

In order to evaluate the influence of all parameters 
and select the values that best fit the problem, several 
series of experiments were conducted where we varied 
parameter values within given intervals. Results were 
evaluated and appropriate conclusions on how a par-
ticular parameter affected the result were reached. Af-
ter selecting the best value of one parameter, we fixed 
it and started selecting the value of the next parameter. 
The variable parameters are further described below in 
the order in which they were selected.

5.2.1 KErNEl AND ItS pArAMEtErS

In our experiments, we adopted the two most popu-
lar functions as kernels: dot product and Gaussian ker-
nel as shown in expressions (1) and (3), respectively.
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With dot product being used as the kernel, the best 
result was obtained at CER = 0.32. This indicates that 
the algorithm performs very poorly when the dot 
product is used as a kernel. For the Gaussian kernel, we 
had to vary its standard deviation, sigma σ. For small 
σ, there was a slow increase in correctly recognized 
attempts as the threshold decreased. With a strong in-
crease in σ from the optimal value, there was a general 
degradation of the ROC curve, without any character-
istic features; at further increase, the iteration algo-
rithm stopped converging, which, most likely, was due 
to rounding errors inherent in calculations involving 
floating-point numbers. The optimal value of σ for the 
presented sample turned out to be 101.

5.2.2 DIStANCE FrOM tHE ClUStEr CENtEr

As described earlier, there are two ways (simplified 
and iterative) to find η, which is the distance from the 
cluster center at which the degree of membership is as-
sumed to be 0.5. When using the simplified method, no 
additional parameters are required. The best CER ob-
tained using the simplified method was 0.187. For the 
iterative method, the outlier proportion must be speci-
fied. Experimentally, the best expected outlier propor-
tion was found to be 0.1. Using the iterative algorithm, 
it gives a CER of 0.177. When the outlier proportion is 
varied between 0.05 and 0.2, the CER varies between 
0.181 and 0.177.

5.2.3 DAtA NOrMAlIzAtION FACtOrS

The most significant improvements in performance 
were obtained after normalizing the input data before 
processing. The reason for this is that the parameters, by 
their nature, have very different values. For example, the 
dwell time of a key is always strictly positive, while the in-
terval between a key release and the next key press time 
may be positive or negative. Therefore, some normaliza-
tion factors were considered, namely normalization to 
the square root of the variance, the absolute deviation, 
the square root of the absolute deviation, the interquar-
tile range, and median absolute deviation. The absolute 
deviation and its square root gave the most accurate re-
sults for normalization.

A point that should be mentioned here is that for 
some users, the first type of normalization turned out to 
be better, and for others the second type. In this regard, 
we attempted to find out the best normalization meth-
od at the time of training. Cross validation was used for 
this purpose. The training sample was divided into two 
halves – the first part was normalized to the absolute de-
viation and to the root of the absolute deviation. Then 
two models were trained on it and tested on the second 
half of the training sample, respectively. After the results 
were obtained, training was similarly performed on the 
second half and testing on the first half. The best normal-
ization method for the user was the one with the smaller 
mean CER. However, similarly, introduction of cross vali-
dation did not improve the CER.

Additionally, when processing data, we replaced 
each value x in the input data with natural logarithm 
ln(x+C), where the value of C was taken as large as pos-
sible, such that ln(x+C) could be computed. This deci-
sion was justified by the fact that random variables 
describing individual password typing features, as was 
found out during the experiment, were more or less 
lognormally distributed.

6. rESUltS AND DISCUSSION

The chart in figure 2 compares the overall perfor-
mance of some of the algorithms considered in [43] 
with the suggested algorithm. The algorithms have 
been rank-ordered in alphabetical order. In the chart, 
our proposed algorithm is designated as “SUGGESTED 
ALGORITHM”.

The suggested algorithm obtained the lowest cross-
over error rate (0.093), thus indicating higher accuracy 
and reliability. The Manhattan (scaled), Nearest Neigh-
bor (Mahalanobis), and the Outlier Count (z-score) de-
tector were the other top-performing detectors using 
the crossover error performance measure. Our algo-
rithm turned out to be 0.003 better than the best per-
former – the Manhattan (scaled), at 0.096.

The anomaly-detection algorithms were appraised 
based on the same data, under the same conditions, 
and using the same procedures. Therefore, differences 
in performance can be credited to the algorithm and 
not to different experimental conditions.

Fig. 2. A comparison of the performances of 
anomaly-detection algorithms

A critical challenge here is that minor differences in 
the algorithms and even in the assessment can trigger 
substantial changes in performance. Typing biometrics 
is a delicate instrument in a noisy domain. As long as 
assessment and comparison depend on controlling 
these small differences in performance, shared data 
and similar assessment procedures are crucial. So ex-
tra shared data and further assessments are required to 
determine and disentangle the factors facilitating and 
hindering the performance of each algorithm.
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To further validate obtained results, the zero-miss 
false-alarm rate (ZM-FAR) could be computed and 
compared across the anomaly-detection algorithms 
considered. To calculate the ZM-FAR, the threshold 
is chosen such that FAR is minimized under the con-
straint that the miss rate be zero. This measure was 
used in some earlier studies [44, 45]. The CER and ZM-
FAR are different performance measures, but both are 
error rates (i.e., lower values imply fewer errors and bet-
ter performance).

7. CONClUSION

In this work, we have investigated keystroke biomet-
rics-based static authentication problem. In doing so, we 
proposed a new model – based on fuzzy sets and kernel 
function – for representing raw keystroke data, devel-
oped and implemented the corresponding algorithm, 
and compared it with some classic anomaly-detection 
algorithms, via experiments, on an equal basis. Our sug-
gested method was found to have outperformed exist-
ing methods (with respect to the static authentication 
problem) – obtaining the lowest crossover error rate.

We have made some trade-offs, which certainly in-
fluenced performance. For this reason, the data could 
be used to assess what impact such decisions have. 
To give an example, we used 200 samples for train-
ing, which may seem unrealistically large. Moreover, 
we used unpracticed illegitimate users, which appears 
to be impractical because such users might practice if 
they knew timing mattered, thereby enhancing detec-
tor performance. We have made these trade-offs for 
the sake of unbiased assessments.

To achieve high performance with less training data, 
a different appraisal procedure could be adopted to 
train the detection algorithm using fewer passwords. 
However, such should be categorically and rigorously 
described to avoid conflating and confusing different 
appraisal methods.
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