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Abstract – With the fast development of different communication technologies, applications, and services, the adoption of 
advanced sensory and computing solutions, such as the various Internet of Things (IoT) and mobile computing solutions, is 
continuously growing. The massive adoption of mobile computing and IoT sensory devices encouraged the continuous growth of 
generated network traffic. Therefore, the selection of adequate solutions for efficient data processing became necessary. Despite 
numerous advantages arising from effective data processing, operators and enterprises working within the ICT domain have only 
limited amounts of available networking resources to store, process, and use valuable information extracted from large quantities 
of gathered data. In this paper, an optimal planning process and prediction of usage of network resources is examined.  It takes 
into consideration the results of predictive modeling processes based on available sets of time series telecommunications data. The 
given forecasts enable effective selection of network architectures, as well as the distribution and allocation of network resources 
considering the cloud, edge, and fog networking concepts.

Keywords: optimal network resources allocation; edge-fog-cloud management for networking load distribution; telecommunications 
time-series data analyses; predictive analyses

1. INTRODUCTION

The significant advances in the development of in-
formation and communication technologies (ICT) have 
led to the massive adoption of various mobile com-
puting and sensory devices, as well as an exponential 
growth of generated wireless network traffic [1]-[6]. A 
constant evolution and adoption of advanced techno-
logical solutions, such as the Internet of Things (IoT) so-
lutions, expands opportunities for implementation of 
the Internet of Everything (IoE) ecosystems. These in-
telligent ecosystems are comprised of a large number 
of distributed heterogeneous devices that consistently 
generate vast amounts of data. 

According to some estimates, within a few years, 
there will be several hundred billion connected IoT 
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devices affecting every aspect of life, ranging from 
personal, public or industrial smart environments [1]. 
In this context, sensors have a crucial role in enabling 
the collection of various types of acquired data [7]. For 
handling massive amounts of data originating from 
numerous sources, increasing attention is given to 
the efficient transfer of network traffic and data pro-
cessing techniques [1]. Overall growth in the volume 
of network traffic and the development of the next 
generation ICT ecosystems encourage telecom opera-
tors and enterprises in the ICT domain to adapt their 
existing networking approaches, [4] and [6]. Adjusting 
network settings can achieve efficient distribution and 
allocation of resources for caching, processing, and 
computing. Due to existing requirements related to 
the performance of novel ICT systems, optimal selec-
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tion of adequate network architectures became a very 
challenging task. The processes of appropriate network 
resource distribution and allocation significantly im-
pact data processing speed. Therefore, these processes 
can be additionally supported by the implementation 
of algorithms for adaptive resource management, tak-
ing into consideration data usage patterns, as well 
as adequate techniques for traffic offloading [1]. The 
processes of prediction-based planning, distribution, 
and allocation of network resources present signifi-
cant challenges. The selection of adequate predictive 
models can effectively contribute to the optimization 
of planning processes, as can also be seen based on the 
results of analyses presented in this paper. Telecommu-
nications data analytics usually takes into consideration 
time-series data reflecting adoption or deployment 
rates of particular ICT solutions. The gathered results 
point to specific requirements that are necessary for 
optimization. If data representing ICT solutions’ adop-
tion and deployment patterns are taken into consider-
ation to derive useful knowledge, suitable prediction 
models must be used. This aspect is particularly impor-
tant because a vast number of telecom operators and 
enterprises in the ICT domain search for the best solu-
tions for the distribution and allocation of their limited 
caching and computing resources.  

In this paper, the analytics of gathered available 
telecommunications data sets are conducted based 
on the results created using several predictive mod-
els. The smaller sets of time series data are taken into 
consideration. In Section 2, an overview of current 
trends in adoption and deployment of relevant tele-
communications solutions is presented, as a starting 
point for further prediction-based forecasts and plan-
ning processes. In Section 3, the differences between 
centralized and decentralized network architectures, 
and between edge and fog computing concepts are 
presented. In Section 4, an overview of several com-
mon and some additional predictive models are pre-
sented, and the usage of gathered results in processes 
of network resources allocation and distribution is ac-
centuated. In Section 5, the defined models are ap-
plied to collected data sets, and the obtained results 
are carefully analyzed. The optimal approaches in 
making decisions related to network resources distri-
bution and allocation are indicated based on predic-
tive analyses results, and the most important conclu-
sions are highlighted.

2. ADOPTION TRENDS OF TELECOMMUNICATIONS 
SOLUTIONS 

The telecom operators and enterprises working with-
in the ICT domain have high expectations for scale and 
scope arising from advanced ICT solutions offerings 
[1]. The additional information extracted from a large 
amount of collected network traffic presents added 
value that encourages a significant incentive for ad-
vanced ICT services development and implementation 

processes. These expectations induce new research 
challenges related to available network settings. Higher 
levels of availability and quality of ICT solutions induce 
additional growth of their adoption, which is closely 
correlated with total achieved gains. The majority of 
businesses based upon usage of advanced ICT solu-
tions monitor metrics that reflect improvements in the 
efficiency of these solutions [5]. Therefore, the analyses 
and comparisons of models involving different ICT so-
lutions are prerequisites for the business planning pro-
cesses since a timely application of relevant data repre-
sents an essential advantage within business modeling 
process. For a better overview of current trends in the 
adoption of ICT solutions, various data sets reflecting 
their adoption rates can be used [2]-[5]. Some conclu-
sions that can be defined based on the analysis of these 
data are presented hereafter. 

A) The generated network traffic and the number of 
Internet connections

An increase in the number of Internet connections 
is generally followed by a growth in total generated 
network traffic [4]. The main reason behind the exist-
ing massive network traffic growth is in the usage of 
audio and video-on-demand content, whose quality 
continuously increases [1]. Furthermore, the users’ ex-
pectations related to the quality of services continue 
to rise. Uninterrupted high-speed connectivity is be-
coming an essential requirement for most users, re-
gardless of their location or the chosen network access 
solutions. An increase in average traffic consumption 
per user is mostly caused by the rise in the adoption of 
bandwidth-intensive video services streaming. Besides 
the audio-visual media which accounts for the major-
ity of network data traffic, the exchange of data traffic 
among end-user devices, terminal network equipment, 
servers and storage in the cloud continues to grow sig-
nificantly, as well. Increase in types of available solu-
tions users can choose to connect to the Internet, i.e., 
increase in the availability of Internet access technolo-
gies and services, follows growth in overall Internet 
network traffic demands. Intensive adoption processes 
of a wide range of Internet access solutions are current-
ly available, as well [4]. The significant advances in the 
development of wireless ICT solutions have led to the 
massive adoption of mobile broadband connections 
[4]. Moreover, the growth of the mobile subscriber 
base is expected to continue within the next few years, 
with mobile broadband constituting a majority of the 
personal mobile subscriptions. Machine–to–Machine 
(M2M) connectivity also has the potential of becom-
ing one of the contributors to the expected growth. 
The M2M services, as a part of the IoT solutions, which 
include automated communication and data trans-
mission among two or more ICT entities, also record 
growth in demand [4]. Although common characteris-
tics of IoT and M2M reside on remote access to devices, 
IoT is expanding the concept of M2M since it can be 
integrated into comprehensive and flexible business 
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solutions. While IoT is focused more on software solu-
tions and the Internet Protocol (IP) based networking, 
M2M communication is predominantly oriented on 
embedded hardware and mobile networks. However, 
considering the fact that M2M with Internet Protocol 
represents a part of IoT, the M2M/IoT services adoption 
trends can be analyzed jointly.

B) The generated network traffic and the package 
services 

Considering the fact that every market has its limited 
maximal capacity, i.e., the total number of end-users, an 
additional increase in ICT market share can be achieved 
with growth in the number of adopted services. As al-
ready proven in many cases, services diversification 
represents a key driver of revenue growth for service 
providers, e.g., telecom operators or ICT enterprises, 
since end-to-end solutions enable the most significant 
differentiation. While some operators specialize in spe-
cific ICT segments, others focus on specific vertical mar-
kets. However, many operators tend to invest in new ar-
eas of growth. Therefore, the key to sustainable growth 
is in expanding beyond the core ICT services offerings. 
A possible solution for the increase in the number of 
services offerings can be achieved with the IoT services 
offerings. The IoT can induce positive growth because 
each offer can include a different combination of con-
nectivity, devices, applications, and services. Many 
different types of ICT services offerings are currently 
available in the markets [5]. Although the stand-alone 
service offerings have a strong base of users, offerings 
of services packages comprising of more than one ICT 
service have also achieved fast adoption rates. These 
are any service packages where two or more ICT servic-
es are provided to users jointly, e.g., Internet, telephone 
services in the fixed network, telephone services in the 
mobile network or/and TV services. These are packages 
that jointly offer two or more services (e.g., 2D, 3D, and 
4D packages). The 4D packages, which include Internet 
access, TV, and the fixed and mobile telephone servic-
es, note for fast adoption growth, mainly based on their 
total value [4]. This fact goes in line with the concept 
which suggests the creation of all-inclusive services 
offerings for the end-users, and a specific definition of 
the services’ features [7].

C) The generated network traffic and the number of 
installed base stations

The seamless connectivity is one of the main contrib-
utors inducing growth in the adoption of wireless solu-
tions, along with increasing bandwidth demands. The 
exponential growth of wireless network connectivity 
necessitates the convergence of dense heterogeneous 
networks since a single base station may not be able 
always to provide the high quality of services necessary 
for services demanding high data rates, as in a case of 
multimedia streaming. 

Legacy mobile networks are dominated by macro 
cells served by high-powered cellular base stations 

whose radio coverage range of a few kilometers to tens 
of kilometers. As a response to the massive growth in 
network traffic, mobile operators have options to ad-
ditionally upgrade their networks and provide even 
higher network capacities and user throughputs. 
One of the possible solutions for improvement is to 
maintain multi-standard radio access networks which 
provide capacity scalability due to increased spectral 
efficiency in existing bands. Also, improvements can 
be based on the usage of adequate modulation and 
multi-antenna techniques, and aggregation of a large 
number of licensed and unlicensed carrier bands. 
Furthermore, network densification also improves 
network capacity. It assumes changes in network to-
pology or architecture by adding new cell sites. An 
appropriate network architecture should be chosen 
in combination with diverse factors. An increase in 
the number of radio sites using small cell sizes is an 
essential element for capacity increase. Small cells, as 
low-powered radio access nodes, are used to increase 
capacity without a need for tower-based radio sites. 
They operate in the licensed or unlicensed spectrum 
and typically cover areas range from ten meters to 
several hundred meters. Various types of small cells 
co-exist. These variants include femtocells, picocells, 
microcells, and metro cells. Network densification 
process achieved by adding small radio sites improves 
network coverage and capacity, enhances spectrum 
efficiency, and lowers energy power requirements. The 
usage of small cells operating on unlicensed bands is 
adequate in scenarios in which the deployment of 
network infrastructure is not commercially attractive 
for network operators, leaving that areas insufficiently 
covered by network services (e.g., as in some rural sce-
narios), as well as in scenarios with a scarce or limited 
volume of available network resources, as for instance, 
for a limited required radio frequency spectrum and a 
high network traffic demands (e.g. as in some urban 
scenarios). The small-cell based network access pro-
vides adequate coverage options for areas lacking ba-
sic network infrastructure (e.g., Fi-Wi or LPWA), as well 
as for offloading of network traffic on license-exempt 
frequencies (e.g., using Wi-Fi or LoRa) to free up the 
capacity in the macro network layer.  

3. OVERVIEW OF COMPUTING NETWORK 
ARCHITECTURES

The geographic distribution represents the scale to 
which a system is widely spread or localized. Within this 
context, a type of network architecture that should be 
used in the given scenario, i.e., the centralized or de-
centralized architecture, depends mainly on the utility 
of implemented ICT system, and the intended usage of 
information extracted from the processing of collected 
data traffic. The available computing network architec-
tures are the Cloud Computing (CC), Edge Computing 
(EC), Mobile Cloud Computing (MCC), Mobile Edge 
Computing (MEC), and Fog Computing (FC), as pre-
sented in Table I [8].
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Network 
architecture CC EC MCC MEC FC

Users Any Any Mobile Mobile Any

Providers Service 
providers

Enterprises / Network 
providers Users / Service providers Network providers Users / Service providers

Initiative Academic / 
Industrial Academic / Industrial Academic Academic / Industrial Academic / Industrial

Network 
architecture

Centralized / 
Hierarchical

Distributed / 
Localized

Central cloud & 
Distributed mob. devices Localized / Hierarchical Decentralized / Hierarchical

Internet 
connectivity

Necessary 
while running 

services

Not necessary, 
can operate 

autonomously 

Necessary for offloading 
and obtaining  content 

from the cloud

Not necessary, it can 
operate autonomously or 
connect to Int. using RAN

Not necessary, can operate 
autonomously

Hardware 
connectivity WAN WAN, (W)LAN, WiFi, 

cellular, ZigBee WAN WAN, cellular WAN, (W)LAN, WiFi, cellular

Service access Through the 
core network At the edge Through the core 

network At the edge Through devices from the 
edge to the core network

Table 1. Computing network architectures.

A) The Cloud Computing (CC)

A Cloud Computing (CC) model provides on-demand 
access to shared network computing resources [9]. 
Depending on the part of the application stack that 
can be managed by cloud users for processing, stor-
age, and networking, the cloud offers the following 
models: infrastructure, platform, and software as ser-
vices models (IaaS, PaaS, and SaaS) [10]. Because the 
demand for cloud resources can change within time, 
computing based on the provisioning of the required 
resources includes the virtualization for the deploy-
ment of on-demand applications. With the increase in 
the number of connected networking devices, services 
and applications, cloud architectures enable easy and 
cost-effective processes of computing, data caching 
and connectivity, but access to centralized resources 
can cause delays and degraded performance for de-
vices that are located far from centralized cloud or data 
center sources.

B) The Edge Computing (EC)

Edge Computing (EC) architecture enables placing 
servers, applications, or small clouds at the edge of the 
network. The term ‘edge’ used by the telecom opera-
tors usually refers to 4G and 5G base stations (BSs), Ra-
dio Access Networks (RANs), and Internet Service Pro-
viders’ (ISP) access and edge networks. Moreover, that 
term is recently used also in the IoT context, as pointed 
in [11], and [12]. It refers to the local network in which 
sensors and IoT devices are placed. Therefore, the edge 
presents the first hop from the IoT devices, such as 
gateways or access points, but not the IoT nodes them-
selves. The usage of edge computing is intended to en-
able storage and compute resources closer to the user 
[13]. EC connects the IoT devices with the cloud. It en-
ables data filtering, preprocessing, and aggregating us-
ing cloud services implemented near IoT devices [11].

•	 The Edge Computing (EC) vs. Cloud Computing 
(CC):

When placed at the network edge, storage, and com-
pute systems reside closer to device, application, or user 
that produces the data to remove data processing la-
tency. In this way, it is not necessary to send data from 
the edge of the network to some remote cloud or any 
centralized processing system, and back. By reducing 
the distance and time necessary to send data to the cen-
tralized system, the speed of data transfer, as well as the 
performance of services and applications on edge can 
be improved. The EC is adequate for industrial IoT usage 
cases since it brings processing closer to the sensors and 
actuators, and enables edge analytics of local data.

C) The Mobile Cloud Computing (MCC)

Mobile Cloud Computing (MCC), presents infrastruc-
ture outside of the mobile device where the data stor-
age and processing are conducted [14]. MCC shifts 
most of the computation from mobile devices to the 
cloud, and therefore increases the mobile devices’ bat-
tery life. However, offloading computation tasks to the 
cloud causes a relatively high latency for the delay-sen-
sitive applications. MCC enables coordination between 
IoT devices, mobile devices, and cloud computing. This 
allows the running of data-intensive and computing-
intensive IoT applications [15].

•	 The Mobile Cloud Computing (MCC) vs.  Cloud 
Computing (CC):

MCC shares the characteristics of Mobile Computing 
(MC) and CC. As opposed to mobile computing which 
is resource-constrained, in MCC, the high availability of 
computing resources is present. In MCC, the availability of 
cloud services is higher than that of mobile computing.

•	 The Mobile Cloud Computing (MCC) vs. Edge 
Computing (EC):
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Unlike MCC, EC is located at the edge of the network. 
Due to proximity to the IoT devices and users, latency 
in EC is in general lower than in MCC and CC. In the EC, 
connected devices are not limited by the resources as 
in standard mobile computing. EC uses small data cen-
ters and has higher service availability since devices do 
not have to wait for a centralized service. 

D) The Mobile Edge Computing (MEC)

Within Multi-access Edge Computing, i.e., Mobile 
Edge Computing (MEC) system, functional, manage-
ment, and orchestration entities, enable applications to 
run as virtual machines in a virtualized computing en-
vironment [16]. MEC elements are co-located with base 
stations. They deploy virtual machines for performing 
virtualization of routers and firewalls' functions to im-
prove network efficiency, and cache content services 
to enhance user experience. Since edge architecture 
supports a specific access network, either wireless or 
wireline, the MEC infrastructure is deployed and owned 
by the telecom operators.

•	 The Mobile Edge Computing (MEC) vs. Cloud 
Computing (CC):

MEC is an extension of MC through EC. MEC presents 
a platform providing CC features within the Radio Ac-
cess Network (RAN) close to mobile users. 

•	 The Mobile Edge Computing (MEC) vs. Edge 
Computing (EC):

MEC extends EC by enabling computing and storage 
near mobile devices. MEC enables adding of EC func-
tionality to the existing RAN base stations. In MEC, small 
data centers with virtualization can be used. In MEC and 
EC, computing resources are lower than in CC due to the 
available hardware. MEC supports low-latency applica-
tions. Both EC and MEC can operate even without Internet 
access. While MEC enables connections through a WAN, 
cellular, or WiFi, EC enables connections using LAN, cel-
lular, or WiFi. MEC enables EC to various mobile devices 
[17], as well as the usage of applications sensitive to de-
lays over the mobile network [18]. MEC has also incorpo-
rated the Software-Defined Networking (SDN), as well as 
Network Function Virtualization (NFV) capabilities. SDN 
enables easy management of virtual networking devices 
through software Application Programming Interfaces 
(APIs), and NFV enables faster deployment of networking 
services through virtualized infrastructure [19]. Using SDN 
and NFV, the orchestrator can be used to coordinate the 
resource provisioning across multiple network layers [20].

•	 The Mobile Edge Computing (MEC) vs. Mobile 
Cloud Computing (MCC):

Increased adoption of wireless solutions induces fur-
ther growth in mobile data traffic. The generated large 
quantities of multimedia traffic need to be processed 
by keeping up to demands set on users' experience. To 
overcome the existing data processing limitations of 
radio access networks, the following complementary 

approaches are proposed: one which suggests the cen-
tralization of base station functions using virtualization 
and shifting of computing capabilities to the central 
cloud, i.e., the Cloud Radio Access Network (C-RAN), 
and the other which suggests shifting of computing 
capabilities to the edge, i.e., the Mobile Edge Comput-
ing (MEC). Unlike MCC, related to the cloud service us-
ers of mobile devices and cloud service providers, MEC 
focuses on RAN-based infrastructure [18].

E) The Fog Computing (FC)

In Fog Computation (FC), storage, computing, and data 
management occur in the cloud but also along the path 
on which data travel to the cloud. FC presents a horizontal 
architecture platform that enables computing, storage, 
control, and networking functions closer to the users [21], 
and allows the distribution of computing functions be-
tween different platforms [22]. In FC devices either serve 
as computing nodes or use fog resources. FC is mainly im-
plemented in devices (e.g., small servers, gateways, access 
points, routers, or switches) owned by ICT enterprises.

•	 The Fog Computing (FC) vs. Cloud Computing 
(CC):

While CC must be accessed using the core network, 
FC can be accessed using connected devices from the 
edge to the network core. While CC provides comput-
ing resources using high power consumption, FC pro-
vides computing resources at lower power consump-
tion [23]. CC devices need Internet connections for 
cloud services. The FC can work independently and 
send necessary updates to the cloud when an Internet 
connection is available. 

•	 The Fog Computing (FC) vs. Edge Computing 
(EC):

FC extends EC capabilities given computation dis-
tribution and traffic load balancing. While EC orches-
tration and management derive from specific vertical 
practices of legacy systems, such as mobile network, 
FC provides an architecture which incorporates tools 
for distributing, orchestrating, and managing resourc-
es and services across networks. FC orchestration en-
ables the pooling of resources and collaborations be-
tween fog nodes which helps load balancing. FC and 
EC both move the computation and storage to the 
network edge. However, while FC provides comput-
ing, networking, and storage in any place from cloud 
to devices, EC provides computing at the edge [21]. EC 
is optimized for a single type of network resources. FC 
supports cooperating nodes running distributed ap-
plications, and heterogeneous environments on any 
node. FC's architecture permits every fog node to be 
equipped with the necessary dynamically configured 
resources and provides a balance of computation and 
storage capabilities. While FC focuses on interactions 
between edge devices, EC focuses on the technology 
of connected devices [12].

Volume 13, Number 4, 2022
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•	 The Fog Computing (FC) vs. Mobile Cloud Com-
puting (MCC):

FC can be integrated within the radio access net-
works (RAN), and form the so-called Fog RAN (F-RAN). 
F-RAN may be used for data caching at the edge [24]. 
Cloud RAN (C-RAN) virtualizes the base station func-
tions [25] and provides centralized control over F-RAN 
nodes. Both F-RAN and C-RAN are appropriate for cel-
lular networks with base stations.

•	 The Fog Computing (FC) vs. Mobile Edge Com-
puting (MEC):

The MEC computing process aligns with the emerg-
ing concept of FC. However, these somewhat differ. 
While MEC extends computing capabilities to the edge 
of the radio access network with a new interface be-
tween the base stations and upper layers, FC architec-
ture brings the processing and storage resources to the 
lower layers for occasionally connected mobile ad-hoc 
and sensory devices.

The majority of the research conducted in the field of 
edge and fog computing is related to schemes that deal 
with the topics related with improvement of the Quality 
of Service (QoS) by minimizing latency or data losses, the 
topics related with the scalability by efficiently scaling 
to the large magnitude of IoT networks, and the topics 
related with the heterogeneity of devices, as presented 
for instance in [26], and [27]. Also, the network manage-
ment schemes are in the research focus, as presented, for 
instance, in [28] and [29]. The problems related to man-
agement of latency-sensitive IoT applications is evident 
in [30]. Moreover, it is important to mention that the 
cloud applications can fully or partially migrate to edge 
[31]-[32], and inversely [33]-[34] however the streaming 
a massive amount of data to the cloud imposes consid-
erable energy consumption.

4. PREDICTIVE MODELS

An overall increase in generated network traffic and 
a limited amount of available network resources have 
encouraged telecom operators and enterprises work-
ing within ICT domain to search for the optimal net-
work architectures to enable the best approaches for 
storing and management of generated data traffic, ap-
plying analytics over gathered data, and deriving use-
ful knowledge. Within this context, forecasting of ICT 
solutions’ adoption rates can be used within planning 
processes to achieve efficient distribution and alloca-
tion of available network resources. The forecasting of 
adoption rates of various ICT solutions is increasingly 
important in optimal resources management. 

Different predictive models whose implementation 
can impact planning processes are used [35]. The pro-
cesses used for the selection of the forecasting meth-
ods are described in [36]. In processing time-series 
data, one of the most commonly used methods in-
cludes data classification. There are many examples of 

usage of data classification processes, some of which 
are applied, for instance, in adapting the mobility man-
agement mechanisms [37], prediction of applications’ 
data consumption [38], and user activity [39]. 

In this paper, several commonly used models for time 
series data analytics, described for instance in [40] and 
[41], and some additional models, described in more 
detail in [42], are taken into consideration. In [42], the 
analyses are conducted to point to the fact that the 
presented models enable adequate forecast of the 
number of future service users, and in [41], to point to 
the fact that these models allow adequate forecast for 
finding the best service offerings. However, the aim of 
the analyses conducted in this paper, unlike the ones 
conducted in [41] and [42], is to point to the fact that 
predictive modeling processes can be used for select-
ing optimal network architectures for storing and pro-
cessing of exponentially increasing generated network 
traffic, as well. This is particularly important for enhanc-
ing data processing speed and achieving higher levels 
of quality of services.

A) Common Models Used  
      in Predictive Modeling

The scope of this paper covers the prediction-based 
analyses of ICT solutions adoption, used as the starting 
point to further processes of network resources distri-
bution and allocation planning. The several standard, 
i.e., commonly used [40], as well as some additional 
predictive models [38] are used, to show and compare 
their predictive accuracy. The common models for the 
forecasting of adoption, and their related expressions 
for the Simple Logistic model, Richards model, Bass 
model, and Gompertz model, respectivelly, are:
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where L, R, B, and G represent the volume of adopted 
solutions over period t, determined using the Logistic, 
Richards, Bass, and Gompertz models, respectively. The 
following parameters define these models: M, which 
reflects the market capacity; a, which indicates the 
speed of adoption; b, which positions the graph on the 
timescale; and c, which places the model's inflection 
point; p, which reflects the coefficient of innovation (p> 
0); q, which demonstrates the coefficient of imitation (q 
≥ 0); and t, which reflects the time when the solution 
was introduced in the market (t≥ts).
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where BB(t) denotes the volume of adopted solu-
tions, and M a total capacity.

Models:
Parameters values:

Notes:
Parameter c: Parameter d:

Logistic (L) 1 0

Bass (B) 1 1

Richards (R) cϵ|0,+∞ 0 For c=1: R ≡ L

Gompertz 
(G)

0 1
Subcases of c for d=0 

and d=1
1 0

GB 1 1

GR cϵ|0,+∞ 0 Subcases: (c=0, d=0) 
and (c=1, d=0)

GBR cϵ|0,+∞ 1 Subcases: (c=0, d=1) 
and (c=1, d=1)

+∞∈ ,0c

+∞∈ ,0c

+∞∈ ,0c

Table 2. Overview of additional predictive models.

These modified forms take into consideration several 
additional combinations of parameters’ values, previ-
ously defined in [38], as presented in Table III.

(6)

(7)

(8)

These models combine the features of the Gom-
pertz (G), Bass (B) and Richards (R) models. They model 
the fast growth and are determined by the same pa-
rameters, M, a, b, c, p, and q, as common models. The 
predictive models can be additionally modified using 
more explanatory parameters. Although certain gener-
alizations of the existing models expand their features’ 
description, additional parameters require larger sets 
of known data points used in the predictive modeling 
process, which limits their usage.

5. MODELING OF ICT SOLUTIONS ADOPTION

The given models (1)-(8) are used in forecasting adop-
tion trends of several ICT solutions. The analyses of the ac-
curacy of fitting and forecasting processes are conducted, 
and the parameters estimated within the fitting processes 
are used to generate the forecasts of future values, based 
on the known ones. The chosen data sets comprise data 
reflecting the total mobile and fixed network data traffic 
[2]-[4], total wireless data transmission capacity across all 
frequency bands [3]-[4], total number of GSM, UMTS and 
LTE base stations [3]-[4], number of users of stand-alone In-
ternet services [5], number of users of 4D service packages 
[4]-[5], and number of users of the M2M/IoT services [4]-[5].

A) Fitting Process

As can be seen from the Figures 1-6, the fitting pro-
cesses comprise the adjustments of models’ parame-
ters to best describe the real time series values (denot-
ed as ‘Data’ [2]-[5]), representing the trends in adoption 
of several chosen ICT indicators. The fitting process is 
conducted within the time period from 2011 to 2020 in 
order to point to the fact that the smaller set of known 
data values is sufficient for forecasting of further values. 
The presented results point to the fact that the accura-
cy of the Bass model improves if the number of known 
data points, i.e., the ones used for training, starts with 
lower values. All other common models and GR model 
show good fitting properties in the given cases. 

Fig. 1. The total data traffic in mobile networks (TB) 
[2]-[5]

B) Additional Predictive Models

To expand the analysis and compare features of addi-
tional models, combinations of some other parameters 
are taken into consideration, and combined models are 
derived, as described in more detail in [38], using the 
following expression:

Fig. 2. The total data traffic in fixed networks (TB) 
[2]-[5]
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Fig. 3. The total transmission capacity of 
connections across all frequency bands (Mbit/s) 

[3]-[4]

Fig. 4. The number of GSM, UMTS, LTE  
base stations [4]

Fig. 5. The number of users of 4D service packages 
[3]-[5]

Fig. 6. The number of users of the M2M/IoT services 
[3]-[5]

Moreover, these models show very good fitting prop-
erties used for the longer forecasting time periods, as 
well, as presented by the values shown in Figure 7. 

In Figure 7, the real data for the period 2014-2020 [4]-
[5], and assumed data values of further growth in the 
period 2021-2024 are used according to the existing 
total network traffic growth trend.

Fig. 7. The total data traffic in fixed and mobile 
networks (TB) [2]-[5]

B) Forecasting Process

Several measures are used to determine the accuracy 
of conducted forecasts. Statistical criteria can be se-
lected after deciding on the general type of forecasting 
method [36]. There are mainly four types of forecast-er-
ror metrics: scale-dependent, percentage-error, relative-
error, and scale-free error metrics. The chosen statistical 
parameters that describe the accuracy of forecasted 
time series values are the forecast error and the mean 
absolute deviation. These are adequate metrics in ana-
lyzing the error for a single output and considering the 
fact that the prediction errors are in the same unit as the 
original series. The Mean Absolute Deviation (MAD), also 
commonly called the Mean Absolute Error, is the mea-
sure of aggregate error defined by the expression:

n

E
MAD

n

i
i∑

== 1

where n is the number of prediction errors which are 
used for the calculation, and E, forecast error, i.e., the 
difference between the actual value and the forecasted 
value in the corresponding period t. A smaller amount 
of the mean deviation denotes the model's better pre-
diction performance. 

The sample data set used for modeling is divided into 
subsets which comprise the training data (the shaded 
ones in tables below Figures 8-14) - used for the model 
parameters fitting, and the testing data (all other) - used 
for determination of the accuracy of the forecasted val-
ues. To determine the accuracy of the forecasted val-
ues, not only training data, but also testing data must 
be known, so data from the reports [2]-[5] are used. 
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Considering the gathered results of the conducted 
fitting processes presented in Figures 1-7, and the un-
dertaken forecasting processes shown in Figures 8-14, 
it can be concluded that the primary difference among 
the models’ fitting and forecasting accuracy is caused 
by different positions of the models’ inflection points. 

As presented in Figures 1-14, the Bass model shows 
limitations both in fitting and in the forecasting of the 
initial short-term upper market capacity. All other mod-
els show very good fitting properties, as presented in 
Figures 1-7. Moreover, the common models show ad-
equate accuracy in forecasting, as well, as presented in 
Figures 8-14.

The additional GB, GR and GBR models combine 
the features of the Gompertz (G), Bass (B), and Rich-
ards (R) models. The combined models that have the 
features of the Gompertz model accurately predict 
the fast growth. However, the lack of the Gompertz 
model relates to the fact that it cannot limit the exces-
sive increase in the long run, and this can reflect the 
forecasting accuracy of the combined models, as well.  
Moreover, since the Bass model has difficulties in as-
sessing the exact upper market capacity limit in the ini-
tial growth phase, the forecasting accuracy of the Bass 
model combined solely with the Gompertz model, i.e., 
the GB model, is also not always adequate, as present-
ed in Figures 8-14. However, the model that combines 
the features of the Bass model with the Gompertz and 
Richards models, i.e., GBR model, is more accurate for 
forecasting of the long- term adoption of the services 
since having a flexible inflection point which limits the 
accelerated growth in values, as presented in Figures 
8-14. The combined models that use the features of the 
Richards model, i.e., the GR and GBR models, gener-
ally show very good forecasting properties even if the 
minimum number of values is used in fitting, as pre-
sented in Figures 8-14. The Richards model accurately 
forecasts significant growth in the long run since it uses 
a flexible inflection point to adjust growth to the last 
existing training value, which can be seen for the GR 
and GBR models, as presented in Figures 1-14. 

For a sum-up of the presented results, the models 
that combine the features of the Richards model with 
the Gompertz model achieve proper fitting to fast 
growth and show very good forecast results in all pre-
sented cases. 

The purpose of the conducted analyses is to point to 
the fact that the predictive models can be used to ade-
quately forecast values in many different usage cases, for 
instance, in the case of expected further growth in the 
total (fixed and mobile) network data traffic, as present-
ed in Figure 7, as well as ICT indicators associated with 
it - growth in the network bandwidth usage, increase in 
the number of base stations, changes in the number of 
users of stand-alone services, as well as the growth in the 
number of users of package services and the M2M/IoT 
services. Moreover, additional significance and useful-
ness of these given forecasts are presented hereafter.

Fig. 8. The total data traffic in mobile networks (TB) 
[2]-[4]

Period: 2011 2012 2013 2014 2015 2016 2017

The total data traffic 
in fixed networks: 18
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Fig. 9. The total data traffic in fixed networks (TB) 
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connections across all frequency bands (Mbit/s) 
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Period: 2011 2012 2013 2014 2015 2016 2017
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Fig. 11. The number of GSM, UMTS, and LTE base 
stations [3]
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Fig. 13. The number of users of stand-alone 
Internet services [5]
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Fig. 12. The number of users of 4D service packages 
[3]-[5]

Fig. 14. The number of users of the M2M/IoT 
services [4]-[5]
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C) Analysis of results

Advanced telecom networks implement features that 
allow simultaneous management of network traffic 
originating from various types of terminal devices, ser-
vices, and applications, having different requirements 
on the speed of data processing. The following analysis 
is conducted to point to the fact that the methods used 
in the selection of adequate network architectures for 
optimal distribution and allocation of available net-
work resources and efficient data processing should 
be based on the forecasts of additional network traffic 
growth given by the best forecasting methods. Accord-
ing to the forecasted trends in growth of the network 
traffic presented in Figure 7, the forecasts of growth in 
adoption of related ICT solutions can be assumed as 
well, which are also assumed in reports [1], [4] and [6]. 
The processes of distribution and allocation of network 
resources used for data caching and computing based 
on predictive analysis results are placed in the scope 
of conducted research. The following analysis consid-
ers applying forecasted trends in adoption rates of ICT 
solutions as a starting point in the planning of distribu-
tion and allocation of network resources, as well as in 
the selection of adequate network architectures. The 
following guidelines can be defined based on the pre-
viously presented results, and reports [1]-[6]. 

•	 The results of the conducted analyses presented 
in Figure 1, Figure 2 and Figure 7 and reports [1], 
[4] and [6] forecast further growth in mobile and 
fixed network traffic. 

The increase in data traffic is directly related to the 
development of the digital society. A significant in-
crease in network data traffic is visible in both fixed 
and mobile networks, especially in the fixed network 
[4]. Moreover, within the last four years, the increase in 
data traffic has also been recorded among broadband 
users accessing Internet via wireless technologies in 
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In report [6], in densely populated areas of larger cit-
ies funding of fixed solutions used within FWA is con-
sidered unnecessary with the deployment of 5G access. 
However, in larger city industrial zones, as well as on 
highways along which the wired (fiber) infrastructure 
is implemented, additional funding of fixed infrastruc-
ture upgrade can be adequate solution even for the 
FWA models that can be used to provide both ultra-
high capacity and mobility for the real-time commu-
nication, especially in the cases of smart environments 
and autonomous driving, having very high network 
traffic requirements. In these scenarios, upgrade of fi-
ber infrastructure should be additionally funded by EU 
funds in order for FWA infrastructure to give its best 
possible application results, and to enable sufficient 
capacity and support for high traffic requirements re-
lated to autonomous driving. In these cases, it is pos-
sible to lease fixed network access to mobile operators 
to achieve convergence of ultra-high fixed capacities 
and necessary mobility, also using the converged FWA 
implementation business model.

Considering the given forecasts which point to fur-
ther growth in generated mobile and fixed network 
traffic, the guidelines related to effective busy hour 
and real-time network traffic management can be ad-
ditionally defined concerning the deployment of con-
tent offloading processes (used in CC, EC, MCC, MEC 
and FC computing network architectures) or computa-
tion offloading processes (used in CC, EC, MEC, and FC 

computing network architectures), applied to increase 
data processing speed and improve users' quality of 
experience with a shorter delay. In general, for the 
majority of network traffic, there is no added value to 
route the data through the core network. In this case, 
the offloading process can be carried out. The content 
off-loading can be achieved by switching the traffic to 
use complementary network technologies for deliv-
ering data, freeing bandwidth and reducing the total 
amount of data being carried over a particular com-
munication channel, but also allowing the selection 
of adequate communication channel for better con-
nectivity. Either the client or operator can set the rules 
triggering the off-loading action. It is possible to select 
traffic off-loading at different locations, over open or 
secured license-exempt access links, and depending 
on the demanded quality of service. Furthermore, the 
mobile edge (EC) and fog (FC) based networking ar-
chitectures enable distribution of data storage at the 
edge of the network and in that way enable better data 
processing efficiency and reduced latency to users. Al-
though edge systems scale by adding more resources 
at a given location, for instance, the small clouds, this 
approach is not adequate for scaling to support the 
massive number of devices. Fog system is, on the other 
hand, capable of shifting computation, networking or 
storage tasks across peer nodes, or between the cloud 
and fog, and enables resources pooling. Moreover, the 
recent developments in mobile edge and fog com-
puting concepts are leveraging small cells as possible 

a fixed network [4]. Considering the importance of 
broadband internet access, as well as expected further 
investments in fiber access networks and 5G technolo-
gy [4], support for significant additional growth of data 
traffic is expected in the following years.

Development in fixed communication networks is 
going in the direction of high availability of ultra-fast 
fiber optic networks, and in mobile networks in the di-
rection of the introduction of the new 5G technologies 
[4]. The increasing convergence of these networks in 
the future will not only lead to even greater availability 

and the quality of existing services than to the emer-
gence of new services and business models [6].

European policy makers have set broadband connec-
tivity targets for Europe, and both wired, notably fiber, 
and wireless technologies play important role in deliv-
ering the target. The directives of the European Parlia-
ment and Council 2014/61/EU, refer to fixed (wired) and 
wireless to lower the costs for deploying broadband, 
while several national broadband development plans 
explicitly acknowledge the role of FWA, as a combina-
tion of different fixed and wireless technologies [6].

Forecasts: Demands: Necessary features: CC EC MCC MEC FC

Increase in generated 
network traffic

Content offloading using 
complementary network solutions Heterogeneity support

Content offloading using additional 
servers Distributed storage support

Computation offloading Virtualization support

Increase in bandwidth 
usage for wireless traffic

Network densification using small 
cells

Access to services not necessary through the 
core network to approach centralized server

Increase in usage of 
multimedia package 

services
Multimedia streaming

Ultra-low latency support

Real-time applications support

Increase in usage of IoT 
services IoT ecosystem deployments Multiple IoT applications and devices support

Table 3. Features of computing network architectures
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computing platforms. Edge computing uses virtual-
ization to distribute computing resources locally. Fog 
architecture additionally extends edge capabilities by 
supporting hardware virtualization at each node and 
allows data processing to be moved to adjacent nodes 
if some node in the network is unavailable or overload-
ed. However, although offloading processes increase 
the efficiency of data processing, they do not always 
manage to reduce overall systems’ capacity consump-
tion. Due to the significant expected increase in the 
traffic demands, the volume of network resources nec-
essary to achieve a defined level of quality of service 
also increased. In this context, the selection of effective 
offloading strategies, and also network infrastructure 
upgrade must be carried out. 

•	 The results of the conducted analyses presented 
in Figure 3 forecast further growth in transmis-
sion capacity of wireless connections across all 
frequency bands (bandwidth) usage, as well as 
growth in the number of installed base stations 
presented in Figure 4.

According to market indicators given in [4], a contin-
uous growth in demand for the broadband internet ac-
cess services is present. To meet the increased service 
demand while maintaining the level of service quality, 
it is necessary to increase network capacities and ac-
cess speeds, i.e., to invest in high-speed and high-ca-
pacity access networks.

In larger cities, the base station inter-site distance is 
supported by the need to provide capacity rather than 
range. This assumes co-location by all operators but in 
practice there are likely to be many more small cells 
sites because not all sites will have colocation [6]. 

Considering the given forecasts which point to fur-
ther growth in wireless bandwidth usage presented in 
Figure 3 due to expected significant growth in gener-
ated wireless network traffic [4], the guidelines related 
to effective bandwidth management can be defined 
concerning network densification processes. The over-
all increase in bandwidth usage presents the main driv-
er to deploy small cells and to justify the further net-
work densification [6], since the denser networks imply 
deployment of more edge-oriented services closer 
to the users (EC and MEC), and this greatly improves 
the quality of user experience (as well as FC solutions’ 
application) and reduces the network traffic loads on 
the backhaul links. To identify the point at which small 
cells become necessary to supplement macro cellular 
networks, the traffic volume density per allocated unit 
of bandwidth (Gbps/km2/Hz) is used as the metric. 
Network densification starts by deploying small cells 
when the parameter exceeds the 0.02 Gbps/km2/Hz 
threshold. Furthermore, the need for small cells will be 
even more necessary in the next generation network 
settings since the higher spectrum bands need denser 
network deployments to support larger traffic volumes 
[6]. While in 4G/LTE networks site densities of up to 30 
sites/km2 are common, a 5G network densification 

process assumes the ultra-dense networks with site de-
ployment densities of 90 sites/km2. According to data 
presented in [4], the reported number of UMTS and LTE 
base station sites in 2017 reached 12.440 sites in to-
tal. This reflects the joint average site densities of 0,21 
sites/km2 in UMTS/LTE networks, which implies that 
there is a possibility for further network densification, 
also presumed within the 5G networking concept. This 
is also visible from the significant growth in the volume 
of the generated network traffic, i.e., from the fact that 
the mobile network data traffic for example in 2018, 
compared to 2017, showed an increase of 103%, as re-
ported in [5], and that further significant network traffic 
growth is assumed within the next several years [4], as 
presented in Figure 7. The network traffic growth rates 
will be even higher once smart environments and solu-
tions become implemented extensively, as pointed out 
also in [1] and [6].

•	 The results of the conducted analyses presented 
in Figure 5 forecast further growth in the num-
ber of users of package services.

Given the data from [3] and [5], the operators offer 
their services to end users in service packages much 
more than independently, as presented in Figure 9 and 
Figure 10. The significant increase in the number of 4D 
packages, i.e., service packages in which operators of-
fer customers in one account services in the fixed and 
mobile network, is visible. This is possible for fixed net-
work operators that are convergent operators, i.e. the 
operators that with fixed services can also offer services 
in mobile networks. The number of users of 4D packag-
es is growing, while the number of users of 2D and 3D 
packages [4], as well as the number of users of stand-
alone Internet services [5], is reducing.

Considering the given forecasts which point to fur-
ther growth in the number of users of package services 
demanding the transfer of heterogeneous data traffic 
and multimedia streaming, the guidelines related to 
the effective management of large amounts of multi-
media content can be defined concerning the deploy-
ment of distributed storage systems (EC and MEC). Un-
like in the case of the number of users of stand-alone 
services, the forecasts point to significant growth in 
the usage of multimedia package services. The large 
quantities of multimedia event streams need to be ef-
ficiently processed. To keep up with demands set on 
users’ experience, and to overcome the limitations of 
current radio access networks, the emerging context 
suggests moving computing capabilities to the edge, 
as well as the usage of fog computing (FC). The MEC 
servers implemented directly at the base stations allow 
faster computing, high-volume media content storage, 
and hosting compute-intensive applications close to 
terminal devices. In this way, the MEC systems bring 
various network improvements, such as the fulfillment 
of the ultra-low latency requirements, pre-processing 
of large volumes of data before data forwarding to the 
cloud, and context-aware services information.
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•	 Finally, the results of the conducted analyses 
presented in Figure 6 forecast further growth in 
the number of users of M2M/IoT services.

The traffic demand from non-human usage is just 
at the beginning of its growth curve [4]. Therefore, 
new use cases need to be considered. According to 
[6], connected cars, cameras, and a high density of IoT 
devices in smart environments will generate signifi-
cant amounts of new data traffic. Traffic generated by 
connected vehicles, cameras, and video-based sensors 
could be a multiple of traffic generated by human us-
ers [6].

Considering the given forecasts which point to 
further growth in the number of users of M2M/IoT 
services, the guidelines related to the management 
of network resources within the IoE ecosystems can 
be defined concerning the deployment of fog and 
edge solutions. Concerning the ambient intelligence 
of computing and sensory devices embedded in the 
environment, smart environments are generating sig-
nificant quantities of data, and this induces progress 
towards next-generation data-intensive intelligent 
systems. With remote sensors installed on machines, 
components, or devices, different types of data are 
generated. Concerning the management of limited 
available network resources and a need for large-
scale data classification and clustering processes, the 
heterogeneous data-rich ecosystems present new 
challenges in designing intelligent systems. IoT de-
vices have limited computational, memory, and en-
ergy resources, so they heavily rely on edge (EC, MEC) 
and core networks for data handling, processing, and 
analysis. If data is sent back across a long network link 
to be analyzed, logged and tracked (CC), that process 
takes much more time than in the case in which the 
data is processed at the network edge, close to the 
source of the data (EC, MEC and MCC). The fog (FC) 
and edge systems (EC and MEC) enable better options 
for IoT users and technology providers. By removing 
the limits imposed by centralized network architec-
tures based on data processing on centralized cloud 
servers (CC) allows deployments of more distributed 
and flexible IoT systems.

6. CONCLUSION

Since novel ICT technologies, applications, and ser-
vices bring many advantages to end-users, ranging 
from smart homes and smart cars, to smart factories 
and smart environments, further growth in the adop-
tion of these solutions, as IoT solutions, is inevitable. 
However, given the accelerated growth in the volume 
of generated network traffic which is closely correlat-
ed to the adoption of advanced ICT solutions, some of 
the main challenges telecom operators and enterpris-
es working within ICT domain currently cope with are 
related to the enabling of efficient processing of large 
amounts of data. Valuable information extracted from 
a large volume of collected data presents added value 

that encourages operators and enterprises to experi-
ment with the implementation of novel ICT solutions 
and to invest in deployments of large-scale IoT initia-
tives. Therefore, available networking architectures 
and network settings that enable efficient distribution 
and allocation of available network resources used for 
data caching, processing, and computing are exam-
ined. Due to requirements related to the performance 
of novel ICT systems, optimal selection of adequate 
networking architectures can be achieved based on 
the analysis of data usage patterns. The processes of 
effective distribution and allocation of network re-
sources, which significantly impact data processing 
speed, processing latency and energy consumption 
can be supported by adaptation and upgrade of ex-
isting network architectures.

Therefore, it is necessary to carefully consider all as-
pects of justification of avoidance of usage of certain 
funding schemes for network upgrade, proposed for 
instance in the report analyzing 5G FWA implementa-
tion scenarios within [6], and it is important to suggest 
valid FWA scenarios in which funding schemes for fixed 
network upgrade are justified and desirable, with re-
gard to their specifics.

In this paper, the analytics of the adoption pro-
cesses of different telecommunications solutions is 
conducted for the gathered sets of time series data. 
The predictive modeling process of broadband servic-
es adoption using several types of adoption growth 
models are given. Alongside standard predictive 
models, some additional models are used to extend 
the analysis and additionally back up the results col-
lected by commonly used models. The prediction-
based processes of planning, distribution, and al-
location of network resources present a crucial step 
to achieve effective resource planning and network 
management and to improve the overall system per-
formance. The presented results point to further fast 
expected growth of overall generated network traffic. 
Although the telecom operators and ICT enterprises’ 
operation contexts differ and their demands on net-
work infrastructure features may be somewhat differ-
ent, the guideline that can be drawn from the collec-
tion of presented traffic growth forecasts and market 
estimates includes the fact that the existing network 
architectures should be developed towards edge and 
fog networking concepts to enable efficient process-
ing of large amounts of generated data. 

It is important to emphasize that the analyses are 
conducted only for a particular available data sets 
since a very reduced amount of statistical data is pub-
licly available. In the cases when additional data sets 
are available, the more precise planning processes 
can be achieved using the same presented forecast-
based approach. Considering the fact that the choices 
related to network design can be based on more than 
one parameter, multi-objective decision approaches 
are planned in future research work.
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