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ABSTRACT
Support vector machine (SVM) models have good 

performance in predicting daily traffic volume at toll 
stations, however, they cannot accurately predict holi-
day traffic volume. Therefore, an improved SVM model 
is proposed in this paper. The paper takes a toll station 
in Heilongjiang, China as an example, and uses the daily 
traffic volume as the learning set. The current and previ-
ous 7-day traffic volumes are used as the dependent and 
independent variables for model learning, respectively. 
This paper found that the basic SVM model is not ac-
curate enough to forecast the traffic volume during hol-
idays. To improve the model accuracy, this paper first 
used the SVM model to forecast non-holiday traffic vol-
umes, and proposed a prediction method using quarterly 
conversion coefficients combined with the SVM model 
to construct an improved SVM model. The result of the 
prediction showed that the improved SVM model in this 
paper was able to effectively improve accuracy, making 
it better than in the basic SVM and GBDT model, thus 
proving the feasibility of the improved SVM model.

KEYWORDS
traffic volume; forecasting; SVM; holiday; quarterly  
conversion factor; freeway toll station. 

1.	 INTRODUCTION
In recent years, with China's socio-economic de-

velopment, people's living standards are increasing 
and the number of trips is at record high. More ac-
curate traffic volume prediction has become a pre-

requisite for road construction and road traffic man-
agement and control. Traffic volume forecasting can 
be traced back to the early 20th century. Initially, 
researchers used growth rate models for traffic fore-
casting. Their calculation is simple and convenient. 
However, the accuracy is low and the results are not 
convincing [1].

In the 1920s, 1930s and 1970s, the AR (Auto Re-
gressive) model, the MA (Moving Average) model 
and the ARMA (Auto Regressive Moving Average) 
model were proposed [2]. They formed the basis of 
time series analysis and are still widely used today. 
Time series models are well suited for modelling 
systems that are not easily modelled with exact 
mathematics and have uncertainties. In the begin-
ning, researchers used the MA methods for traffic 
and accident forecasting. However, the MA requires 
a large amount of historical data as support and does 
not reflect the trend of change well. The exponen-
tial smoothing method considers dynamics of the 
time series to be relatively stable, so the time series 
can be reasonably extrapolated homoeopathically, 
and the most recent past dynamics will to some ex-
tent continue into the most recent future, so larger 
weights are placed on the most recent dynamics. 
Rui et al. used Markov model to modify the expo-
nential smoothing method used to predict road pas-
senger traffic and proved its accuracy [3]. Bezuglov 
et al. used the grey theory model for speed predic-
tion to solve the adverse effects due to weather and  
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cle swarm algorithm was proposed to optimise the 
BP neural network for short-time traffic flow pre-
diction, which was experimentally demonstrated to 
have better nonlinear fitting ability and higher pre-
diction accuracy [15]. Tan et al. used a combined 
model of ARIMA and artificial neural network for 
traffic flow prediction [16]. However, the amount 
of data required for neural network learning is ex-
tremely large, and data acquisition becomes a prob-
lem, while the theoretical support for neural net-
work learning is relatively insufficient. In contrast, 
the SVM model requires less data and has sufficient 
theoretical support, which has become the focus of 
research in recent years.

Vladimir introduced the basic theory of the 
SVM model [17]. Researchers in the field of trans-
portation have studied many aspects of the SVM, 
including traffic flow speed, accident duration and 
congestion prediction, etc. [18–20]. Yang et al. pro-
posed a short-time traffic flow prediction model 
based on support vector machines. The experimen-
tal data results showed that the prediction accuracy 
and generalisation ability of the SVM prediction 
model were better than the BP neural network mod-
el [21]. Zhang et al. validated the SVM model and 
explored the relationship between its prediction ac-
curacy and independent variables using actual data 
from Dalian, China. To improve the model predic-
tion accuracy, many scholars have improved the 
SVM model [22]. Feng et al. proposed a short-term 
traffic prediction algorithm based on adaptive mul-
ticore support vector machine (AMSVM) with spa-
tial and temporal correlation, and the results showed 
that the algorithm outperformed existing algorithms 
[23]. Lippi et al. proposed a seasonal support vector 
machine model that was applied to congestion traf-
fic volume prediction [24]. Sun et al. used a combi-
nation of wavelet model and SVM model to predict 
different types of passenger traffic in rail transpor-
tation [25].

Related studies have shown that SVM model has 
higher prediction accuracy than other models. Ac-
cording to previous studies, it is found that SVM 
model has better performance in daily traffic pre-
diction, however, its prediction accuracy tends to 
be lower when it comes to holidays, which is also 
due to the basic characteristics of the SVM model. 
Therefore, an improved SVM model is constructed 
in this paper to improve the daily traffic prediction 
accuracy.

accidents [4]. ARMA is a combination of AR and 
MA models. Gu et al. established ARMA and grey 
time series forecasting models for comparative 
analysis, and concluded that the prediction accuracy 
of the ARMA model is higher than that of the grey 
time series, maintaining more than 80% [5]. How-
ever, the ARMA model can only deal with smooth 
series, and common time series are generally non-
smooth, so they must be transformed into smooth 
series by differentiation before the ARMA model 
can be used. Therefore, the ARMA models used for 
traffic volume prediction of road sections and inter-
sections were proposed [6–8].

However, the time series method mainly uses 
the correlation between data for forecasting, with-
out considering the influence of external factors, 
and mainly highlights the role of time factors in 
forecasting. When the external factors change sig-
nificantly, the traffic volume forecast often has a 
large deviation. At this time, regression models can 
be used for analysis. Cai et al. used grey compre-
hensive correlation to analyse the influencing fac-
tors of air transport passenger volume and selected 
the main influencing factors to establish a multiple 
regression model of air passenger volume [9]. The 
local linear regression model was applied to short-
term traffic forecasting and its accuracy was proved 
to be higher than the general nonparametric regres-
sion model [10].

Since the 1980s, with the development of com-
puter technology, more and more new methods have 
been used in traffic prediction. The most represen-
tative are neural network models and support vector 
machine (SVM) models. With the continuous rise 
of machine learning in recent years, neural network 
learning has been applied to many aspects of traffic: 
Yun analysed the relationship between data charac-
teristics and prediction accuracy of neural network 
models in traffic volume prediction [11]. Dia and 
Ishak et al. used neural networks to predict short-
term traffic speeds [12]. Huang et al. proposed a 
prediction neural network model for predicting 
travel speed under severe weather conditions [13]. 
Alkheder et al. used an artificial neural network 
(ANN) to predict the injury severity of 5,973 traf-
fic accidents that occurred in Abu Dhabi during the 
six years from 2008 to 2013 [14]. Song et al. intro-
duced an adaptive variation operator in the particle 
swarm algorithm to address the shortcomings of BP 
neural network prediction in terms of local minima 
and slow convergence speed. The improved parti-
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with low importance were eliminated, and the SVM 
model independent variables were determined. The 
specific process is shown in Figure 1.

We performed statistical analysis of the toll sta-
tion data for 2018 and 2019. The statistics obtained 
the quarterly, monthly, weekly, and daily traffic vol-
ume trends for two years. From Figure 2a, we can see 
that the traffic volume varies greatly from quarter 
to quarter each year, while the trends of traffic vol-
ume in different seasons in both years are similar. 
The traffic volume in the first and second quarters 
of 2019 is higher than the traffic volume in the first 
and second quarters of 2018, but its traffic volume 
in the third and fourth quarters of 2019 is lower than 
the traffic volume in the third and fourth quarters of 
2018 due to the impact of highway construction in 
August and September 2019. Similarly, in Figure 2b-
2d, we can see that its monthly, weekly and daily 
traffic volume trends in 2018 and 2019 are basically 
the same.

To further support this view, we used the R soft-
ware to calculate the correlation coefficient of daily 
traffic data in 2018 and 2019; the result was 0.024. 
According to the correlation coefficient value do-
main level, the two are in a very weak or uncorrelat-
ed state. After analysis we found that the main rea-
son for this is that the road construction in August 
and September 2019 led to its traffic volume of 0, 
which greatly reduced the correlation between the 
two. Therefore, we calculated the correlation coef-
ficient of daily traffic volume in January–July 2018 
and 2019, and the result was 0.498, which indicates 
a moderate correlation according to the correlation 

2.	 DATA COLLECTION AND ANALYSIS

2.1	 Data collection and pre-processing
The data in this paper come from a toll station in 

Heilongjiang province, China, which records vehi-
cle arrival data from 1 January 2018 to 31 Decem-
ber 2019, including vehicle type, entry time, body 
colour, cost, and so on. We cleaned up the involved 
duplicate, missing and space value data. In gener-
al, the missing data mechanism includes three cases 
such as all random missing, partially random miss-
ing and non-random but not counted missing. The 
traffic volume data involved in this case includes 
two cases of full random loss and partial random 
missing, where the random loss part needs to be 
supplemented by the number, and in this paper, the 
missing part is supplemented by the missing data 
according to the multiple calculations of variable 
complementary data. The data are shown in Table 1. 
We find that the number of passenger cars is much 
higher than the number of lorries during holidays.

2.2	 Data analysis
After pre-processing the data, we started to anal-

yse the data characteristics. Firstly, we conducted a 
comparative analysis of quarterly, monthly, week-
ly and daily traffic volume changes in 2018 and 
2019. Then, the initial indicator system of impact 
factors was constructed with reference to the time 
series method and available data. Finally, the impor-
tance of each influencing factor was determined by 
the random forest method, the influencing factors 

Table 1 – Sample of vehicle arrival table

Arrival time License plate 
number

Passenger and 
cargo category

Vehicle 
type

Number 
of axes

Fee 
amount

Total 
weight Entrance Station

2018-01-01 07:00:09 HEI****** Lorry 5 6 14 31600 Acheng Station

2018-01-01 07:01:18 JI****** Passenger car 1 2 5 2500 Acheng Station

2018-01-01 07:02:41 HEI****** Passenger car 1 2 5 1500 Acheng Station

2018-01-01 07:02:57 HEI****** Passenger car 1 2 5 1500 Acheng Station

2018-01-01 07:03:11 HEI****** Passenger car 1 2 5 1500 Acheng Station

2018-01-01 07:03:33 HEI****** Passenger car 1 2 0 1500 Yagou Station

2018-01-01 07:03:57 HEI****** Passenger car 1 2 5 1500 Acheng Station

2018-01-01 07:05:32 HEI****** Passenger car 1 2 15 1500 Harbin Station

2018-01-01 07:06:04 MENG****** Passenger car 1 2 5 1600 Acheng Station

2018-01-01 07:10:31 HEI****** Lorry 5 6 10 17100 Acheng Station

...... ...... ...... ...... ...... ...... ...... ......
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Data collection and pre-processing

Compare the trend of traffic volume in 2018 and 2019.
Calculate the correlation

Determining the importance of each influencing
factor using random forest algorithm

Remove low importance influences

Improved SVM model construction

Construct the initial set of influencing factors

Data classification and aggregation

Quarterly
traffic volume

change
characteristics

Monthly
traffic volume

change
characteristics

Weekly
traffic volume

change
characteristics

Dailly traffic
volume
change

characteristics

Figure 1 – Data collection and analysis
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use the random forest algorithm to determine the 
importance of each influencing factor in random 
forest regression. The package ‘randomForset’ in 
R software is integrated according to the random 
forest algorithm, which is simple and convenient. 
To import this package, we only need to enter the 
number of sample predictors at each split node 
(mtry) and the number of trees (ntree) to get the 
fitting of the regression prediction model and the 
importance of influencing factors [27]. It is esti-
mated that the fitting of the model is highest when 
mtry is 3 and ntree is 1000. Of course, as the val-
ue of ntree increases, the fitting of the model will 
still increase, but the growth rate is very slow.

As can be seen from Figure 3, the top two in-
fluencing factors in order of importance are xi1 
and xi2whose importance ratings are much higher 
than those of other influencing factors. Influenc-
ing factors xi3,xi4,xi5,xi7 and xi6 are in the 3rd–7th 
positions, their ratings are more relatively stable. 
Influence factors zi1 and zi2 were rated low, so 
they were excluded. Therefore, the daily traffic 
volume for 7 days before the forecast day is used 
as the input to the SVM model, and the forecast 
day traffic volume is used as the output. Based on 
this, the learning of the SVM model and traffic 
volume forecasting are performed. 

3.	 MODEL CONSTRUCTION

3.1	 Introduction of SVM model
Support vector machine (SVM) is a machine 

learning method based on statistical learning the-
ory, which is mainly used to deal with classifica-
tion and regression problems and can be extend-
ed to fields and disciplines such as prediction and 
comprehensive evaluation, etc. The solution of the 

coefficient level. It indicates that the distribution 
trend of daily traffic volume between the two years 
is close without the influence of road construction.

Referring to the time series method and combin-
ing the available data, we use the traffic volume of 
the seven days before the forecast day, the day of 
the month in which the forecast day is located and 
the day of the week in which the forecast day is lo-
cated as input variables. The forecast day traffic vol-
ume is used as the output variable of traffic volume 
forecast. The initial indicator system is established.

( , , , , , , , , )y g x x x x x x x z zi i i i i i i i i i1 2 3 4 5 6 7 1 2= 	 (1)

where i represents the forecast day as the i-th day 
of the year; xij represents the traffic volume on the 
j-th day before the forecast day, j=1, 2…,7; zi1 rep-
resents the forecast day as the day of the month; zi2 
represents the forecast day as the day of the week; 
yi represents the real traffic volume on forecast day. 

The initial index system used to build the pre-
diction model is prone to over-fitting and may not 
always result in optimal prediction accuracy. There-
fore, the influencing factors need to be analysed and 
screened to eliminate low impact indicators. After 
screening the initial feature indicators, the optimal 
combination of indicators obtained will be direct-
ly used as the input variables of the later model to 
improve the prediction accuracy of support vector 
machine modelling. 

R software is a language and operating envi-
ronment for statistical analysis and drawing. R is 
a free and open-source software belonging to the 
GNU system. It is an excellent tool for statistical 
calculations and statistical graphics [26]. Random 
forest algorithm is an important Bagging-based 
ensemble learning method, which can be used for 
classification, regression and other problems. We 
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By introducing the Lagrange multipliers μi≥0,  
μ̂i≥0, αi≥0, α̂i ≥0, the Lagrange function is obtained: 
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Let L(w,b,α, α̂ ,ξi,ξ̂ i,μ,μ̂ ) find the partial deriva-
tive of w,b,ξi,ξ̂ i. Make its partial lead to 0. Then by 
bringing it into the original formula, we can get the 
dual problem of the SVR:
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The above process needs to meet the Karush–
Kuhn–Tucker (KKT) conditions, namely:
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Taking w into Equation 2, the SVR can be ex-
pressed as:

( ) ( , )f x k x x bi i
i

l

i
1
a a= - +

=
t^ h/ 	 (10)

where k(xi,x) is the kernel function and is equal to 
the inner product of φ(xi) and φ(x).

3.2	 SVM basic model prediction

In this section, we use the traffic volume data 
from 1 January 2018 to 30 September 2018 as the 
learning set, and the traffic volume data from 1 Oc-
tober 2018 to 31 December 2018 as the validation 

SVM always achieves the global optimal solution 
without being limited to local minima and shows 
strong resistance to overfitting problems and high 
generalisation performance. Unlike neural network 
algorithms, the SVM has very strong theoretical 
support. The mechanism of the SVM is to find an 
optimal classification hyperplane that satisfies the 
classification requirements, so that the hyperplane 
can maximise the blank area on both sides of the hy-
perplane while ensuring the classification accuracy. 
Theoretically, support vector machines can achieve 
optimal classification of linearly separable data.

Support Vector Regression (SVR) is an exten-
sion and application of the SVM to the regression 
estimation problem. For nonlinear regression prob-
lems, the basic idea is to introduce a kernel func-
tion to transform the problem into a linear regres-
sion problem in a high-dimensional space (Hilbert 
space) to construct a decision function. The basic 
principle of applying the SVR for traffic volume re-
gression forecasting is as follows.

Given a sample (x1,y1), (x2,y2), …, (x
l
,yl),  

(xi!X!Rn, yi!Y1R), SVR uses a nonlinear mapping 
φ to map x into a high-dimensional feature space H. 
A linear approximation is performed in this space to 
find the mapping function so that we can get a better 
approximation for the given data sample. According 
to the statistical learning theory [28], we can obtain 
the following functions.

( ) ( )f x w x b{= + 	 (2)

Regression can be defined as a risk minimisation 
problem for a loss function. The optimal regression 
function is the minimum and regularised universal 
function Q under certain constraints.

,minQ w C L y f x2
1

,

i i
iw b

l
2

1
= + f

=
^ ^ hh9 / 	 (3)

where w is a standard vector. The first term is named 
the regularisation term to flatten the function and 
improve the generalisation ability of the function; 
the second term is named the empirical risk generic 
function, which can be determined by different loss 
functions; C is used to balance the relationship be-
tween the structural and empirical risks (C>0). ε is 
the width of the interval band, which can be selected 
according to actual needs and Lε is the ε-insensitive 
loss function. 

, ,maxL y f x y f x0i i i i f= - -f ^ ^ ^ ^h h h 	 (4)

Introduce the slack variables ξ
i
(>0) and ξ

i

ˆ (>0), 
then
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where the fit is poor are usually located at holi-
days, which is consistent with the characteristic of 
the SVM model that it cannot accurately predict 
traffic volumes at anomalies.

Therefore, we started to think about the im-
pact of holidays on the prediction accuracy of the 
SVM model. Considering that holidays not only 
affect the traffic travel behaviour on the day of the 
holiday, but also affect the traffic travel behaviour 
before and after the holiday, and in addition, the 
independent variable used for the SVM prediction 
is the traffic volume 7 days before the prediction 
day. So, the traffic volume on the day before the 
holiday, the 8 days after the holiday and during the 
holiday are rounded off. The SVM model is then 
applied to forecast the traffic volume on non-hol-
iday days. The holidays involved from January to 
July 2019 include New Year's Day, Spring Festi-
val, Qingming Festival, Labour Day, and Dragon 
Boat Festival, totalling 62 days. After removing 
these holidays, the R2 is 0.8435. The SVM model 
is more accurate in forecasting traffic volume at 
toll stations, and the fitting effect is improved by 
8.53%. Therefore, improving the prediction accu-
racy of holiday traffic volume becomes a key is-
sue affecting the overall prediction accuracy of the 
SVM model.

3.3	 The improved SVM model
Holiday traffic forecasting is a major obsta-

cle to forecast accuracy. To improve the overall 
forecasting accuracy, the most important thing is 
to improve the holiday traffic volume forecasting 
accuracy. In this section, we propose a method of 
combining the SVM model and conversion coef-
ficient.

First, from the previous subsection, we can see 
that the prediction accuracy of the non-holiday 
SVM model meets the prediction requirements. 
Therefore, we think it is in line with the require-
ments to predict the traffic volume on holidays 
based on the traffic volume 7 days before the hol-
iday without considering the holiday factor. Simi-
larly, it is also accurate to forecast the traffic vol-
ume after the holiday by using the holiday traffic 
volume without considering the holiday factor as 
the independent variable. This method is defined 
as Qfj, j=0,1,2…, with j=1 representing the first 
day of the holiday.

set. The traffic volume data from 1 January to 31 
July 2019 is used as the test set. The forecasting 
process is mainly divided into the following steps:

First, select sample data and perform noise re-
duction on the data to construct the learning set. 
According to the analysis in Section 2, it is clear 
the importance of the traffic volume in the previ-
ous 7 days is relatively high. Therefore, the traffic 
volume data xi1,xi2,xi3,xi4,xi5,xi6 and xi7 before the 
current day of 2018 January to July were used as 
independent variables xi, and the traffic volume of 
the current day yi was used as the dependent vari-
able. Second, based on the validation set, penalty 
factors, loss functions, etc. are determined. In this 
study, a linear kernel is used. After experimental 
analysis, when the penalty factor C value is less 
than 1, the model accuracy becomes more accu-
rate with the increase of C value, and when the C 
value is larger than 1, the increase of its accuracy 
is extremely small, so C=1.0 is chosen. Third, the 
optimisation problem is constructed and solved for 
the sample and predicted values as input values. 
Fourth, the optimal prediction learning set func-
tion is obtained and the existing samples are used 
to predict the daily traffic volume Qs at toll stations 
from January to July 2019. Fifth, the prediction 
error is calculated. The regression model evalua-
tion index R2, mean absolute error (MAE), mean 
relative error (MAPE), root mean square error 
(RMSE) and mean square relative error (MASPE) 
are used for evaluation.

We used the python software to program the ba-
sic SVM model to predict the validation set. After 
repeated adjustments, the accuracy of the valida-
tion set of the basic SVM model is 0.7762. Then 
predictions on the test set were made, with the pre-
diction results shown in Figure 5b, and the model's 
regression evaluation index R2 is 0.7582. 

After removing the outliers, the SVM model is 
tested for the normality of the residuals. The result 
is p=0.2841, which satisfies the normality assump-
tion of residuals. Figure 4a is the normal P-P dia-
gram of the SVM model.

From Figure 5b, we can see that the SVM is rel-
atively accurate in forecasting daily traffic volume 
at toll stations, which confirms the feasibility of 
the SVM model. But we can also see that the pre-
diction accuracy of the SVM model is relatively 
poor at certain times when traffic volume peaks, so 
we have to find these time points where the SVM 
model fits poorly. We found that the locations 
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as the final forecast value. From the above analy-
sis, we can find that the traffic volume prediction 
gap between the SVM basic model on the day be-
fore the holiday and the first day of the holiday is 
large. At this time, we can choose the model mod-
ified by the conversion coefficient to give a larger 
weight. With the passage of time, the impact of the 
holiday traffic volume as the independent variable 
on the SVM basic model gradually increases, and 
the prediction accuracy of the SVM basic model 
also gradually improves [29]. So, give the SVM a 
larger weight. As shown in Equation 12.

Q Q Qj fj jk sn i v= + 	 (12)

where μ, σ are weight coefficients, others as above. 
We propose Equation 13 after considering the 

number of days affected by holidays. We choose 
the number 7 as the maximum value. On the one 
hand, there are 7 days in a week. According to pre-
vious studies, the weekly characteristics of traffic 
volume have obvious regularities [30]. On the oth-
er hand, in section 2.2 “data analysis”, the largest 
impact on the traffic volume of the day is the first 
7 variables. As the number of days increases, the 
increase in prediction accuracy becomes smaller 
and smaller. 

Q
j

Q
j

Q7
7

7j fj jk si= +
- 	 (13)

We use the python software to program the 
improved SVM model to predict the validation 
set. After repeated adjustments, the accuracy of 
the validation set of the improved SVM model 
is 0.8376. Then we make predictions on the test 
set. The prediction results are shown in Figure 5b 
and the model's regression evaluation index R2 is 
0.8340. 

Second, we propose a conversion factor that 
corrects the traffic volume Qfj obtained from the 
forecast. Previous studies have used the ratio of 
the daily traffic volume within the travel time of 
each holiday in the base year to the average traffic 
volume of the day of the week to which it belongs 
in that year as the basis for correction. However, 
since the toll station studied in this paper is locat-
ed on the territory of the Heilongjiang province in 
China, combined with the analysis of the quarterly 
change characteristics of the traffic volume in Sec-
tion II of this paper, it can be seen that the distri-
bution of traffic volume corresponding to different 
quarters varies greatly. So, correcting the holidays 
belonging to different quarters according to a uni-
form weekday ratio will affect the prediction ac-
curacy. Therefore, this paper uses the ratio of dif-
ferent holidays to the average traffic volume of the 
day of the week within the respective quarter to 
which they belong as the conversion factor. The 
conversion factor within the holiday travel time is 
calculated as follows.

q
q

jk ka

h
i = 	 (11)

where θjk represents the traffic conversion coeffi-
cient of different holidays, k represents the quarter 
of the year in which the holiday belongs to, j rep-
resents the j-th day of the holiday, qh represents the 
daily traffic volume of the holiday in the previous 
year, qka represents the average traffic volume on 
Sundays in the quarter of the previous year except 
for holidays.

Third, considering the influence of holiday 
traffic volume on post-holiday traffic volume, the 
weighted value of the holiday traffic volume cal-
culated by the original SVM model and the traffic 
volume corrected by the conversion factor is used 
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Figure 4 – Normality test of residuals
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4.2	 Model comparison analysis
The SVM basic model has a high accuracy for 

non-holiday traffic prediction, so the non-holiday 
traffic is predicted by the SVM basic model with 
the holidays removed. However, the SVM basic 
model has a large error for holiday traffic volume 
forecast. So, we propose a prediction method that 
combines the correction coefficient with the basic 
SVM model. To illustrate the importance of the top 
influencing factors xi1 (x1 SVM) and xi2 (x2 SVM), 
we choose each of two factors and both two factors 
(x12 SVM) to predict non-holiday and holiday traf-
fic, whose results is shown in Figure 5a. From the 
figure we can find that using the two top influencing 
factors can improve prediction accuracy effectively.

The prediction results of the SVM model and 
the improved SVM model are shown in Figure 5b. 
From the figure, we can find that the improved SVM 
model has a smoother traffic prediction curve for 
non-holiday traffic and is close to the true value. 
Holiday traffic is often the peak of the daily traf-
fic variation curve. The holiday traffic prediction 
results of the basic SVM model tend to be flatter, 
which causes larger errors. The improved SVM 
model is a weighted average of the basic SVM mod-
el and the SVM model with the effect of holidays 
removed, and the results are closer to the true value. 
Of course, we also find that there are two outliers, 
point 95 and point 150, which may be caused by the 
inaccuracy of the seasonal variation coefficient due 
to the small number of statistics. 

To verify the validity of the improved SVM 
model, it is necessary to construct an evaluation in-
dex system for the validity of the model prediction 
results. Common model evaluation indexes include 
regression coefficient of determination (R2), mean 
absolute error (MAE), mean relative error (MAPE), 
root mean square error (RMSE) and mean square 
relative error (MSPE). The calculation formula of 
each index is as follows.

R
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After removing the outliers, the improved SVM 
model is tested for the normality of the residuals. 
The result is p=0.5404, which satisfies the normal-
ity assumption of residuals. Figure 4b is the normal 
P-P diagram of the improved SVM model.

4.	 MODEL COMPARSION ANALYSIS

4.1	 Introduction of the GBDT model
To verify the accuracy of the model, here we will 

compare the prediction results of the GBDT (Gra-
dient Boosting Decision Tree) model with the im-
proved SVM model.

GBDT is an integrated algorithm that integrates 
three algorithms: Boosting, Gradient and Deci-
sion Tree. The formation process of the GBDT is 
based on the weak correlation between decision 
trees in random forests. The concept of “lifting” is 
proposed. To make the lifting algorithm easier and 
more convenient when solving the loss function, 
the gradient boosting algorithm is finally proposed, 
namely the GBDT. GBDT is widely used in traffic 
volume forecasting. The GBDT models consider-
ing the neighbouring traffic condition tend to out-
perform the traditional simple temporal prediction 
model [31]. Lin and Zhou proposed a multi-feature 
GBDT model for toll station traffic flow prediction 
and then compared it with the BP neural network 
model to prove the effectiveness and feasibility of 
the GBDT model [32]. The model is as follows:

First, initialise a weak classifier:

,f x arg min L y cc i
i

n

0
1

=
=

^ ^h h/ 	 (14)

Second, for m=1,2,…,M:
a)	 For i=1,2,…,N, calculate:

,
r f x

L y f x
( ) ( )

mi
i

i i

f x f xm 12

2
= -

= -

^
^
^
h
hh= G 	 (15)

b)	 Fit a regression tree to rmi to get the leaf node 
area Rmj of the mth tree, j=1,2,...,J.

c)	 For j=1,2,...,J, calculate:

,c arg min L y f x cmi c
x R

i m i1
i mj

= +
!

-^ ^ h h/ 	 (16)

d)	 renew:

f x f x c I x Rm m mj mj
j

J

1
1

!= +
=

-^ ^ ^h h h/ 	 (17)

In the last, get the GBDT:

f x f x c I x Rmj mjM
m

M

j

J

1 1
!= +

= =

t^ ^ ^h h h/ / 	 (18)

Then, we use the same learning set, validation 
set and test set as the SVM model, and use the py-
thon software to predict traffic volume.
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The comparison of the prediction accuracy of 
the SVM model, GBDT model and the improved 
SVM model is shown in Table 2. From the table, we 
can see that the R2 of the basic SVM model and 
GBDT model are 0.7582 and 0.6858, and the R2 of 
the improved SVM model is 0.8340. In compari-
son, the prediction accuracy of the improved SVM 
model is 7.58% higher than that of the basic SVM 

MSPE n y
y y1

i

i i

i

n 2

1
=

-
=

tc m/ 	 (23)

where yi is the actual traffic volume; ŷi is the pre-
dicted traffic volume; n is the total number of pre-
dicted days.

The prediction accuracy of the improved SVM is 
compared with factors xi1, xi2 and it shows that their 
R2 is 0.7307, 0.4854 and 0.7316.
Table 2 – Prediction accuracy comparison

Evaluation indexes SVM model GBDT model Improved SVM model

R2 0.7582 0.6858 0.8340

MAE 147.47 167.98 128.06

MAPE [%] 11.53 13.34 10.26

RMSE 232.15 264.62 192.37

MSPE [%] 17.99 20.63 15.47

a) Prediction results with different factors
Real SVM model xi SVM x2 SVMxi2 SVM

20
19

.1
.1

20
19

.1
.7

20
19

.1
.1

3
20

19
.1

.1
9

20
19

.1
.2

5
20

19
.1

.3
1

20
19

.2
.6

20
19

.2
.1

2
20

19
.2

.1
8

20
19

.2
.2

4

20
19

.3
.8

20
19

.3
.2

20
19

.3
.1

4
20

19
.3

.2
0

20
19

.3
.2

6

20
19

.4
.7

20
19

.4
.1

3

20
19

.4
.1

20
19

.4
.1

9
20

19
.4

.2
5

20
19

.5
.1

20
19

.5
.7

20
19

.5
.1

3
20

19
.5

.1
9

20
19

.6
.3

20
19

.6
.9

20
19

.6
.1

5
20

19
.6

.2
1

20
19

.6
.2

7
20

19
.7

.3
20

19
.7

.9
20

19
.7

.1
5

20
19

.7
.2

1
20

19
.7

.2
7

Tr
af

fic
 v

ol
um

es
 / 

ve
hi

cl
es

3500

3000

2500

2000

1500

1000

500

Date

20
19

.1
.1

20
19

.1
.7

20
19

.1
.1

3
20

19
.1

.1
9

20
19

.1
.2

5
20

19
.1

.3
1

20
19

.2
.6

20
19

.2
.1

2
20

19
.2

.1
8

20
19

.2
.2

4

20
19

.3
.8

20
19

.3
.2

20
19

.3
.1

4
20

19
.3

.2
0

20
19

.3
.2

6

20
19

.4
.7

20
19

.4
.1

3

20
19

.4
.1

20
19

.4
.1

9
20

19
.4

.2
5

20
19

.5
.1

20
19

.5
.7

20
19

.5
.1

3
20

19
.5

.1
9

20
19

.6
.3

20
19

.6
.9

20
19

.6
.1

5
20

19
.6

.2
1

20
19

.6
.2

7
20

19
.7

.3
20

19
.7

.9
20

19
.7

.1
5

20
19

.7
.2

1
20

19
.7

.2
7

Tr
af

fic
 v

ol
um

es
 / 

ve
hi

cl
es

3500

3000

2500

2000

1500

1000

500

Date

b) Prediction results
Real SVM model GBDT model

Figure 5 – Improved SVM model



Hu X, et al. Traffic Volume Forecasting Model of Freeway Toll Stations During Holidays – An SVM Model

Promet – Traffic&Transportation, Vol. 34, 2022, No. 3, 499-510	 509

being considered how to determine the weight co-
efficients for traffic volume prediction by a large 
amount of historical data.
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高速公路收费站节假日交通量预测模型：一种
支持向量机模型

摘要

支持向量机(SVM)模型在预测收费站日交通量方
面有较好的性能，但无法准确预测节假日交通量。
因此，本文提出了一种改进的SVM模型。本文以黑
龙江某收费站为例，以日交通量作为学习集，以当
日交通量作为因变量，以前7天交通量作为自变量
用于模型学习。本文发现基本的 SVM 模型不足以准
确预测假期期间的交通量。为提高模型精度，本文
首先采用SVM模型对非节假日交通量进行预测，并
提出一种利用季度换算系数的预测方法，结合基础
的SVM模型构建改进的SVM模型。预测结果表明，
本文改进的SVM模型能够有效提高精度，精度优于
基础SVM和GBDT模型，证明了SVM改进模型的可行

性。

关键词
交通量；预测；支持向量机；假期；

季度换算系数；高速公路收费站
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