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Abstract – In vehicular ad hoc networks (VANETs), providing the Internet has become an urgent necessity, where mobile gateways 
are used to ensure network connection to all customer vehicles in the network. However, the highly dynamic topology and bandwidth 
limitations of the network represent a significant issue in the gateway selection process. Two objectives are defined to overcome these 
challenges. The first objective aims to maximize the number of vehicles connected to the Internet by finding a suitable gateway for them 
depending on the connection lifetime. The second objective seeks to minimize the number of connected vehicles to the same gateway 
to overcome the limitation of gateways' bandwidth and distribute the load in the network. For this purpose, A gateway discovery 
system assisted by the vehicular cloud is implemented to find a fair trade-off between the two conflicting objectives. Proximal Policy 
Optimization, a well-known reinforcement learning strategy, is used to define and train the agent. The trained agent was evaluated and 
compared with other multi-objective optimization methods under different conditions. The obtained results show that the proposed 
algorithm has better performance in terms of the number of connected vehicles, load distribution over the mobile gateways, link 
connectivity duration, and execution time.
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1. INTRODUCTION

1. INTRODUCTION

Vehicular Ad hoc network (VANET) is one of the in-
teresting fields in the Intelligent Transportation System 
(ITS) that exploits the moving vehicles as mobile nodes 
in the network. Because of its wide applications of in-
creasing safety for drivers, reducing car accidents, and 
providing Internet to users, it has attracted researchers’ 
interest [1]. VANET infrastructure is composed of two 
communication entities, On-Board Unit (OBU), which 
is integrated inside the vehicles, and Road Side Unit 
(RSU), which is mounted on the roadsides or near traf-
fic intersections [2]. These communication entities al-
low two types of communications. Vehicle-to-Vehicle 
(V2V), which enables the vehicular nodes to contact 
each other directly, and Vehicle-to-Infrastructure (V2I), 
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in which vehicles can communicate with RSUs [3]. Pro-
viding vehicles with a permanent internet connection 
has become an urgent necessity to feed drivers with 
relevant road information and offer a comfortable trip 
for passengers [4][5]. Providing the Internet for vehicles 
requires finding a suitable gateway. Unfortunately, the 
implementation of this goal is facing many challeng-
es, most notably the highly dynamic topology of the 
network and the bandwidth limitations [3][6][7]. Most 
gateway discovery techniques are based on Inquiry 
and Solicitation messages sent and received between 
the vehicular nodes to find a suitable gateway [8][9]. 
These techniques have many issues (broadcast storm 
problem, overhead) when the nodes increase [10]. The 
progress in cloud computing and making it compat-
ible with ITS provides a valuable opportunity to ben-
efit from cloud computing resources utilized by VANET 
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services [11]. Many research efforts have been made 
in this area, which produced a new paradigm called 
Vehicular Cloud (VC) [12][13]. VC offers many features 
such as collecting vehicle information, optimizing traf-
fic control, and detecting congestion [14]. Due to the 
massive services and features provided by VC, some 
studies have invested it to perform more complex com-
putations and find efficient solutions to improve gate-
way selection and address overload problems. Howev-
er, the disadvantage of these solutions is that they do 
not find a gateway with the highest link connectivity 
duration (LCD), because they don't take the nature of 
roads and their vulnerability to traffic congestion into 
account. The efficiency of these solutions decreases 
in urban area so that the execution time increases 
catastrophically with the number of vehicles. VC is ex-
ploited to build a novel model by using reinforcement 
learning. The proposed model is designed to optimize 
gateway discovery by maximizing LCD and minimizing 
bandwidth overload. For this purpose, Multi-Objective 
Reinforcement Learning (MORL) is used. In this paper, 
the  Proximal Policy Optimization (PPO) model is ad-
opted to train the agent due to its better performance 
compared to other standard reinforcement learning 
algorithms. To the best of our knowledge, the previous 
studies of gateway selection use current speed, direc-
tion, and distance as crucial factors in the selection, 
ignoring other factors that have a significant influence 
on selection like road density and intersections. The 
main contributions of this paper are as follows:

1. The algorithm implicitly takes into consideration 
factors related to road density and the impact of 
intersections in addition to the traditional fac-
tors (speed, distance, and direction).  

2. The decision of electing the gateways is based 
on the real and actual time of the link connectiv-
ity duration between the vehicles, so the algo-
rithm gives better results in terms of stability and 
scalability.

The rest of this paper is arranged as follows. Section 2 
reviews some related literature on VANET and gateway 
selection solutions. Section 3 presents the proposed 
system model components in detail and discusses the 
reinforcement learning method used in the model. 
Section 4 evaluates the presented technique with oth-
er existing multi-objective optimization solutions. The 
conclusion and future work are presented in section 5.

2. RELATED WORKS

Providing permanent access requires finding a suit-
able gateway, which has a direct connection to the 
Internet. In literature, the gateway can be a stationary 
station (RSUs, cellular base stations), which is consid-
ered as a part of vehicular network infrastructure [15]. 
In [16], the authors suggested a Fuzzy QoS-balancing 
Gateway Selection algorithm to connect the vehicles to 
the LTE infrastructure. The proposed algorithm employs 

the distributed LTE Advanced eNodeBs as stationary 
gateways to meet the vehicles' needs. The connections 
between the vehicles and LTE advanced eNodeBs are 
either directly or by choosing a relay gateway. Fuzzy 
logic is applied to select the best gateway based on sig-
nal strength, load, link connectivity duration, and QoS 
traffic classes. However, the drawback of these kinds of 
solutions is the handover of connections that are gen-
erated as a result of the vehicles' high speed compared 
to the fixed road infrastructure. Moreover, the gateway 
selection process uses a reactive approach, where the 
vehicles broadcast the Solicitation message to seek a 
suitable gateway, which engenders a high amount of 
overhead.

The study [17] proposed a routing protocol for mo-
bile gateway discovery to ensure Internet access for ve-
hicles in the area where it is not available. Many param-
eters have been adopted, namely robust parameters, 
like received signal strength (RSS), trust connection, 
the number of hops, and route lifetime, to establish a 
robust route protocol for mobile gateway discovery. 
Two stages are defined to set the routing protocol. 
The first stage is the gateway selection process which 
starts when the moving vehicles toward the UMTS base 
station enter its coverage area. These vehicles declare 
themselves as mobile gateways if the received signal 
strength of UMTS is greater than the RSS threshold. Re-
lays selection represents the second stage in which the 
mobile gateways select relays based on robust param-
eters. The simulation results exhibit good performance 
in terms of packet delivery and decreasing the over-
head when applied in a highway scenario. However, 
the proactive and reactive strategies used can decrease 
the throughput when the vehicle's number increases. 
Idrissi et al. [18] used the vehicular cloud architecture to 
develop the gateway discovery system. They adapted a 
multi-criteria decision approach known as Preference 
Ranking Organization METHod for Enrichment of Eval-
uations (PROMETHEE) to find the best gateway. Several 
criteria are considered, representing the difference be-
tween the customer vehicles that tend to get access 
to the Internet and the mobile gateways that have a 
direct Internet connection. These criteria have been 
used to increase the number of connected customer 
vehicles and decrease the traffic routed by the mobile 
gateway. However, the gateway selection mechanism 
in this study lacks the use of optimization techniques. 
Sara Retal and Abdellah Idrissi proposed a method to 
improve the mobile gateways selection [19]. Multi-
Objective Optimization is considered to overcome the 
weakness of the previous study by maximizing the 
number of connected vehicles and minimizing the 
overload of the gateways. Different models are used to 
find the best solution, which represents a trade-off so-
lution of different conflicting objectives. To the best of 
our knowledge, this study is considered one of the pio-
neering studies in the scope of mobile gateway selec-
tion techniques; therefore, we will adopt one of its used 
model, namely Integer Optimization Problem (IOP), as 
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a benchmark. This algorithm can perform well when 
vehicles keep a relatively constant speed and direction, 
especially on highways. Still, they do not perform well 
in urban areas because of the roads' nature and inter-
sections, which significantly affect vehicles' variation 
of speed and direction. Moreover, the execution time 
of the gateway selection process is relatively high, and 
it increases significantly when the vehicles increase. A 
novel model is presented to discover the mobile gate-
ways by using reinforcement learning.

3. GATEWAY SELECTION ARCHITECTURE

The main objective of this study is to find a suitable 
Mobile Gateway (MG) upon request from Client Vehi-
cles (CVs). MGs are vehicles with direct Internet access, 
whereas CVs represent all vehicles that have no direct 
connection. In the analyzed urban scenario, we assume 
that the public transport buses are equipped with In-
ternet access and can serve as MGs. Their convenient 
speed, which usually does not exceed 40 km/h, and 
their regular geographic distribution in urban areas 
make them have a highly predictable day-to-day pat-
tern [20]. As shown in Fig. 1, the proposed system con-
sists of CVs, MGs, VANETs infrastructure (4G/5G base 
station, RSU), and Vehicular Cloud (VC). The CVs and 
MGs can communicate with each other via V2V con-
nection, while VANETs infrastructure represents the link 
between the VC from one side and CVs and MGs on the 
other side. VC consists of two servers in which, The Reg-
istrar server monitors the VANETs environment, collects 
the vehicles' information, and registers it in a dataset. In 
contrast, the Agent server is in charge of gateway dis-
covery for vehicles trying to access the Internet.

Fig. 1. System architecture.

The Registrar Server collects the necessary informa-
tion on CVs and GWs related to speed, geographical 
location, direction, and the link connectivity duration 
(LCD) between CVs with all MGs. This information is 
stored in a database containing records generated for 
each CV. Each registry contains the difference between 
one CV and all the MGs in terms of the geographical 
location (longitude and latitude), speed, direction, and 
the traffic amount routed by the MG and LCD. This in-
formation is collected and stored in the database peri-
odically so that as soon as the process of filling in the 
data of the current record is completed, the process of 
adding a new record begins. The gateway discovery 
system is built in the Agent server by using reinforce-
ment learning. The main goal was to achieve two con-
tradicting objectives by finding the best trade-off be-
tween them. These objectives are:

•	 Objective 1: Increasing the number of CVs con-
nected to the MGs with the highest LCD.

•	 Objective 2: Minimizing the traffic volume rout-
ed by MGs by decreasing the number of CVs con-
nected to the same MG.

In the training phase, the RL agent starts to adapt 
and learn from the environment of VANET based on the 
data collected by the registrar server. The RL agent will 
be able to find the best MG for each CV when the train-
ing phase ends. The role of the Agent server is to select 
the best GW for each CV requesting Internet access.

3.1. REINFoRCEmENT LEARNING 

Reinforcement learning (RL) is a branch of machine 
learning that imitates human behavior in acquiring 
skills by planning for the future and deciding based on 
it in a specified environment. The main objects in an RL 
problem are the agent and the environment. The con-
cepts (state (S), action (A), reward (R)) represent the in-
teraction of the agent with its environment. The agent 
monitors the environment state (st) and takes action 
(at) at the time (t), which causes a state transition to a 
new state (st+1). The correctness of the decision taken is 
determined by the reward (rt) given to the agent. The 
reward function R(r|s, a, s') represents the immediate re-
ward probability for state transition [21], [22] as shown 
in Equation (1):

(1)

the policy π(a, s) defines the behavior of the agent de-
pending on its observations. The mapping between the 
action (a) and the state (s) is modeled by the policy π(a, 
s), which represents the action (a) probability as follows:

(2)

the agent explores the optimal policy π*(a, s) by 
maximizing accumulated discounted reward for 
each s ∈ S and a ∈ A shown in Equation (3):

(3)
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where γ ∈ (0,1) is the discount factor and t is the time 
horizon. Policy optimization algorithms can be classi-
fied into two categories which are value-based algo-
rithms and policy-based algorithms. Compared with 
the value-based algorithm, policy-based algorithms 
have better convergence and are more convenient for 
large action spaces. Proximal Policy Optimization (PPO) 
[23] algorithm is an actor-critic method that combines 
the value-based and the policy-based algorithm. Two 
neural networks are applied. The first one, named actor, 
takes the state (s) as entries and outputs the policy π 
(a, s), while the second one, named critic, optimizes V(s) 
that measures the goodness of the action (a). PPO uses 
the advantage A(s, a) to reduce the estimation variance, 
which is expressed in the following:

(4)

(5)

where Q(s,a) represents the cumulative discount re-
ward when action at is taken for the state st, while V(s) 
represents the baseline, this technique allows updat-
ing the policy network in a direction that chooses bet-
ter actions. PPO uses the trust-region (TRPO) method 
to ensure that the new updated policy never goes far 
away from the current policy, making it more stable 
and reliable. The primary objective function of PPO is 
denoted as LCLIP(θ):

(6)

where At is an abbreviation of A(st , at ), ϵ denotes a 
small positive constant, and the policy ratio (Rt ) mea-
sures the similarity between the updated policy and 
old policy as shown in Equation (7):

(7)

while clipping function, clip (Rt , 1-ϵ, 1+ϵ) ensures 
the Rt moving inside the interval [1- ϵ, 1+ ϵ]. For 
these reasons, the PPO algorithm is adopted in the 
proposed gateway selection system, namely PPO-
GS. Three components should be defined carefully 
to enable the agent to sense the environment and 
make the right decision: state, action, and reward.

3.2. DEFINITIoN oF obSERVATIoN STATE

The vehicles in VANET are classified into two catego-
ries MGs and CVs. The state (st) will be created for each 
CVi that needs Internet access and looks for a connec-
tion to a suitable MGj. It represents the relationship be-
tween the CV and all the MGs in terms of geographical 
location, speed, and available bandwidth. The state is 
expressed by the entries as follow:

(8)

•	 Loij = Loi – Loj, where Loi and Loj denote the longi-
tude of CVi and MGj, respectively.

•	 Latij = Lati – Latj, where Lati and Latj denote the 
latitude of CVi and MGj, respectively.

•	 Vij = Vi – Vj, where Vi and Vj denote the velocity of 
CVi and MGj, respectively.

•	 θij = θi - θj, where θi and θj denote the direction of 
CVi and MGj, respectively.

•	 Tj denotes the traffic volume routed by MGj.

The difference in longitude and latitude is applied 
between CVs and MGs rather than distance. By using 
the difference of the coordinates, the algorithm can 
decide whether the MG is at the front of the CV or not. 
The number of entries in the state increases with the 
increase in the number of MGs since the state repre-
sents the relationship of each CV to all MGs. Since the 
relationship of the CV to each MG is represented by five 
parameters S=(Lo,Lat,V,θ,T), the total number of entries 
to represent the state is |S|∙|MG|,where |S| is the number 
of parameters used to describe a state, while |MG| is the 
number of MGs. The number of GWs distributed in the 
environment is 20, so the agent state is composed of 
100 entries.

3.3. DEFINITIoN oF AGENT 
 ACTIoN AND REwARDS

The decision taken in the gateway selection system is 
defined as the agent actions. In the proposed system, 
the set of actions represents the number of MGs. Ac-
tion a = {a1 a2 a3 ... an}, where a1 represents the selec-
tion of MG1 while an represents the selection of MGn. 
The reward is assigned based on two metrics: the first 
metric is the connection lifetime between the CV and 
MG, whereas the second is the traffic amount routed 
by each MG. The first parameter aims to increase the 
number of vehicles connected to the Internet, while 
the second one aims to reduce the CVs linked to the 
same MG. Setting the reward function with two con-
tradicting objectives needs to apply Multi-Objective 
Reinforcement Learning (MORL). MORL aims to find a 
trade-off solution for multiple conflicting objectives. 
Several approaches can be used to achieve this goal 
[24]. Weighted Sum Approach (WSA) is applied to solve 
the multi-objective problem in the reward function. 
The weight (w) of each metric is set to define the objec-
tives preferences as shown in Equation (9):

(9)

where lcdij denotes the link connectivity duration value 
between CVi and MGj, while Tj represents the traffic vol-
ume routed by MGj. w1 and w2 take values between 0 
and 1 depending on the importance of the objectives 
so that w1 + w2 = 1.

The reward value is positive when the action is valid. 
Else, the reward is negative. The positive reward ranges in 
value between 0 and 20, while the negative reward is (-4).
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The negative reward is applied in two cases:

1. The agent selects an MG which is out of the CV 
coverage area.

2. The agent selects an MG that does not have 
enough amount of traffic.

Setting the reward in this manner motivates the agent 
to find an MG with the best link connectivity duration 
and the least amount of traffic handled by it. In con-
trast, the negative reward ensures that the agent avoids 
choosing an MG out of the communication range of 
CV, or an MG cannot dedicate a channel to a CV. As is 
known, there are no rules that specify the reward value. 
Any value can be used, provided the agent is learning 
correctly. The reward value was adopted as mentioned 
above after training the agent several times with differ-
ent rewards values because the assumed value showed 
a faster response from the agent to learning.

3.4. AGENT STATE PARAmETERS

In the proposed system, training the agent relies entire-
ly on the dataset generated by the registrar server. The da-
taset represents an enormous number of snapshots taken 
from the VANET environment. Each entry in the dataset 
consists of two main parts: 1) the first part represents the 
state s, which involves the amount of difference for each 
CV with all MGs in terms of longitude, latitude, speed, and 
direction, as well as the available amount of bandwidth 
for each MG. 2) the second part which contains the LCD 
values. PPO is employed to maximize the MGs selection 
return. The reward r is a multi-objective reward in which 
the agent tends to find an MG for a CV with the maximum 
LCD and minimum number of CVs connected to it. The 
episodic environment is considered during agent training 
so that each episode consists of 100 steps (finding MGs for 
100 CVs). The VANET environment is variable and highly 
dynamic as it depends on moving nodes in which it is dif-
ficult to determine the future return. So in an environment 
as dynamic as the presented work, it is appropriate for the 
RL agent to maximize the current reward rather than the 
cumulative discount reward. This is done by adopting γ = 
0. To prove our hypothesis, we applied different gamma 
values during the training process. We found that the 
lower the gamma value, the faster the agent learns. Fig. 2 
shows the highest reward collected when γ = 0.

Fig. 2. Training the agent with different gamma values

4. RESULTS

This section exhibits the performance evaluation of 
the proposed algorithm. For comparison purposes, 
the well-known gateway selection method (A multi-
objective optimization system for mobile gateways se-
lection in vehicular Ad-Hoc networks) [19] is simulated, 
namely the MOO algorithm. The MOO technique has 
similar properties as this work. Therefore, it is adopted 
as a benchmark. It has a centralized algorithm to make 
a decision, while the rest of the recent studies are de-
centralized algorithms in which the gateway selection 
depends on sending messages between vehicles. This 
work is implemented by using the Python program-
ming language. The stable-Baseline3 library is used to 
implement and train the RL agent [25], whereas Gu-
robi Optimizer is executed to solve the multi-objective 
optimization problems used in the MOO solution. The 
vehicles’ mobility and their behavior are simulated by 
using SUMO. The simulation is performed under an ur-
ban area map of 1500 m x 1500 m using Open Street 
Map (OSM). OSM provides free maps from all around 
the world, which makes the simulation more realistic. 
The urban area environment is adopted as shown in 
Fig. 3 because it can be taken as a true scale of how 
successful an algorithm is. It is more challenging than 
the highway environment because of the road’s nature 
(congestion in a rush, speed limit, intersections, etc.). 

Fig. 3. Map from OSM

The number of MGs deployed in the simulation net-
work is 20, while the number of CVs is 60-100. They 
are deployed randomly in the simulation to evaluate 
all the proposed models and compare them with the 
MOO method. By fixing the number of MGs, whereas 
the CVs number is variable. The entire simulation pa-
rameters are listed in Table 1. The proposed models 
are compared to the MOO models (MOO1, MOO2, and 
MOO3) to evaluate the performance. Several metrics 
have been used for the performance evaluation, in-
cluding the number of connected vehicles (CVs), the 
distribution of CVs among MGs, LCD between CVs and 
MGs, and the execution time.
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Table 1. Simulation Parameters

Parameters Setting

Transmission Range 500 m

X-coordinate 0-1500 m

Y-coordinate 0-1500 m

Vehicles speed 0-20 m/s

MGs Number 20

CVs Number 60-100

In the simulation, different weights are applied, as 
mentioned in section 3.3, to determine the objectives 
preferences by utilizing the weighted sum approach. 
According to these weights, three methods are imple-
mented in the presented study: PPO-GS1, PPO-GS2, 
and PPO-GS3. In PPO-GS1, the reward function maxi-
mizes the first objective only. In PPO-GS2, the reward 
function takes into consideration the two objectives 
but with more preference for the first one. Meanwhile, 
the objectives in PPO-GS3 take the same priority. On 
the other hand, three approaches which are called 
MOO1, MOO2, and MOO3, are defined in the MOO al-
gorithm as detailed in Table 2.

w1 w2

PPO-GS1 MOO1 1 0

PPO-GS2 MOO2 0.7 0.3

PPO-GS3 MOO3 0.5 0.5

Table 2. Objectives weights

PPO-GS1 has the highest number of connected CVs 
because it makes the decision based on objective1 and 
does not consider the MGs bandwidth limitation. The 
relying on objective1 in selecting MGs causes inequal-
ity and a wide variation in the distri bution of CVs over 
the MGs, as shown in Fig. 4.

Fig. 4. CVs distribution with w1=1 and w2 =0

Fig. 5 and Fig. 6 show that the number of CVs con-
nected to the same MGs decreases as the weight of the 
second objective increases, which takes into consider-
ation the limitation of MGs bandwidth; therefore, PPO-
GS3 and MOO3 exhibit more equitable distribution in 
comparison with other solutions.

Fig. 5. CVs distribution with w1=0.7 and w2 =0.3

Fig. 6. CVs distribution with w1=0.5 and w2 =0.5

Fig. 7 shows that the new proposed technique, in 
general, has better performance in increasing the 
number of connected CVs in comparison with MOO 
solutions. The reason is due to the fact that the MOO 
algorithm uses the constraints to ensure that the MGs 
and associated CVs have similar speeds and directions. 
Consequently, CVs with a large difference in speed and 
direction cannot find a suitable MG. All the approaches 
were tested applying the same conditions. Each sce-
nario was executed and evaluated multiple times so 
that each point in the plot shows the mean of 15 ex-
ecutions. The number of CVs in each scenario is varied 
from 50 to 100, whereas the number of MGs is fixed to 
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20. Most of the charts are submitted with a 95% con-
fidence interval. Regarding LCD, it is essential to find 
MGs to the CVs with the highest LCD because this en-
sures stable Internet connections for CVs.

Fig. 7. Number of connected CVs

As Fig. 8 shows, the percentage of MGs selection with 
the best LCD in the new proposed algorithm is not af-
fected by the increase of the number of CVs compared 
to the MOO algorithm, which decreases when the num-
ber of CVs increases. In Fig. 9, the execution time of the 
proposed algorithm is low and almost unaffected by 
increasing the CVs number. In contrast, the MOO solu-
tion's execution time is high and affected drastically by 
increasing the number of CVs. The high increase in ex-
ecution time means the MOO algorithm is impractical 
to be applied in the gateway selection system, which 
needs to be executed in real-time, especially in an ur-
ban area where the vehicles' density is high.

Fig. 8. The percentage of the gateway selection 
with the highest LCD.

Fig. 9. Execution time.

5. CoNCLuSIoN AND FuTuRE woRk

In this article, a new gateway selection algorithm is pre-
sented with the aim of finding the best mobile gateway 
for vehicles in need of Internet access. For this purpose, 
an integrated system is proposed using two cloud serv-
ers. The first one collects all necessary information about 
CVs and MGs, while the second one, where the gateway 
discovery system resides, uses the data collected by the 
first server to train the agent. RL uses two objectives to 
optimize the gateway discovery system. These two ob-
jectives are the link connectivity duration between the 
vehicles in need of the Internet and the gateways and 
bandwidth limitation of the gateways. The weighted 
sum approach is employed to find a trade-off between 
the two contradicting objectives. The proposed algo-
rithm uses the proximal policy optimization strategy 
to implement and train the agent. Different agents are 
created based on the objectives’ preferences. Compared 
with the existing mobile gateway selection algorithms, 
the simulation results show that the proposed approach 
is effective in terms of increasing the number of connect-
ed vehicles, distributing the traffic among gateways, and 
reducing the execution time. In future work, we plan to 
add more parameters to the agent state to make it more 
expressive, like road density and the number of neigh-
bors for each gateway.
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