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Economics is not an exact science. It’s a combination of an art and elements
of science. And that’s almost the first and last lesson to be learned about
economics: that in my judgment, we are not converging toward exactitude,
but we’re improving our data bases and our ways of reasoning about them.

— Paul Samuelson (1915-2009)



Acknowledgments

There are a lot of people I am deeply grateful to. I would like to thank Ron Berndsen
and Lieven Baele for their supervision, very helpful feedback, dedication and guidance
throughout. I thank Ronald Heijmans for jump-starting and guiding the idea, process
and hopefully success of the doctorate. He has also been an esteemed and invaluable
colleague in different working groups at the Eurosystem and the BIS.

I thank the committee members Wilko Bolt, Frank de Jong, Hans Groeneveld and
Ruth Wandhofer for dedicating their valuable time and providing highly insightful, chal-
lenging and engaging comments during the Pre-Defense.

I thank Martin Diehl for his continued support, guidance and motivation. He has not
only been my boss and mentor in the world of payments, but his inspiration and advice
has made me improve in all aspects of my professional career.

I thank my managers Matthias Schmudde, Dirk Schrade and Jochen Metzger for being
supportive of the work undertaken in my research and the dissertation project. The work
has benefited enormously from their personal insights and detailed understanding that I
was lucky enough to profit from in my career thus far.

I thank my “partner in crime” Alexander Miiller for introducing me into the world
of payments data and the wonders of the TARGET2 simulator. I thank him for sharing
his incredibly detailed technical knowledge and spending hours with me on economic
discussions. I apologize for multiple times him missing his train home by getting him
caught up in exchanges of arguments. He has been a true source of knowledge and
insights.

I thank all co-authors and colleagues in my team and beyond at the Bundesbank, the
Eurosystem and BIS that provide input on a daily level and who I greatly value for their
commitment in their work. There are too many to mention, but I am deeply grateful to
all of them. The same goes for all the colleagues I met throughout the years in different
working groups and through collaborations. The central banking community inspires me
with the passion and dedication of its people. I am deeply humbled to call myself a part
of this exceptional group.

Last but not least, I thank my Mum Marietta, my late Dad René, my sisters Sanna
and Elisa, my love Phuong and my whole family for supporting me during the project.
To say it with Johann Wolfgang von Goethe: “We are shaped and fashioned by what we
love”. If there is any truth to this, I have you to thank if I did not turn out too badly.

Jan Paulick, March 2022






Contents

1 Introduction 1

2 No more Tears without Tiers? The Impact of Indirect Settlement on

liquidity use in TARGET2 11
2.1 Introduction . . . . . . ... 13
2.2 Tiering in large-value payment systems . . . . . . . ... ... ... ... 14
2.3 TARGET2data . . . . . . ... . 20
2.3.1 Overview and sample . . . . . ... ... 20
2.3.2  Tiering concept applied to TARGET2 . . . .. ... .. ... ... 21
2.4 Measures . . . ... . 22
2.4.1 Liquidity use and consumption . . . . . . ... ... ... ... 23
242 Timing . . . . .. 24
2.4.3 Delay indicator . . . .. ... Lo o 25
25 Results. . . . o 26
2.5.1 Tiering and liquidity consumption . . . . . . . . ... ... .. ... 27
2.5.2  Model of liquidity consumption . . . .. ... ... ... ... ... 29
253 Timing . . . . . o Lo 32
254 Delay . . oo 33
2.6 Discussion . . . . ... 35
2.7 Conclusion . . . . . . . 35
3 The absence of evidence and the evidence of absence: an algorithmic
approach for identifying operational outages in TARGET2 43
3.1 Introduction . . . . . . ... L 45
3.2 Related Literature . . . . . . . . . . 46
3.3 Dataand method . . . . . . ... L 48
331 Databasis . . . . .. 48
3.3.2  Building a participant payment pattern (PPP) data set . . . . . . . 48
3.3.3 Identification approach . . . . . .. ... ... L. 51
34 Results . . .. o 57
3.4.1 Potential outages over time . . . . ... ... oL 58
3.4.2 Length of identified outages . . . . . . . ... ... 000 59
3.4.3 Timing of identified outages . . . . . . . . ... ... ... 60
3.4.4  Country distribution of identified outages . . . . . . . .. .. .. .. 60
3.4.5 Robustness . . . . ..o 61
3.5 Conclusion . . . . . . . L 65
Appendix . . .o 66

iii



4 Mobilization of collateral in Germany as a reflection of monetary policy

and financial market developments 71
4.1 Introduction . . . . . . ..o 73
4.2 Developments in the market values of submitted collateral since 2008 . . . 73
Box 1: The relationship between refinancing operations and posting of collateral 75
4.3 Changes over time in mobilization channels . . . . . . .. . ... ... ... 80
Box 2: Mobilization channels of marketable assets . . . . . ... ... ... ... 81
4.4 Conclusion . . . . . . .. 84
5 7”The devil is in the details, but so is salvation” — Different approaches

in money market measurement 87
5.1 Introduction . . . . . . . .. L 89
5.2 Measuring the money market . . . .. . ... 0oL 90
5.2.1 Overview and importance . . . . . . .. . ... ... ... ... 90
5.2.2 Measurement . . . . .. ... 91

5.3 Dataoverview . . . . . Lo 94
5.4  Transaction level comparison of T2 and MMSR data . . . . ... .. ... 100
5.4.1 Matching results . . . . ... Lo 101
5.4.2  Explaining unmatched transactions . . . . . .. .. ... 105

5.0 Impact . . o Lo 111
5.6 Policy implications . . . . . ... oL 117
57 Conclusion . . . . . . . L 119
6 Conclusion 125
6.1 Summary . . ... 126
6.2 Wholesale payment systems and the hidden content of payments data . . . 127
6.3 A more participant-centric view in payments . . . . . ... ... L. L 130
6.4 Relation to the monetary policy environment and financial markets . . . . 131
6.5  From research to monitoring . . . . . . ... ..o 133
6.6 Payments in the digital age and CBDC . . . . . ... ... ... ... ... 134

6.7 Recent developments and beyond . . . . .. ..o 138



List of Figures

1.1

2.1
2.2
2.3
24
2.5
2.6

3.1
3.2
3.3
3.4

3.5
3.6
3.7
3.8
3.9
3.10
3.11
3.12
3.13
3.14
3.15
Al

4.1

4.2

4.3

4.4

4.6

Typology of literature in payment economics . . . . . . . .. .. ... ... 4
Tiered settlement . . . . . . . ... 16
Share of tiered payments on system level . . . . . .. ... 000 27
Liquidity consumption on system level . . . . . . ... .. ... ... ... 28
Timing differences . . . . . . .. oo 33
Delay indicator for different payment types . . . . . . . ... ... ... 34
Value-weighted priorities for different payment types . . . . ... ... .. 34
Development process of the PPP dataset. . . . . . .. ... ... ..... 51
Share of intervals without transactions before adjustments . . . . . . . .. 53
Duration of low payment activity: different outage intervals. . . . . . . .. 56
Number of intervals for different consecutive intervals without any trans-

actions . . . . ..o L 57
Elements of identification approach . . . . . ... ... ... .. ... ... 58
Number and mean of outages . . . . . .. ... ... L. 59
Potential outages with and without transactions . . . . . . ... ... ... 60
Mean of outages per participant . . . . . . . ... L oo oL 61
Days with at least one potential outage . . . . . . . ... ... ... 62
Distribution of the length of outage intervals . . . . . . ... .. ... ... 62
Potential outages by day of the week . . . . . ... ... ... ... ... 63
Timing of potential outages . . . . . . . ... ... ... 63
Sample and potential outages by TARGET2 country . . . . .. ... ... 64
Sample and potential outages by country of parent . . . . ... ... ... 64
Number of intervals with mandated and backup payments . .. ... ... 64
Differences in payment behavior for randomly chosen banks. . . . . . . .. 66
Developments in refinancing operations and the market value of marketable

assets submitted to the Bundesbank as collateral. . . . . . ... ... ... 74
Scatter plot of refinancing operations and posted marketable assets (monthly

AVETAZES). .« o v v e e e e 7
Market value of marketable assets deposited with the Bundesbank and

TARGET2 balance. . . . . . . . . ... . 79
Comparison over time of eligible collateral deposited with the Bundesbank

and the Eurosystem central banks (excluding the Bundesbank). . . . . . . 80
Distribution of the volume of marketable assets among the various mobi-

lization channels (as at end-March 2016). . . . . . ... ... .. ... ... 82
Volume of marketable assets by mobilization channel (aggregated).. . . . . 82



4.7

5.1
5.2
5.3
5.4
5.5
5.6
5.7
5.8
5.9

Volume of marketable assets by mobilization channel (aggregated).. . . . . 83

Stylized example of loan coverage in data sources . . . ... ... ... .. 94
Aggregaterates . . . . ..o Lo 99
Aggregate values . . . . .. 100
Matching of German MMSR and T2 data . . . . .. ... ... ... ... 101
Overview of matches and deviations MMSR-T2, lending . . . . . . . .. .. 103
Overview of matches and deviations MMSR-T2, borrowing . . . . . . . .. 104
Matched loan ratios . . . . . . . ... oL 105
Counterparty locations for loans by German reporting agents . . . . . . . . 116
Interest rate dispersion . . . . . . ... Lo 117



List of Tables

2.1
2.2
2.3
24

3.1
A2

4.1
4.2
4.3
4.4

5.1
5.2
5.3
5.4
5.5
5.6
5.7
5.8
5.9

Benefits and risks of tiered participation from a client bank’s perspective . 18
Summary statistics . . . . ..o 30
Liquidity consumption model . . . . . . . . ... 0oL 37
Cost-based model . . . . . . ... L o 38
Example of linking consecutive outages intervals . . . . . . . .. ... ... 55
Transaction types in TARGET2 . . . . . . ... ... ... ... .. ... 67
Tests of hypotheses for Granger-causality (one lag). . . . . ... ... ... 76
VAR results (first difference on monthly averages). . . . . . . .. .. .. .. 76
Robustness checks for different time periods. . . . . . . ... .. ... ... 78
Mobilization channels of eligible assets to the Deutsche Bundesbank. . . . . 81
Data sources overview . . . . . ... Lo 96
Probit model, lending side . . . . . . .. ... o oL 107
Average marginal effects, lending side . . . . . . . ... ..o 108
Probit model, borrowing side . . . . . ... o000 109
Average marginal effects, borrowing side . . . . . ... ... L. 110
German sample by banking and loan categories . . . . .. ... ... ... 112
Loan rate spreads, lending side . . . . . . . .. .. ... ... .. ... 114
Loan rate spreads, borrowing side . . . . . . ... ... . oL 115
Considerations for preferred data source . . . . . .. ... ... ... ... 120

vii



viii



Chapter 1

Introduction

The economic analysis of financial market infrastructures (FMIs) has gained increasing
interest staring around the turn of the millennium, partly due to the rising importance of
settlement systems that is driven by globalization and technological developments (Bech
et al., 2008). In particular, the economic analysis of payments has gained traction. Kahn
and Roberds (2009) provide an overview of the evolving literature on payment economics
and how it relates to various policy issues and other fields within economics. Increasing
interest also manifests itself in a growing number of conferences being devoted to payment
economics! and textbooks on the subject (see Berndsen, 2018).

FMIs, such as payment systems, are often seen as the “plumbing” or “backbone”
(Diehl, 2016) of the financial system. FMIs provide the underlying network of the fi-
nancial system and are critical for the smooth functioning of financial markets. FMIs
clear and settle debt obligations and transfers of assets between market actors stem-
ming from various underlying business reasons and differ in their design and functioning.
Besides payment systems, which are the focus of the thesis, FMIs include securities settle-
ment systems, central securities depositories, trade repositories and central counterparties
(CPSS-10SCO, 2012).

The identification of risks is the overarching goal of the analysis of FMIs. Given
their economic importance, accumulating risks or failures of FMIs can impact financial
stability. Therefore, standards and principles for risk mitigation are implemented. In
2001, the Committee on Payment and Settlement Systems published core principles for
systemically important payment systems. The now-in-place principles for financial market
infrastructures (PFMIs) lay out standards for risk identification and mitigation as well as
responsibilities for regulators, supervisors and overseers of FMIs (CPSS-IOSCO, 2012).
The PFMI are also part of the key standards for sound financial systems identified by the
Financial Stability Board.?

The focus of the thesis lies on large-value payment systems (LVPS) that typically settle
transfers with a high value or high priority. Many LVPS settle transactions immediately on
a gross basis and are also referred to as Real-Time Gross Settlement (RT'GS) systems. This
stands in contrast to net settlement systems in which accumulated payment obligations
are settled on a net basis between participants at a specified time. Hence, RTGS systems
require higher amounts of liquidity for settling payments while risks are minimized. In

!Examples are the annual Bank of Finland Simulator seminar series that started in 2003 and the
Economics of Payments conference in its tenth iteration in 2021.
2See www.fsb.org/work-of-the-fsb/about-the-compendium-of-standards/key_standards/.
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net systems, the credit and liquidity risks are higher as settlement is deferred to a later
point in time, thus introducing risks of settlement lags or defaults of counterparties. As
the use of liquidity in RTGS systems is typically higher, central banks often extend free
intraday credit against collateral to banks. This allows banks to smooth some of their peak
positions within RTGS systems. RTGS systems have been increasingly adopted across
the world due to risk considerations (World Bank, 2011). Nowadays, RTGS systems are
most often the standard mode for large-value interbank settlement. In the euro area, the
main RTGS system is TARGET2.> However, large-value payments in euro may also be
settled via the privately owned EURO1 system that operates on a deferred net settlement
basis.

With advances in data processing and computing power, the analysis of large amounts
of payments data on a transaction-level has become feasible for researchers. The analysis
of granular data is preferable to employing aggregate indicators because no information is
lost and the researcher enjoys more flexibility. This concerns for example the construction
of tailor-made indicators employing different aggregation methods and indicators based
on data that includes only specific payment types. Pre-aggregated data does not allow
tweaking measures according to specific research questions. Transaction-level data permit
studying system characteristics and participant behavior within the system in detail and
can offer important insights for system operators and overseers.

The economic analysis of FMIs also relates to monetary policy and the stability of
the financial system. Central banks typically settle monetary policy operations in their
wholesale systems, thus requiring commercial banks to participate in the system. The
implementation of monetary policy affects the flows of liquidity within the payment system
and alters incentives for banks, for example regarding liquidity management. The payment
system thus often mirrors the conduct of monetary policy measures and its transmission,
for example via money market transactions settled in central bank money. Wholesale
systems form an integral part of the financial system. Effective risk management thus
affects financial stability. Studying the behavior of banks within the payment system can
reflect their financial and operational resilience.

This thesis includes separate projects unified by the notion that data from FMIs can
be highly useful to gain a better understanding of system dynamics, but also offer valuable
insights on financial market developments in general. The chapters rely heavily on data
from TARGET?2, which was introduced in May 2008 replacing its predecessor TARGET.
The examined time period, starting in 2008, was characterized by the global financial
crisis 2007/2008, expansionary monetary policy in the wake of the crisis, the sovereign
debt crisis in Europe peaking between 2010 and 2012, negative interest rates introduced
in 2014, unprecedented asset purchases by the Eurosystem since 2015 and most recently
by the effects of the global Covid-19 pandemic staring in early 2020. The time period
analyzed here is far from what may be called “normal” times in terms of financial market
development and monetary policy environment. While this may weaken the applicability
of some of the policy implications to different settings, crisis periods offer particularly
interesting insights into FMIs’ functioning and participant behavior in unprecedented
circumstances. At the same time, given the continuous development of markets, FMIs
themselves, regulation and technology, “normal” times are not easy to define.

STARGET? refers to the second generation Trans-European Automated Real-time Gross Settlement
Express Transfer System which is operated by the Eurosystem.



The common focus of the chapters on FMIs leads to a better understanding of the
workings and interplay of markets, the monetary policy environment and infrastructures.
The thesis contributes to the literature by applying novel approaches to FMI data and
employing transaction-level data to tackle new research questions. The heavy reliance on
transaction data allows for the identification of patterns on a micro level and developing
tailor-made aggregate indicators for inference of dynamics over time.

To give context to the contribution of the individual chapters, overall literature strands
can be classified systematically. Building on Miiller (2016), the literature on payment eco-
nomics can be divided into three types, shown in Figure 1.1. Below each type, applications
are listed. It should be noted that the themes and applications are not intended to be
exhaustive.

The first type is the general analysis of payments. Analysis that falls into this category
is the use of payment instruments, such as regularly conducted surveys by central banks
(see for example, Bagnall et al., 2016), the analysis of security in payments, e.g. in
the context of cyber resilience, and literature on the market structure that ultimately
determines the safety and efficiency of the overall payment system that is formed by
different systems and instruments (see for example, Calomiris and Kahn, 1996). The role
of innovation in the payment sphere includes the evolving market of new instruments
and systems. In this context, current discussions often focus on the role of central banks
against the background of innovation in fiancial markets and the potential introduction of
central bank digital currency (CBDC). For motivations across jurisdictions and evolving
discussions around CBDC, see for example Auer et al. (2020).

The second line of research analyzes individual payment systems. This includes studies
on liquidity use, exemplified in Chapter 2 in the context of tiering (indirect settlement) and
participant behavior. In the context of system design features, Martin and McAndrews
(2008) describe liquidity saving mechanisms and their effect on participant incentives.
Simulations allow studying outcomes under different scenarios and evaluate system mech-
anisms by replicating the functioning of payment systems. As described, among others,
by Diehl (2012), simulation studies can overcome some of the weaknesses in applying
models and represent virtual experiments. Other applications focus on different types of
risks within a system with Chapter 3 providing an example related to operational risks
posed by system participants.

The third type of analysis constitutes deriving information from payments data for
secondary purposes, i.e. other purposes than the subject of payments itself. One better
known example in the euro area is the interpretation of the movement of capital be-
tween countries via TARGET?2 (called TARGET2 balances), which is intensely debated
in academia and the public (see for example, Sinn and Wollmershauser, 2012; Whelan,
2014).% Another application is the use of an algorithm to identify money market loans
from payments data, as proposed by Furfine (1999) which lays the foundation for anal-
ysis in Chapter 5. The timely availability of payments data is an important advantage
compared to other economic data. Payments data is often available on the next day or
even in real-time, while supervisory data or economic indicators are mostly available only
weeks or months after the observation period. Promptly available data offers the benefit
of establishing trends or detecting risks in financial markets. As described for example by

4The subject is briefly picked up in Chapter 6, dynamics are discussed against the background of
collateral submission in Chapter 4.



Figure 1.1: Typology of literature in payment economics

‘ Data basis (ideally transaction-level) ‘

L~ Y ~y
General analy- Analysis of individual Analysis for sec-
sis of payments payment systems ondary purposes

Use of instruments Liquidity use (2) Capital movement (

# Security # Simulations # Nowcasting

| | @]
# Market structure ‘ # Behavioral patterns ‘ # Money market (5) ‘
| | |
| 3 | |

# Innovations # Operational risk ( # Financial stability

Note: The figure illustrates a modified typology of literature in payment economics following Miiller (2016)
(own depiction). The top level is the underlying data basis that forms the foundation for empirical work.
Below are the three types of literature classification and examples of applications for each type. Numbers
in brackets refer to chapters in the thesis as examples of the applications within the categories. The

example themes and applications are not intended to be exhaustive.

Galbraith and Tkacz (2018), payments data can be used as proxy to forecast or “nowcast”
macroeconomic spending and GDP. Chapman and Desai (2021) apply machine learning
models to retail payments data to study various macroeconomic indicators at the begin-
ning of the Covid-19 pandemic. As a last example of analysis for secondary purposes,
payments data can offer insights for financial stability considerations. In this area, one
example is Rainone (2021) studying banks’ deposit outflows via payments data.

To be explicit, the research questions and their importance may be stated along these
lines:

e What is the effect of tiered payments on liquidity usage (Chapter 2)7 Is a purely
risk-based view of tiering in oversight warranted?

The results show that tiered payments give banks more leeway in liquidity manage-
ment. Benefits and risks should be weighed more carefully by system designers and
overseers.

e Can an algorithm identify (unreported) participant outages from payments data
(Chapter 3)? How frequent are such outages?

The developed algorithm provides a hitherto absent data set on outages that is useful
for evaluating compliance with reporting requirements. Furthermore, the data can
provide the basis for assessing risks from participant outages in payment systems.

e What drives collateral mobilization in Germany and the euro area (Chapter 4)7
How does the development relate to financial market dynamics, monetary policy

4



implementation and technical drivers?

The results show that changes in the collateral framework and technical aspects
of collateral mobilization drive dynamics during the observation period. A shift
towards domestic channels reflects a home bias, especially during the sovereign debt
crisis.

e How does money market data extracted from payments data compare to reported
data (Chapter 5)? What drives the differences and how does this affect certain loan
types and loans by certain banking groups?

The systematic approach highlights that the different data captures cross-border
loans, loans of different banking groups and recurring daily loans unevenly. The
analysis is useful for developing reporting frameworks and extracting money market
loans from payments data. For researchers and practitioners, the results help guide
the choice of data.

The thesis proceeds as follows:

In Chapter 2 we study the impact of payments that banks settle on behalf of client
banks (tiered settlement) on the relative liquidity use of settlement banks (direct partici-
pants) in TARGET2. Using bank fixed effects and various controls, we estimate a panel
data model employing transaction-level data which shows that a higher share of tiered
payments from client banks reduces relative liquidity use by settlement banks. The differ-
ent channels that drive this effect are investigated further. Metrics on timing, delay, and
payment priorities suggest that settlement banks can make use of more leeway in settling
tiered payments from client banks compared to their own payments. We conclude that to
some degree settlement banks employ tiered arrangements to manage intraday liquidity
more efficiently. This could hint to “free riding” or higher recycling of liquidity from
client banks’ payments. However, the results are also consistent with settlement banks’
monitoring role or tiered payments potentially exhibiting different characteristics which
may be attributable to contractual arrangements.

Chapter 3 identifies operational outages of participants using an improved algorithmic
approach relative to Klee (2010). Operational risks are a major source of risk for financial
market infrastructures. System outages of TARGET2 are immediately observed by the
operator and contingency measures as well as back-up solutions are in place. However,
participant outages could also cause systemic damage, but are not immediately known to
the operator. In TARGET?2, critical participants are required to report outages. However,
an easy to use algorithm to detect outages — be they reported or not — might be a
useful tool for the operator to support analysis and to encourage more reliable reporting
of outages by participants. The employed algorithm identifies intervals where payment
activity is deemed so low that an operational outage may be assumed. As contingency
measures allow participants to initiate a limited number of transactions the approach
sets different thresholds and conditions, rather than merely identifying intervals without
transactions. The strategy is best suited for larger banks that exhibit stable payment
patterns. We address the identification of false positives (wrongly identified outages)
by focusing on consecutive intervals, unlikely to occur due to chance, while we mitigate
the identification of false negatives (undetected outages) by employing a relatively broad
approach. However, due to the lack of comprehensive reported data, the algorithmic



approach does not offer conclusive evidence on outages. Since publication, the Eurosystem
employs the approach for cross-checks with reported outages of system participants and
the approach has been applied to the Canadian large value transfer system by Arjani and
Heijmans (2020).

Chapter 4 relates to financial markets and monetary policy implementation with a
focus on collateral posted for participation in monetary policy operations. Participation in
Eurosystem credit operations requires that credit institutions post collateral. The chapter
describes and analyzes — for the period February 2008 to March 2016 — developments in the
market value of marketable assets submitted as collateral in Germany and the Eurosystem
against the backdrop of the financial market crisis. The development is characterized by
an initial strong increase at the onset of the crisis and a decrease after 2010 because
of lower funding requirements. The posted collateral followed the course of the funding
requirements, which initially rose sharply in the wake of the financial crisis. Due to
high liquidity inflows, which were reflected in the increasing TARGET2 claims of the
Bundesbank, the refinancing needs and posted collateral decreased after 2010. However,
the posted collateral relative to refinancing operations remained remarkably high. For
the relationship between refinancing operations and the posting of collateral, Granger
causality tests provide evidence that refinancing operations have predictive power for
submitted collateral in the next period, but not vice versa. This implies that the decline
in posted collateral is largely the result of the decrease in liquidity requirements. The
increase in the overall stock of collateral held by the Deutsche Bundesbank reflects the
changes taking place in financial markets. Due to high liquidity inflows culminating in
the Bundesbank’s escalating TARGET?2 claims, funding requirements and collateral stocks
fell. Shifts between different submission channels are partly due to more technical aspects,
but may also stem from a “home bias” and portfolio reallocations. More broadly speaking,
this may be seen in the context of the collateral framework by the Eurosystem depending
on the composition of counterparties and their refinancing needs (Bindseil et al., 2017).
Policymakers should view the evolution of collateral stocks against the background of
changes in the framework and liquidity needs based on the market environment.

Chapter 5 investigates why and how data sets on the unsecured interbank money mar-
ket differ. Considerable resources have been devoted to gathering data for the measure-
ment of money market activity due to its importance for monetary policy transmission.
Seemingly, data on the unsecured money market measures activity in the same segment
and one may assume very similar results in comparison. However, little is known about
the differences between available data and the structural effects of methodological choices.
We use the novel data set from the Money Market Statistical Reporting and compare it
to survey data and data derived from Furfine-type algorithms in the Eurosystem based
on work by Arciero et al. (2016) and Frutos et al. (2016). The marked differences in
volumes and interest rates are driven by the asymmetric measurement of transactions, in
particular affecting individual classes of banks, cross-border loans and specific types of
loans. These deviations are significant in terms of magnitude and affect overall rates and
volumes. Even fundamental questions like the share of cross-border transactions depend
on which data is used.

Chapter 6 discusses overarching themes of the preceding chapters, highlights areas for
future research and concludes the thesis.



Author contribution and publications

I am the lead author of Chapter 2, and one of the two lead authors for Chapter 3,
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Chapter 2 is published as Tilburg University, CentER Discussion Paper, Chapter 3 is
published in the Journal of Financial Market Infrastructures, Chapter 4 is published in in
the Journal of Financial Market Infrastructures, Chapter 5 is published as Deutsche Bun-
desbank Discussion Paper, an enhanced and expanded deep-dive into differences between
the algorithms was published in the Journal of Financial Market Infrastructures.



Bibliography

Arciero, L., R. Heijmans, R. Heuver, M. Massarenti, C. Picillo, and F. Vacirca (2016).
How to measure the unsecured money market: The Eurosystem’s implementation and
validation using TARGET2 data. International Journal of Central Banking 12(1),
247-280.

Arjani, N. and R. Heijmans (2020). Is there anybody out there? Detecting operational
outages from Large Value Transfer System transaction data. Journal of Financial
Market Infrastructures 8(4), 23-41.

Auer, R., G. Cornelli, and J. Frost (2020). Rise of the central bank digital currencies:
drivers, approaches and technologies. BIS Working Papers 880, Bank for International
Settlements.

Bagnall, J., D. Bounie, K. P. Huynh, A. Kosse, T. Schmidt, and S. Schuh (2016). Con-
sumer cash usage: A cross-country comparison with payment diary survey data. Inter-
national Journal of Central Banking 12(4), 1-61.

Bech, M., C. Preisig, and K. Soraméki (2008). Global trends in large-value payments.
Economic Policy Review 14 (Sep), 59-81.

Berndsen, R. (2018). Financial Market Infrastructures and Payments: Warehouse
Metaphor Textbook. Ron J. Berndsen.

Bindseil, U., M. Corsi, B. Sahel, and A. Visser (2017). The Eurosystem collateral frame-
work explained. Occasional Paper Series 189, European Central Bank.

Calomiris, C. W. and C. M. Kahn (1996). The efficiency of self-regulated payments sys-
tems: Learning from the suffolk system. Journal of Money, Credit and Banking 28(4),
766-797.

Chapman, J. and A. Desai (2021). Using payments data to nowcast macroeconomic vari-
ables during the onset of COVID-19. Journal of Financial Market Infrastructures 9(1),
1-29.

CPSS-IOSCO (2012). Principles for Financial Market Infrastructures (PFMI). CPMI
papers 101, Bank for International Settlements, Committee on Payment and Settlement
Systems and International Organization of Securities Commissions.

Diehl, M. (2012). The use of simulations as an analytical tool for payment systems. In
B. Alexandrova-Kabadjova, S. Martinez-Jaramillo, A. L. Garcia-Almanza, and E. Tsang
(Eds.), Simulation in Computational Finance and Economics: Tools and Emerging
Applications, pp. 29-45. IGI Global.

Diehl, M. (2016). Financial market infrastructures: the backbone of financial systems. In
B. A.-K. Martin Diehl and S. M.-J. Richard Heuver (Eds.), Analyzing the Economics
of Financial Market Infrastructures, pp. 1-20. IGI Global.

8



Frutos, J. C., C. Garcia-de Andoain, F. Heider, and P. Papsdorf (2016). Stressed interbank
markets: Evidence from the European financial and sovereign debt crisis. Working
Paper Series 1925, European Central Bank.

Furfine, C. H. (1999). The Microstructure of the Federal Funds Market. Financial Mar-
kets, Institutions & Instruments 8, 24-44.

Galbraith, J. W. and G. Tkacz (2018). Nowcasting with payments system data. Interna-
tional Journal of Forecasting 34(2), 366-376.

Kahn, C. M. and W. Roberds (2009). Why pay? an introduction to payments economics.
Journal of Financial Intermediation 18(1), 1-23.

Klee, E. (2010, 10). Operational outages and aggregate uncertainty in the federal funds
market. Journal of Banking & Finance 3/, 2386-2402.

Martin, A. and J. McAndrews (2008). Liquidity-saving mechanisms. Journal of Monetary
Economics 55(3), 554-567.

Miiller, A. (2016). Payment system analysis: The central bank perspective. In B. A.-K.
Martin Diehl and S. M.-J. Richard Heuver (Eds.), Analyzing the Economics of Financial
Market Infrastructures, pp. 209-224. IGI Global.

Rainone, E. (2021). Identifying deposits’ outflows in real-time. Economic working papers
1319, Bank of Italy.

Sinn, H.-W. and T. Wollmershauser (2012). Target loans, current account balances and
capital flows: the ECB’s rescue facility. International Tax and Public Finance 19(4),
468-508.

Whelan, K. (2014). TARGET?2 and central bank balance sheets. Economic Policy 29(77),
79-137.

World Bank (2011). Payment systems worldwide - a snapshot: Outcomes of the global
payment systems survey 2010. Financial Infrastructure Series: Payment Systems Policy
and Research 12813, The World Bank.



10



Chapter 2

No more Tears without Tiers? The

Impact of Indirect Settlement on
liquidity use in TARGET?2

Joint work with Ron Berndsen (Tilburg University and LCH), Martin Diehl (Deutsche
Bundesbank) and Ronald Heijmans (De Nederlandsche Bank).

This chapter was published as Tilburg University, CentER Discussion Paper 2021-022.
The authors thank participants of the 7th Joint Bank of Canada and Payments Canada
Symposium, the 55th Annual Conference of the Canadian Economics Association and the
13th Payment and Settlement System Simulation Seminar at the Bank of Finland. We
thank James Chapman, and Segun Bewaji for very helpful comments and suggestions and
Anneke Kosse and Constanza Martinez for their insightful discussions. Excellent research
assistance was provided by Josefine Quast during early stages of the work.

Diehl, Heijmans and Paulick are members/alternates of one of the user groups with access
to TARGET?2 data in accordance with Article 1(2) of Decision ECB/2010/9 of 29 July
2010 on access to and use of certain TARGET2 data, as amended on 22 September
2017 by Decision (EU) 2017/2080. he Deutsche Bundesbank, De Nederlandsche Bank,
the MIB and the MIPC have checked the paper against the rules for guaranteeing the
confidentiality of transaction-level data imposed by the MIB pursuant to Article 1(4) of
the above-mentioned issue. The views expressed in the paper are solely those of the author
and do not necessarily represent the views of the Deutsche Bundesbank, De Nederlandsche
Bank or Eurosystem.

11



Short summary

We study the impact of tiered settlement on relative intraday liquidity use (liquidity
consumption) for settlement banks in TARGET2. We estimate a panel data model em-
ploying transaction-level data from 2010 to 2019 which shows that a higher share of tiered
payments from client banks reduces relative liquidity consumption by settlement banks.
Metrics on timing, delay, and payment priorities suggest that settlement banks can make
use of more leeway in settling tiered payments from client banks compared to their own
payments. Payment timing as a proxy for external delay suggests that tiered payments
are used to smooth settlement banks’ liquidity positions. Results on payment delay within
the system show no clear dynamic over time, whereas payment priorities are consistently
lower for tiered payments. We conclude that to some degree settlement banks employ
tiered arrangements to manage intraday liquidity more efficiently. To a certain extent
this hints to “free riding” or higher recycling of liquidity from client banks’ payments.
However, the results are also consistent with settlement banks” monitoring role or tiered
payments potentially exhibiting different characteristics which may be attributable to
contractual arrangements.

Keywords: RTGS systems, banks, payments, tiering, liquidity, TARGET2

JEL classification: E42, E58, G21.
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2.1 Introduction

Internal and external risk mitigation is the foundation for the smooth functioning of finan-
cial market infrastructures (FMIs). Payment systems form the underlying infrastructure
for the settlement of debt obligations in an economy. The Principles for Financial Market
Infrastructures (PFMIs), developed by CPSS-IOSCO (2012), formulate high international
standards for these FMIs and offer guidance on potential sources of risk and risk mitiga-
tion.

The settlement of payments on behalf of clients by direct system participants, called
tiering, is a universal feature of payments systems. Principle 19.4 of the PFMIs state that
“An FMI should regularly review risks arising from tiered participation”. Risk exposures
operators and overseers look at include credit, liquidity and operational risk. According
to the PFMI these risks may be especially large for highly tiered systems.

Instead of directly sending payments to a payment system, some banks' choose to
delegate settlement. The arrangement of an indirect participant (client bank) process-
ing payments through a direct participant (settlement bank) forms a tiered arrangement.
The underlying economic reasons that influence banks’ decision on how to access a pay-
ment system are manifold. For smaller banks it might be more cost-efficient to chose
tiered settlement arrangements, avoiding costs related to operational setup and liquidity
management.

Tiered participation not only entails risks, but can increase the efficiency of payment
systems. Costs of payment settlement decrease with tiered participation as direct partic-
ipants can profit from economies of scale (see for example Adams et al., 2010; Chapman
et al., 2013). Pooling liquidity leads to lower cost of capital as settlement banks can use
higher traffic volumes to offset payments in the system or settle payments internally on
their own books without entering them into the payment system and drawing on liquidity.

From a settlement bank’s perspective, tiered payments feed into the overall liquidity
disposition of payments that are settled in a way to minimize liquidity use. Monitoring
intraday liquidity is part of the Basel framework in order to ensure banks are able to meet
payment obligations. Central bank reserves and the participation in wholesale payment
systems are only one part of banks’ liquidity management, but arguably one of the most
important parts. Correspondent banking arrangements, secured and unsecured credit
lines and unencumbered assets also factor into banks’ intraday liquidity management and
should be monitored in accordance with Basel Committee on Banking Supervision (2019).

In this study, we investigate the effect of tiering on the relative intraday liquidity
use (liquidity consumption) of settlement banks in TARGET2.2 empirically. Liquidity
consumption is defined as the maximum amount of liquidity needed intraday to settle the
payments of a direct participant relative to all payments sent by that participant. The
measure indicates how efficient a bank uses liquidity sources to make payments. Assuming
liquidity is costly, settlement banks exhibiting lower values of liquidity consumption settle

With regard to terminology, we use credit institution interchangeably with the term bank throughout
the paper. Direct participants in a payment system are referred to as settlement banks, indirect partic-
ipants are referred to as client banks. For brevity, we at times refer to settlement banks as banks and
direct participants as participants.

2TARGET? refers to the second generation Trans-European Automated Real-time Gross Settlement
Express Transfer System operated by the Eurosystem.
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payments in a more cost-efficient manner. Liquidity in the form of central bank reserves
can be assumed to be costly as it is acquired from the central bank or the interbank market.
In addition, there is an opportunity cost to dedicating liquidity for the purposes of settling
payments. Liquidity is more costly to acquire when interest rates are high. In addition,
liquidity is usually scarce. When liquidity is scarce and interest rates are high, the cost
of acquiring liquidity is thus expected to be larger. Tiering generally decreases liquidity
needs as payments offset when concentrated among fewer direct participants. However,
little is known about the effect of tiering at the participant level and how tiering factors
into banks’ liquidity management. To shed some light on this question, we employ a panel
data model and identify channels via which tiering affects liquidity consumption.

Using transaction-level data from TARGET2, we find that higher shares of tiered
payments reduce relative liquidity needs for settlement banks. The results are robust
controlling for pooling effects via bank fixed effects, payment activity and other factors.
The main driver appears to be that banks have more discretion in settling tiered payments.
Payment timing suggests that tiered payments help settlement banks to smooth their
liquidity positions by assigning lower priorities to them compared to banks’ own or in-
house payments. To some degree this indicates discriminatory practices, as settlement
banks treat their own payments with higher urgency, thus using more liquidity for settling
own payments relative to tiered payments.

However, settlement banks reducing their cost of liquidity is also consistent with their
role in monitoring client banks and offering cost-efficient settlement services based on pri-
vate information on creditworthiness (see for example Chapman et al., 2013). Smoothing
liquidity positions from this perspective may be a way to mitigate settlement banks’ risk
from tiered arrangements. The findings are also consistent with tiered payments exhibit-
ing different characteristics. Tiered payments may arrive later in the day and by nature
be less urgent, so settlement banks can use these payments to optimize their liquidity
positions. Treating tiered payments with less urgency may also result from contractual
bilateral arrangements between client banks and their settlement banks. As no informa-
tion is available on payments before they enter the system, such reasoning cannot be ruled
out here. The findings show that once payments enter the system, tiered payments are
different to in-house payments.

We conclude that tiered arrangements help settlement banks in managing liquidity
more efficiently. However, this gain in efficiency comes at the potential cost of concen-
tration and hence operational bulk risks. In addition, there could be a higher credit risk
for client banks in tiered arrangements resulting from settlement banks’ active liquid-
ity management. However, the trade-offs and settlement banks’ risk mitigation vis-a-vis
client banks is outside the scope of this study. TARGET2 makes up only one (though
important) part of banks’ overall liquidity position. Other systems, bilateral relationships
and exposures may play a significant role for some banks’ liquidity disposal.

2.2 Tiering in large-value payment systems

In contrast to securities transactions, payments do not require agreement between coun-
terparties before a transaction is settled. Payments are rather the result of underlying
business transactions. However, the tiered structure in payments can be seen in the
broader context of financial markets. Markets with a tiered structure include foreign ex-
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change, government and corporate bond markets. Starting in the 1980s, the study of the
microstructure of financial markets in terms of the impact of organization and design on
trading cost and prices became increasingly relevant (see for example, de Jong and Rindi,
2009). In the literature, different types of participants are often distinguished based on
their information and motive for trading, but also their roles in the market. Grossman and
Miller (1988) study the role of market makers as intermediaries. Market makers provide
immediacy to clients as described already by Demsetz (1968) highlighting the importance
of transaction cost. Dealers in bond and foreign exchange markets provide immediacy,
meaning the opportunity to trade without delay. This requires traders to hold inventory.
Intermediaries assume price risks stemming from having to wait for buyers or sellers of
securities. Bid-ask spreads are a compensation for the risk on the inventory and for the
cost of searching for counterparties to process the trades.

As another reason for tiered structures in financial markets, setting up internal in-
frastructures is costly. Access to financial infrastructures, such as payment systems or
exchanges, may require additional investments and fees. Smaller market actors, such as
investors or banks, may save cost by using intermediaries.

In analogy to securities markets, direct participants offering payment services may be
seen as broker-dealers that buy and sell securities on clients’ behalf and assume risk by
extending intraday credit. In contrast to securities, central bank reserves are the only
asset in wholesale payment systems. Direct participants hence only manage the overall
stock (inventory), but not individual types of assets. Though there are no price risks
in payments, tiered structures fundamentally arise from similar considerations. Direct
participants assume risks, for example operational risks, whereas indirect participants do
not need to setup a constant presence in the payment system. Similar to securities mar-
kets, costs for clients would include setting up trading operations, fees from participation
in financial exchanges and holding sufficient liquidity as outlined by Vayanos and Wang
(2012).

The relationship between direct and indirect participants and the cost of service is
not investigated here, but has been studied in other markets. Among others, Stoll (1978)
studies the cost of dealers in equity markets and the efficiency of different market struc-
tures. Inventory cost is somewhat related to the cost of holding liquidity for payments.
Liquidity in the form of central bank reserves can be assumed to be costly as it is acquired
from the central bank or the interbank market. Liquidity is more costly to acquire when
interest rates are high. In addition, liquidity is usually scarce. When liquidity is scarce
and interest rates are high, the cost of acquiring liquidity is thus assumed to be larger.

Direct participants facilitate payments from their account and ensure sufficient lig-
uidity is available for settlement. Similar to primary dealers in bond markets, direct
participants usually interact with the central bank (analogous to the issuer) and often en-
gage in secondary trading in the money market (analogous to secondary markets). Over
the counter (OTC) money market transactions serve as one source for funding payments
for immediate settlement. Banks borrow from banks with a surplus of liquidity. As
highlighted by Duffie et al. (2005), prices in OTC markets are determined by liquidity
considerations in the context of immediate trading, outside options and the market power
of intermediaries. Interest rates in the unsecured money market typically reflect riskiness
of borrowers and bargaining power (Rochet and Tirole, 1996; Abbassi et al., 2021). Sim-
ilarly, direct participants in payment systems may earn profits by charging higher fees to
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client banks as a compensation for assuming risks.

Large-value payment systems (LVPSs) typically settle transfers with a high value or
high priority. Many LVPSs, such as TARGET?2, settle transactions immediately on a
gross basis and are also referred to as Real-Time Gross Settlement (RTGS) systems. This
stands in contrast to net settlement systems in which payments are settled at a specified
time on a net basis. Hence, RTGS systems typically require higher amounts of liquidity
for settling payments.

Aside from central banks and government entities, direct access to an LVPS is mostly
restricted to credit institutions. Credit institutions can access payment systems directly
or indirectly through a correspondent bank, though there are regulatory restrictions and
access criteria that may apply.® Importantly, participation in monetary policy operations
may require direct access to an LVPS. Indirect participants do not hold an account in
the LVPS and thus settle payment obligations via direct participants subject to bilateral
agreements as illustrated in Figure 2.1.

Figure 2.1: Tiered settlement

RTGS system
/

Sender bank Receiver bank
é
. v
Originator bank Beneficiary bank

The level of tiering differs widely across systems. While there are over 1,000 direct
participants in TARGET?2, there are only around 30 direct participants in the UK’s pay-
ment system CHAPS.? As indirect participants, almost 700 credit institutions from the
European Economic Area (EEA) and more than 4,000 correspondents worldwide can set-
tle payments via TARGET2.° For CHAPS the number is quite similar, as roughly 5,000
financial institutions settle payment via CHAPS. The ratio of direct to indirect partic-
ipants is roughly 1:5 for TARGET2 and 1:160 for CHAPS, meaning CHAPS is a much
higher tiered system than TARGET?2.

The numbers of direct and indirect participants gives an indication of how broadly
banks access a system. In addition, the number of direct participants hints to the number
of options potentially available to client banks. However, not all direct participants offer
settlement on behalf of client banks. In TARGET2, out of 1,209 participants in the
sample, 438 do not send any tiered payments, only 266 settle tiered payments greater
than 1 percent of their traffic, and only 128 participants settle tiered payments greater

3For an overview of RTGS system features and institutional design see CPSS (2005).

4See ecb. europa.eu/paym/target/target2 and bankofengland. co.uk/payment-and-settlement/
chaps for information and recent numbers.

5In TARGET? there are so-called indirect participants and addressable BICs (Bank Identifier Codes).
In both cases, banks use a direct participant to connect to TARGET?2, but only supervised credit insti-
tutions established within the EEA can become indirect participants. In the context of this study the
difference is not relevant and we refer broadly to indirect participants.
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than 5 percent of their traffic. As smaller participants are much less likely to engage
in settlement on behalf of client banks, we restrict the sample to larger participants for
robustness. The concept of tiering employed here refers to volumes and values of payments
rather than the number of participants.

Levels of tiered participation depend on institutional design and the system’s pricing
policy. Depending on what outcome a regulator desires, legal requirements and rules of
access may be designed in a way to encourage direct participation. The risks of tiered
settlement are often emphasized by policymakers and regulators. As described by Fi-
nan et al. (2013), the Bank of England persuaded large indirect participants to become
direct participants in the UK’s highly tiered CHAPS system on account of financial sta-
bility considerations. CHAPS can be considered as an extreme example, with historically
few direct participants. However, even in this setting Benos et al. (2017) find, using
transaction-level data, that the effects of the largest indirect participants becoming direct
participants (de-tiering) have small effects on risk measures.

For other systems, such as the US RTGS system Fedwire, information on tiered pay-
ments is not available from transaction data. Thus, the analysis of risk relies on infor-
mation gathered from other sources. Overall, risks for Fedwire from tiered arrangements
are believed to be small and manageable through regular reviews and by the mitigation
of risks posed by direct participants (see Fedwire Funds Service, 2019).

Tiered participation partly reflects the banking system structure and historical de-
velopments. In the case of the Australian RTGS system, for example, restrictions were
previously applied to tiered arrangements. These were lifted in 2003, allowing participants
with 0.25 per cent of overall payment value to process payments via settlement banks.
Potentially due to setup costs, there has been inertia in changing access, with few banks
making adjustments (see Arculus et al., 2012).

For banks, a variety of factors influence the decision on how to access a payment
system. Table 2.1 summarizes benefits and risks of tiering from a client bank’s risk
perspective. Cost-effectiveness and exposure to risks have to be balanced. Direct par-
ticipation may entail operational setup costs and investments in liquidity management.
Indirect participation may give rise to credit risk, as exposures accumulate during the day
against settlement banks. In addition, payment services to client banks may be bundled
together with other services, thus making direct participation less attractive for some
banks. Typically smaller domestic banks and foreign banks are more likely to become
indirect participants.

For banks that directly participate in a payment system, tiered settlement is offered
when profits outweigh the cost of providing settlement services. Direct participants may
profit from economies of scale and tiering may help recoup some of the investment cost
for operational setup. Importantly, the banking structure may also affect the degree of
tiering. For example, head institutions of savings banks and credit cooperatives often
provide services including payment settlement to member banks. This not only includes
settlement in RTGS systems but also payments settled in internal giro systems.

Tiering often leads to uncollateralized, credit positions between banks. Rochet and
Tirole (1996) study tiered arrangements in the context of interbank monitoring and sys-
temic risk. Kahn and Roberds (2009) discuss the trade-off between widespread access to
an LVPS versus the efficiency gains achieved by private monitoring in tiered relationships.
Chapman et al. (2013) show that tiered arrangements can arise via two channels. The
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Table 2.1: Benefits and risks of tiered participation from a client bank’s perspective

Positive effects of tiering

Negative effects of tiering

Credit risk

Liquidity risk

Operational risk

Risk exposures against other
banks may be more efficiently
managed by settlement bank.

Liquidity may be more efficiently
managed by settlement bank.
Client bank is charged cost of lig-
uidity and profits.

No operational setup costs and
fewer own resources dedicated
to operations. High operational
proficiency via outsourcing to

Credit risk against settlement
bank. Risk exposures against
other banks may accumulate if
inefficiently managed by settle-
ment bank.

Settlement bank may draw on
liquidity provided by client
banks. Costs of liquidity and
operations may be lower than
settlement bank fees.

Operational proficiency depen-
dent on settlement bank. Depen-
dency on settlement banks may
lead to lock-in effects.

larger players.

first is through settlement banks monitoring client banks. In a setting with imperfect in-
formation, settlement banks leverage private information on creditworthiness by offering
different settlement modes. The modes of settlement are similar to system-level differ-
ences between deferred net settlement systems and RTGS systems. Tiering represents
a balance between deferred settlement, with lower liquidity costs but higher credit risk,
and immediate settlement, with high liquidity costs but low or absent credit risk. The
second channel is through settlement banks benefiting from economies of scale that reduce
overall cost in the system. Given their roles, failures of settlement banks would lead to
substantial welfare losses in terms of operational risks and loss of information.

From a central bank perspective, monitoring payment system activity is crucial for
risk mitigation. A variety of approaches are available to identify different risks. Berndsen
and Heijmans (2020) develop a traffic light approach, based on different indicators to
identify credit, liquidity and operational risk in TARGET2. Triepels et al. (2018) apply
an unsupervised learning method to detect anomalies in RTGS systems. Sabetti and
Heijmans (2021) apply a similar approach to Canadian LVPS data and discuss how deep-
learning methods could be implemented by operators. Rubio et al. (2020) built on their
work to asses deep networks to detect anomalies in the largest systemically important
payment system in Ecuador. Aside from anomalies that can relate to different sources of
risk, liquidity risk is of particular interest for the smooth functioning of payment systems
and financial stability. Heuver and Triepels (2019) apply supervised machine learning in
an experimental setting to identify banks encountering liquidity stress.

From a settlement bank’s perspective, liquidity needed to fund payments in RTGS
systems needs to be obtained from the central bank or the interbank market at a cost.
The central bank may also offer overdraft facilities for banks to fund payments. Addi-
tionally, received payments allow banks to recycle liquidity from other participants to
fund outgoing payments. McAndrews and Rajan (2000) develop a measure to decompose
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different sources of payment funding and find incoming payments account for 25 to 40
percent of liquidity sources during the day in Fedwire.

Intraday behavior in RTGS systems is also studied by Bech and Garratt (2003) using
a game theory approach. Typically, banks have an incentive to postpone payments when
liquidity is costly and they thus delay payments and recycle incoming payments. To
account for banks changing behavior during disruption events, rather than assuming a
given behavior Arciero et al. (2009) employ agent-based modelling to simulate payment
activity. Liquidity saving mechanisms in RTGS systems can affect banks’ behavior as
shown by Martin and McAndrews (2008). One example is the use of limits in TARGET?2
which allow maximum bilateral or multilateral exposures to be set (see Diehl and Miiller,
2014).

Banks relying heavily on incoming payments as a liquidity source can be labelled free-
riders. Diehl (2013) provides an overview of different measures and interpretations in the
context of free-riding in TARGET2. Heijmans and Heuver (2014) show that banks react
dynamically to stress events and some banks delay payment. They find that indicators
on timing can help detecting liquidity problems. Abbink et al. (2017) study the effect
of disruptions on banks’ reactions in an experimental setting. Path dependency of dis-
ruptions may lead to inefficient coordination outcomes at the system level. Concerning
market structure, a homogeneous market could relate to a highly tiered system with few
active banks. The study finds that a heterogencous market structure achieves efficient
coordination more easily due to a leadership effect.

Depending on banks’ use of liquidity, costs incurred by direct participants are passed
on to indirect participants. Adams et al. (2010) simulate the emergence of tiered arrange-
ments in a network structure where banks balance the liquidity costs incurred through
direct participation and the service fees they pay as indirect participants. The service fee
consists of direct participants’ liquidity costs and profits. Cost of liquidity as determined
by central banks is found to influence choices on system participation. Liquidity pricing
is modeled proportionally to liquidity usage or up to a certain amount as free when banks
have to post collateral to the central bank for prudential reasons. In such regimes, banks
can draw on liquidity provided against collateral without incurring additional cost.

Arango and Cepeda (2017) study the trade-off between increased liquidity savings and
larger credit risk with a higher degree of tiering in the context of the Colombian RTGS.
Liquidity savings are found to increase non-monotonically. At the same time, credit
risk changes little when smaller participants become indirect members, while substantial
increases are found if large participants become tiered. This points to the fact that finding
an optimal balance between credit and liquidity risks depends on the banking structure
and type of banks. Lasaosa and Tudela (2008) use a simulation approach to study tiering
in CHAPS. Results indicate that increasing tiering would lead to significant liquidity
savings stemming from pooling. At the same time, concentration risk would increase
substantially, while effects on credit risk appear to be small.

Operational disruptions due to technical outages in a payment system can affect the
whole system or its individual participants. In the context of tiering, participant disrup-
tions are of interest. Tiering has at least two opposite effects which are hard to quantify
(see for example Arculus et al., 2012). Since tiering contributes to a higher concentration
of settlement banks, the impact of any operational failure of a settlement bank becomes
larger. However, a bank transmitting significantly more payments than others may be
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better at fulfilling its operational duties. Client banks are in general smaller in terms of
transaction volume and value and may lack the funds to invest in state-of-the-art oper-
ational systems and to dedicate more payment specialists to the tasks of liquidity man-
agement. This aspect is reinforced by the sizable complexity of modern RTGS-systems,
which offer a large range of options and mechanisms and require some degree of specializa-
tion among the bank’s liquidity managers. Moreover, only a limited share of banks offer
tiering and can be considered to have specialized. Therefore, it stands to reason that the
probability of a failure of a large settlement bank is lower than the probability of an op-
erational failure of a client bank. However, as comprehensive data on operational outages
for direct and indirect participants is not available.®, this assumption is difficult to verify.
We are inclined to assume that the operational risks are at least not significantly changed
by tiering and that it is more likely that tiering leads to higher operational proficiency.
The effect of tiering on operational and credit risks is not considered here. Contractual
arrangements between direct and indirect participants on prefunding of payments, collat-
eral and limits are not taken into account as these factors are unobserved. In addition,
internal payments that give rise to credit risk are unknown from TARGET?2 data.

2.3 TARGET2 data

2.3.1 Overview and sample

TARGET? is the largest LVPS in Europe and one of the largest RT'GS systems in the
world. The system is owned and operated by the Eurosystem. In 2019 around 340,000
transactions were settled on average per business day, amounting to roughly 1.7 trillion
euro.” Annual payments settled in TARGET2 amounted to 37 times the annual GDP
in the euro area. Even though TARGET?2 relies on a single technical platform, from
a legal perspective, individual central banks in the Eurosystem own separate (national)
components. In addition, some EU central banks that are not members of the Eurosystem
are connected to TARGET?2. In the system, domestic and cross-border payments in euro
are settled in real time, including interbank and customer payments, monetary policy
operations and transfers with ancillary systems and other financial market infrastructures.
Underlying business reasons for large-value or urgent transfers are manifold, including for
example payments for goods and services, the purchase or sale of securities, loan payments
or transactions based in the real economy.

The measures in section 2.4 are constructed using TARGET2 transaction data from
2010 to the end of 2019. We focus on transactions of commercial banks as participants
of TARGET?2. Transaction-level data is filtered for central bank operations, participants’
liquidity transfers between their own accounts and technical transfers in order to focus on
business-related payments that affect settlement banks’ liquidity position during the day
and to exclude payments that serve the purpose of liquidity management. In addition,
we disregard start-of-day balances that banks hold, in part, for fulfilling minimum reserve

50n the availability and identification of operational outage data in different jurisdictions, see for
example Klee (2010), Glowka et al. (2018) and Arjani and Heijmans (2020) Note that the constructed
data in these studies is not representative, as data for smaller banks is usually less reliable.

"See https://www.ecb.europa.eu/pub/targetar/html/ecb.targetar2019.en.html.
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requirements. The filtering allows us to study payment behavior and intraday liquidity,
irrespective of how liquidity used for payments is provided.

Besides customer and interbank transactions, we include transactions to ancillary sys-
tems and other market infrastructures, such as the securities settlement system T2S. For
some ancillary systems, such as continuous linked settlement (CLS) for foreign exchange
related transactions, there are fixed time windows for settlement. Thus, participants may
not be able to time such payments according to their own preferences. Nevertheless,
these payments affect participants’ liquidity constraints during the day. Central banks
and ancillary systems themselves are not included as participants as they typically do not
engage in active liquidity management and exhibit different characteristics than commer-
cial banks.

The sample spans over 2,500 business days with a total of more than 1,200 direct
participants. Note that the term participant relates to BICs (Bank Identifier Codes), i.e.
accounts in TARGET2. Banks may use multiple BICs to settle their payments. Different
accounts of the same participant are not grouped together, but results are similar when
sub-accounts are consolidated.®

Due to changes in the banking system structure, settlement banks drop in and out of
the sample. In addition, some banks do not interact with TARGET?2 everyday creating
an unbalanced panel. We drop observations where direct participants only send or receive
payments and when payments sent are below a threshold of 1,000 euro. In these cases,
active liquidity management on the part of settlement banks is deemed irrelevant and
payment activity too low to generate meaningful results. More than 1.7 million daily
observations remain in total after the adjustments.

2.3.2 Tiering concept applied to TARGET?2

Credit institutions established in the European Economic Area (EEA) are eligible as direct
participants, while credit institutions from outside the EEA may use direct participants as
access points to TARGET2 which is also referred to as correspondent banking. TARGET2
data includes transaction details that make it possible to identify payments sent and
received on behalf of client banks. While these fields in payment messages are optional,
they are typically filled by banks in TARGET?2 in order to enable a quick routing of the
payments. Arguably, the provided transaction details allow to identify the vast majority
of tiered payments sent and received.

Banks settling payments on behalf of client banks are referred to as senders and
receivers, the client banks using the service of settlement banks are called originators and
beneficiaries (for illustration see Figure 2.1). In the transaction data there are multiple
message fields, in some instances forming a chain of on-behalf information. Only the first
and last BIC in a chain of payment information are used in the analysis to identify the
ultimate client banks.

Tiered payments may be settled internally in the accounts of a settlement bank. These
payments do not provide a source of intraday liquidity for the settlement bank or act as a
drain on its intraday liquidity as they do not link to the payment system. However, these
internalized payments do have implications for exposures and liquidity positions between
settlement and customer banks and thus for potential risks. Surveys of correspondent

8This stems from the fact that many banks use one or few main accounts for payments.
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banks in the UK have shown that internalized payments make up around one third of
interbank payment values (see Adams et al. (2010)). In the case of TARGET?2, it might
be assumed the share is lower as the system is less tiered. Internalized payments are
out of scope here, as no information on internal transactions is available from payment
system data. Importantly, such information is also not available to system operators and
overseers.

Tiering is defined here in a narrow sense as the settlement on behalf of client banks
which do not belong to the same banking group, similar to, the definition employed by
Benos et al. (2017) among others. In a wider sense, tiering can be seen as settlement
on behalf of any client bank, irrespective of affiliations. The reasoning for choosing the
narrow definition here, stems from the fact that intragroup settlement arrangements may
differ in economic terms from arrangements with outside banks. Intragroup payments may
exhibit other properties due to broader interconnections between banks that entail more
than payment operations stretching across other areas of banking. Therefore, extra-group
relations provide a less biased measure of tiered settlement arrangements for investigating
the effects of indirect settlement on participants’ behavior. Henceforth, we refer to tiering
as tiering in the narrow sense and intragroup transactions as a separate category.

Initially, transactions on behalf of clients include intragroup transfers as well as trans-
fers on behalf of clients outside the banking group. To distinguish extra-group transfers
as tiered settlement, we use data from the SWIFT Bank Directory Plus® to classify pay-
ments according to banking group structures. The directory data includes information
on individual BICs and their affiliated banking groups, which is mapped to data from
TARGET?2. Data from the directory is available from 2012 onward. Data before might
not reflect banking group structures accurately, as mergers and other changes to the
group structures are not accounted for. The further back in time one looks prior to the
available data, the greater the inaccuracies even though group structures typically remain
relatively stable. In order to avoid too much potential distortion in the data, we include
only two previous years, starting in 2010. Therefore, the data should exhibit only a few
inaccuracies and is the most reliable information available.

The SWIFT data on legal heads of banks is combined with transaction data. When
originator and sender (or respectively the receiver and beneficiary) of a payment have the
same legal head institution, these payments are labelled as intragroup transfers. Tiering
henceforth refers only to payments that are respectively sent or received by settlement
banks on behalf of an originator or beneficiary outside the banking group of the acting
bank. Own payments are those transactions where no originator or beneficiary is involved
in the transaction.'®

2.4 Measures
This section describes the indicators employed to measure the impact of tiering. In order

to analyze the effects of tiered settlement, we construct measures related to liquidity con-
sumption, timing and delay. The measures are calculated using only the aforementioned

9See swift.com/SWIFTRef for further information on the dataset.
10Tn addition, cases where the originator or the respective beneficiary coincide with the sender or
receiver are treated as own payments.
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subset of TARGET?2 transactions.

2.4.1 Liquidity use and consumption

Importantly, measures on liquidity use do not entail sources of liquidity such as par-
ticipants’ account balances, liquidity transfers and monetary policy operations. In the
setting relevant here, the actual liquidity needed by direct participants to settle payments
intraday is of interest.

The payments sent by a participant ¢ on a business day b are given by:

) (2.1)

With individual payment values in a time interval ¢ (ranging from 0 to T') given by s.
Respectively, payments received R are given by:

R =3"r() (2.2)

Total payments sent on a given business day in TARGET2 are given by the sum of
payments sent by participants ¢ (with ¢ ranging from 1 to N) on day b

N
Sh=3"s (2.3)
=1

Liquidity needed to settle payments during the day is given by the debit position of par-
ticipants which has a positive value here, while received payments factor in negatively.'!
The debit position D (running balance) of each participant at a time interval ¢ is given
by the difference between sent (s) and received (r) payments:

Di(t) = sh(t) — (1) (2.4)

As described in Leinonen and Soraméki (1999), the liquidity needed to settle all payments
during the day given their order is expressed by LN which is calculated as the maximum
of the running balance for the payment categories included in the study. This gives us the
daily maximum debit position of each participant. The measure corresponds to the daily
maximum intraday liquidity usage in the Basel framework Basel Committee on Banking
Supervision (2019) applied to TARGET2. The minimum is set at zero. The minimum is
set at zero.!? Consequently, negative debit positions, i.e. arising intraday credit positions,
are not considered:

LN} = max (D}(1),0) (2:5)

HThis is contrary to typical account statements.
12Zero0 is the supposed start-of-day balance of the participant and serves as the starting pint for calcu-
lation.
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An LN above zero occurs when the value of the sent payments exceeds the value of
payments received at some point during the day. A positive LN can also be referred to
as maximum exposure, largest net debit position, or liquidity provision to the system.
for a participant ¢ on a business day b.

And on the system-level, with S, from Equation 2.3 as:

> iy LNY
= &

We call LC' liquidity consumption, which is bounded by 0 and 1. As LN can never
be larger than the sum of sent payments, a value of 1 means all payments are sent by a
participant before any payments are received. A value of 0 means a participant does not
draw on liquidity for settling payments, with incoming payments being recycled to fully
fund outgoing payments.
In line with Denbee et al. (2014) we also use the cost-based measure of relative liquidity
need for robustness, which is defined as:

LC* (2.6)

LN? s
LN} = 7 — - ==
2 LNY 20 S5
Negative values signify that a bank provides less liquidity to the system relative to its
share of payments, and vice versa for positive values.

(2.7)

2.4.2 Timing

One channel via which banks may manage liquidity is by postponing payments before
they enter the system. Internal queue management is one tool that banks may employ to
shuffle payments and manage liquidity positions more efficiently.

Timing indicators show when payments are settled on average in the system. We follow
Massarenti et al. (2012) who apply timing indicators to TARGET2 data as described by
Kaliontzoglou and Miiller (2015). However, for tiered payments no information is available
to observe when client banks send instructions to the direct participants. Therefore, the
lag between receiving instructions from client banks and sending them to the system is
unknown. However, we could assume that there is no reason why there may be significant
and consistent differences for indirect participants relative to direct participants. Reasons
why there may be consistent difference are banks’ business models with regard to client
banks. For example, in terms of European time, indirect participants located in the US
are late payers and indirect participants located in Asia are early payers. Abstracting
from such reasoning, the settlement time and time differences of own payments and tiered
payments can provide indications of how settlement banks time different types of payments
and how they may differ structurally.

The average timing of sent payments TS of bank ¢ on day b is given by:

s () + 1)
TS == @ (28)

The respective average receiving time of payments TR is given by:

b i (1P(t) + 1)
E I SNy 29)
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The difference between received and sent payments T'D indicates whether payments
are recycled or whether banks, on average, send out payments before incoming payments
arrive. The measure can therefore be interpreted as a proxy for the external delay of
payments:

TDy=TRy,— TS, (2.10)

Assuming there are no structural reasons for timing differences between direct and in-
direct participants, differences in T'D for non-tiered and tiered payments would result from
direct participants treating tiered payments differently in terms of timing, for example
via internal queue management. Contractual arrangements between direct and indirect
participants are unknown. Therefore, postponing settlement of payments on behalf of
indirect participants may be in line with contractual provisions.

A negative value of T'D indicates that banks send payments later than they receive
them, while a positive value shows that banks send payments earlier than they receive
them. Abstracting from structural differences, a negative value implies that banks recycle
liquidity rather than providing it. If it is assumed that all payment instructions arrive
at banks independently, meaning without structural differences in the timing of sent and
received payments across categories, the difference in timing would measure external de-
lay. Differences in timing would occur if banks rearranged payments and thus delayed
payments outside of (external to) the system.!® The actual transmission and obligation
to pay is unobserved, as payments show up in the data only upon entering the system.
Assuming that payments do not differ structurally in terms of when direct participants
receive payment instructions, payment timing can be regarded as a proxy for how par-
ticipants manage their payments outside the system. Payment timing across different
categories of payments can serve as an approximation for the treatment of payments in
internal queues. Arguably, for a definitive interpretation of results, the unobserved given
conditions outside the system are critical.

2.4.3 Delay indicator

Through delaying payments, direct participants may hold back liquidity and rely on in-
coming funds for making payments. Delays occur in two ways. First, as described above,
participants can externally delay sending payments for settlement in TARGET2. Second,
within the system, delay can occur between when payments are sent to the system and
when they are actually settled in the system. Delay between when direct participants
receive payment instructions and when payments are sent to the system can only be ob-
served indirectly. By contrast, delay within the system can be observed directly. Delay
within the system occurs when liquidity is not sufficient for settlement and payments
get queued. Banks may also use different liquidity saving mechanisms available in TAR-
GET2. These include reserving liquidity for highly urgent payment, which means this
liquidity is not available for lower priority payments. Participants may also set bilateral
and multilateral limits, thus limiting their net positions vis-a-vis other participants.

131t could be the case that tiered payments are sent to settlement banks later in the day. Note that
on a system level, the timing of all sent and received payments is equal if all participants are observed.
This is not the case for different categories of payments, such as tiered payments. The sending leg and
receiving leg of payments may fall into different categories.
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Following Kaliontzoglou and Miiller (2015), we measure the delay in payments by
comparing the introduction'® and settlement time in the system relative to the latest
possible settlement time. The latest possible settlement time considered here is the close
of business. The indicator of delay is stated as:

DIb — Do (s3(8) * (ta; — i)
' Z?:I(S?(t) # (T —t1;)
Where ¢;; is the time during the business day when the payment is available to be

settled, to; is the actual settlement time of the payment and 7" is the end of day, i.e. the
latest possible settlement time.!?

(2.11)

2.5 Results

The results are organized starting with the overall levels of tiering and liquidity consump-
tion. To formally test the effect of tiering on liquidity consumption, we then estimate a
panel data model on the settlement bank-level. Timing and delay indicators then identify
channels via which tiering reduces relative liquidity use.

For the interpretation of results, the following is implicitly or explicitly assumed:

e Tiered and non-tiered payments do not differ structurally in terms of when payment
obligations arise and when incoming payments are received by other participants.
Without active liquidity management, similar arrival and sending times are ex-
pected. This assumption holds if the payment categories do not differ structurally
due to their underlying business cases, emergence from activity in different time
zones or other considerations by client banks. Testing the assumption would re-
quire banks’ internal data and business logic.

e Banks actively manage liquidity to limit intraday peaks. They are able to shuffle
payments to some degree in order to limit their overall liquidity position across
payments from different client banks as well as intragroup and their own payments.
Given regulatory frameworks and incentives for banks, this assumption should hold.
However, the degree of active liquidity management likely differs across banks.

e Direct participants have some leeway in when they settle payments. Given inter-
nal queuing mechanisms for payment settlement, this assumption holds. However,
contractual arrangement may limit leeway.

e Resulting from the previous points, payment timing in the system differs largely
due to liquidity management rather than different average instruction times across
tiered and non-tiered payments.

Participants can specify the date and time when a payment should be executed. The first attempt for
settlement by the system will be made at that point in time. In those cases we use the time for payment
execution rather than when the instruction for later settlement reached the system.

15Cut-off times differ for different types of payment. For simplicity, we assume the latest cut-off for all
payments to be the end of the day.
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2.5.1 Tiering and liquidity consumption

The share of tiered payments, calculated as share based on Equation 2.1, lies roughly
between 15 to 25 percent over the observation period (see Figure 2.2). The number of
tiered payments is higher on the sending side. However, in terms of values, the share of
tiered payments is similar on the sending and receiving side. This means the average size
of payments on the receiving side is larger for tiered payments. At the same time, indirect
participants send higher volumes of payments than they receive, which can either indicate
that client banks have a greater number of lower denominated payment obligations or that
they break up payment obligations into smaller tranches compared to received payments.
Overall, the level of tiering is relatively low in TARGET2.'6.

Figure 2.2: Share of tiered payments on system level
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Note: The share of tiering is calculated using the number and value of tiered payments divided by all

included payments in the sample.

Figure 2.3 shows liquidity consumption based on Equation 2.6 calculated for tiered and
non-tiered payments. Directly comparing outcomes in terms of the relative use of liquidity
shows that participants use less liquidity relative to payments for tiered transactions.
However, isolating different categories of payments here does not take into account the
overall liquidity position of participants. There might be a bias, as liquidity management
may change during the day, depending on a participant’s net overall position. It cannot
be ruled out that banks’ own payments are by nature (and not by choice) of higher
priority and need to be settled earlier in the day, thereby increasing banks’ liquidity use
for their own payments. Aside from such caution, the consistently lower levels of liquidity
consumption for tiered payments indicate that tiered payments leave settlement banks
more discretion, enabling them to use less liquidity.

16For our subset of the data, tiering levels are higher compared to values on the overall system level.
On yearly levels of tiering in TARGET?2, see the respective Annual reports on TARGET?2.
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Figure 2.3: Liquidity consumption on system level

15

2010 2011 2012 2013 2014 2015 2016 2017 2018 2019

Overall Tiered payments

Note: Moving averages over 30 calendar days. Liquidity consumption is calculated on the system level
including all payments in the scope of the study and for outgoing and incoming tiered payments. For
the indicator on tiered payments, all non-tiered payments are ignored. Intraday balances do not reflect
actual liquidity positions, but a hypothetical scenario where only the payments of interest here would be

processed.
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2.5.2 Model of liquidity consumption

To test the effect of tiering and explain the outcomes in terms of liquidity consumption
on the direct participant level, we estimate a panel data model using bank and time fixed-
effects. We prefer fixed effects over random effects as the latter assume the unobserved
bank-level effects are uncorrelated with the independent variables. As the level of tiering
and size of settlement banks probably factor into the unobserved effects, we prefer fixed
effects here. However, the results are robust to employing random effects. Liquidity
consumption is calculated daily across direct participants. As the independent variable
of interest, the share of tiered payments is included. Table 2.2 reports summary statistics
for the variables in the model.

We use the log of overall payments sent by direct participants as controls to account
for size. Direct participants with more payments should be better able to manage lig-
uidity, as they can smooth their liquidity usage by pooling payments (see Adams et al.,
2010)). Accounting for size allows to abstract from such pooling effects. The average
priority of the direct participant’s sent payments controls for the urgency of payments,
while the difference in the average timing of sent and received payments accounts for the
degree of active liquidity management. In addition, we include the concentration of sent
and received payments respectively, calculated as the Gini coefficient of payment values.
The concentration of payments determines to some extent how granular participants can
manage liquidity. Higher concentration of payments inhibits participants from shuffling
payments as only a few large payments can be rearranged compared to a situation with
smaller payments that can allow for more granular liquidity management. As controls for
the cost of liquidity and the overall levels of liquidity, the overnight interbank money mar-
ket rate and overall liquidity'” are included. The money market rate is calculated using
an algorithm proposed by Furfine (1999), applied to TARGET2 data following Arciero
et al. (2016) and Frutos et al. (2016). We use a modified version of the latter to calcu-
late the euro money market rate.'® The algorithm identifies interbank loans by matching
payments with plausible repayments the next business day.

We estimate the model with data from 2010 to 2019 using fixed effects for direct
participants and time effects on a yearly basis to account for changes over time. Changes
over time can occur as a result of shifts in banking structures or payment processing.
Events such as Brexit may trigger changes in how banks access TARGET2, for example
by consolidating liquidity management or client banks using a different direct participant
to route payments.t?

The effect of tiered arrangements may partly be picked up in bank fixed effects. Spec-
ifications without fixed effects exhibit higher coefficients and significance levels for tiering
and other control variables.?’ The estimated model may therefore be regraded as a con-
servative estimate of the effects of tiered arrangements.

17Calculated as the sum of current account holdings and the use of the deposit facility, minus the use
of the marginal lending facility.

18For a discussion on measurement of money market rates, see Miiller and Paulick (2020).

9The model is robust to employing time fixed effects on a monthly basis. However, including monthly
fixed effects leads to multicollinearity with the prevailing money market rate and overall liquidity. We
therefore prefer the yearly fixed effects to allow for the interpretation of the effects of the money market
rate and liquidity conditions.

20Results are available upon request.
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Table 2.2: Summary statistics

Variables N mean  sd min max

Tiering share 1,726,472 0.03 0.11 0.00  1.00
Liquidity consumption 1,726,472 0.43 0.33 0.00 1.00
Cost-based liquidity use 1,726,472 0.00 0.01 -0.12 0.13

Concentration out 1,726,472 0.79 0.22 0.00 1.00
Concentration in 1,726,472 0.83 0.20 0.00 1.00
Priority of payments 1,726,472  1.63 0.69 1.00  3.00
Log value sent 1,726,472 17.69 3.05 6.91 25.90
Time difference 1,726,472 -0.15 3.14 -10.85 10.96
Money market rate 2,555 -0.02 042 -0.54 1.63
Log liquidity 2,555 13.43 0.81 11.64 14.54

Note: The share of tiered payments is calculated as the value of tiered payments sent relative to all
payments sent by a participant, the log value sent is the log-transformed value of overall payments
sent, the time difference is the difference in average timing between all received and sent payments,
the concentration is measured by the Gini coefficient for outgoing and incoming payments, the priority
of payments is the average priority of payments (values between 1 and 3), the money market rate is
expressed as a percentage (calculated via loans identified from TARGET?2 data), and log-transformed

overall liquidity measured in millions of euro (ECB data).

The model for liquidity consumption is stated with the share of tiered payments by
settlement bank ¢ on business day b as the independent variable of interest and different
control variables in vector X/,. Bank-level effects are denoted « and yearly time effects
as .

LCZb = «; + prtiering;, + Po Xy + Ty + €3 (2.12)

We estimate the model for the full sample between 2010 and 2019 using fixed effects
for direct participants and yearly fixed effects. One issue in the case of TARGET?2 is
that direct participants with very low payment activity may distort results using relative
measures. Small participants may only access TARGET?2 for certain types of payments or
are simply very small and do not actively engage with the system or play any significant
role within the system.

We estimate the model for all direct participants, and sub-samples of direct partic-
ipants with at least 0.1 percent (128 direct participants) of overall traffic value and a
threshold of 0.5 percent (50 direct participants). Results are presented in Table 2.3. In
terms of significance and magnitude, the effect of tiering is quite stable within different
sub-samples. The results for the sub-samples of participants are more meaningful, as
larger settlement banks are more relevant in the context of tiered arrangements and of
higher interest due to their importance in the payment system. Including only the largest
50 settlement banks seems most useful to investigate differences for those participants
that are most critical to the system and most active in offering tiered arrangements.

In all specifications, the share of tiered payments has a negative impact on liquidity
consumption, meaning a higher share of tiered payments leads to participants using less
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liquidity relative to their payment obligations. The effect is statistically significant at
least on the 10 percent level and significance increases when only including larger partic-
ipants. In terms of economic significance, the effect increases as smaller participants are
dropped. While the change in one unit of tiering has an effect of roughly 0.05 on liquidity
consumption, the effect increases to around 0.21 for large participants. The effect of tier-
ing does not constitute a mere pooling effect, given the control variables and estimation
using fixed effects.

Concerning liquidity risk, the results indicate that settlement banks’ liquidity risk
is lower the higher the share of tiering. This result holds controlling for other factors
relevant to liquidity management and to settlement banks’ business models. Therefore,
tiering allows settlement banks to save on liquidity input beyond mere pooling effects.

The size of direct participants measured by log value sent leads to increases in liquid-
ity consumption. Larger participants thus appear to provide more liquidity relative to
payments to the system, but the effect is not significant when smaller direct participants
are dropped. This is counter-intuitive to the hypothesized direction. The fixed effects
specification of the model may partly capture the effect of the size of participants as
larger participants take advantage of pooling effects, which could explain this result.

Unsurprisingly, the average difference in the timing of payments leads to increases in
liquidity consumption and is significant at the 1 percent level in all specifications. Partic-
ipants sending payments earlier than they receive them, on average, use more liquidity.
As expected, a higher concentration of outgoing payments increases liquidity usage, while
the opposite is true for the concentration of incoming payments. Highly concentrated
sent payments gives direct participants less leeway for liquidity management as few large
payments affect intraday balances. For incoming payments, the same reasoning applies,
as receiving banks have less leeway in liquidity management when payments arrive in
larger bulks. The coefficients are not significant for larger participants. This may result
from the fact that larger participants here refers to those settling higher payment values.
Even when those are higher concentrated, there might still be leeway to rearrange pay-
ments, while a higher concentration among few payments of smaller participants make
liquidity management difficult. A higher average priority increases liquidity consumption,
although the effects are not significant for larger participants. While higher average pri-
orities lead to payments being settled in a more timely manner and thus act as a drain on
liquidity, larger participants may predominately use internal queuing mechanisms rather
than priorities within the system.

It is expected that the cost of liquidity measured by the overnight money market rate
will have a negative effect and overall liquidity will have a positive effect. Higher money
market rates imply that liquidity is more expensive and thus banks put more effort into
managing liquidity more conservatively. High levels of overall liquidity arguably loosen the
liquidity constraints on banks and provide less incentive for active liquidity management.
The effects are substantial and significant in all specifications for the money market rate.
The effect of overall liquidity is positive and significant in most specifications.

For robustness, we estimate the model with an alternative outcome variable, the cost-
based measure of liquidity need cLN:

cLN} = a; + Putierings + Bo X+, + € (2.13)

Results in Table 2.4 show a similar picture. The R squared for specifications includ-
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ing smaller direct participants is low. A likely explanation is the heterogeneity of direct
participants in those specifications. Direct participants with little payment activity and
probably little liquidity management likely lead to the low levels of explained variance.
The effect of tiering is slightly less consistent and the significance of some control vari-
ables changes. The effect of payment concentration becomes less significant and changes
direction for payments sent. Meanwhile, the effect of timing differences stays highly sig-
nificant. The effect of liquidity cost mostly remains negative and that of overall liquidity
is positive. However, for the cost-based liquidity need they are not statistically significant.
Liquidity conditions and cost may be picked up to some degree by the yearly fixed effects.
Notably, the explained variance is lower for the cost based measure compared to liquidity
consumption.

2.5.3 Timing

As one route of explanation for the results on liquidity consumption, timing differences are
observed for tiered and non-tiered payments. The timing indicators from Equation 2.10
are calculated for larger participants (0.1 percent threshold) and all other participants.
For simplicity, these are called large and small participants, respectively. Types of pay-
ments are all payments sent and received, payments on banks’ own behalf, intragroup
payments and tiered payments. Figure 2.4a shows timing differences are positive for large
participants for their own payments, but not for tiered payments. In terms of value-
weighted timing, large participants receive tiered payments before they send them out.
For non-tiered payments the opposite is the case. Non-tiered payments are on average
sent earlier than incoming payments arrive. Intragroup payments do not show a clear
pattern over time. In earlier years, timing differences of intragroup payments were in fact
positive and only turned negative in recent years. At the same time, time differences
for tiered payments lie in lower negative territory for the full time period. Banks’ own
payment hover above zero for most of the period before turning more positive in recent
years, creating a wedge with intragroup payments. Given that results are value-weighted,
figures for large participants are almost identical to the overall system level.

Comparing results with those of smaller participants, Figure 2.4b shows a highly un-
even picture. Dynamics change over time and time differences for tiered payments move
from negative to positive values. The volatile observations may be attributed to changes
in group structures and payment routing. The dynamic probably also reflects that smaller
banks less frequently settle payments on behalf of other clients and engage less actively
in liquidity management.

Reasons for the observed differences between tiered and non-tiered payments could
be that participants wait for incoming liquidity before sending payments on behalf of
their client banks. This could be done by giving tiered payments a lower priority in
internal or system queues. At the same time, client banks receiving payments earlier
than sending their instructions to direct participants would also explain the observed
differences. Importantly, the observed difference in treatment of tiered payments may
result from settlement banks limiting exposures to their client banks. Chapman et al.
(2013) argue that settlement banks monitor client banks and offer settlement modes based
on credit risk. Thus, settlement bank may limit exposures to their client banks by de-
prioritizing client payments.
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Importantly, timing differences can serve as a proxy for internal payment queuing of
direct participants. This assumes for different categories of payments that there is no
difference between the sending and the receiving side in when direct participants become
aware of them. Whether this assumption is realistic or not can hardly be validated, as
bank internal data is not available.

Figure 2.4: Timing differences
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Note: Moving averages over 30 calendar days. Results for large participants depicted on the
left-hand side are almost identical to the overall system level. Large participants are those with
at least 0.1 percent of overall sent payments over the observation period, accounting for 91
percent of traffic.

2.5.4 Delay

Delay indicators from Equation 2.11 depicted in Figure 2.5 show an uneven development
over time. While tiered payments tended to exhibit higher levels of delay in earlier years,
in recent years the levels have fallen below the delay of banks’ own payments. One
reason could be that the expansion of monetary policy and the asset purchases of the
Eurosystem have decreased active liquidity management incentives at the system level,
as liquidity has become less sparse. As delay occurs mainly due to a lack of liquidity
within the system, ample liquidity probably contributed to fewer delays. In conjunction
with timing differences, some banks may have shifted liquidity management outside the
system, while system-internal delay was further minimized. Over time, participants may
also have become more efficient with liquidity management at system-level. For recent
years, we find no evidence of significant differences across tiered and non-tiered payments,
meaning tiered payments are not delayed once sent to the system for settlement.

Interestingly, delay in TARGET2 has been accompanied by an overall decrease in
the use of priorities. We categorize priorities from normal (1) to highly urgent (3).2!
Value-weighted priorities are lower for intragroup and tiered payments, while banks” own
payments are prioritized higher.

21'We deviate from the values in the original data, which range from 2 (normal, 4 (urgent) to 7 (highly
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2.6 Discussion

The analysis is limited to information from systems data focusing on payments once they
enter TARGET2. Information on settlement banks’ internal procedures and contractual
arrangements with client banks is obtained only implicitly. Importantly, TARGET?2 is
only one part of banks” overall liquidity position. Other systems, bilateral relationships
and exposures may play a significant role for some banks’ liquidity disposal. These limi-
tations of the study point to the need to shift the focus of policy to participants, rather
than focusing solely on systems as a whole. Importantly, agreements between direct
and indirect participants cannot be observed. Taking a more holistic, participant-centric
view could be highly beneficial. Gathering more data on participants and their internal
procedures for settlement, could shed more light on questions of potential free-riding,
postponement of payments and exposures.

In terms of operational proficiency, tiering may have benefits, that are not directly
observable in the system. The results on a participant-level in this study have highlighted
differences between large and small participants and areas where closer investigation from
aregulatory perspective would be useful. Tiering may pose additional risks, such as banks’
giving preference to own payments over tiered ones. This could put indirect participants
at a disadvantage if direct participants face financial stress or experience outages. At the
same time, tiering should not only be regarded as a source of risk.

Liquidity needs for settling payments are lower when tiering is more prevalent and
may lead to an operationally more stable system. Heterogeneity between participants at
a system level should be taken into account. Therefore, policies on tiering at a system-
level should consider cases of individual participants and their behavior, with special
attention given to large and interconnected participants. The introduction of RTGS
systems around the world lead to instant rather than delayed settlement at the cost of
higher liquidity needs. Tiering reintroduces netting at a participant level, thus delaying
settlement while reducing liquidity needs. Similar to RTGS systems introducing liquidity
saving mechanisms, this offers benefits but also comes with risks. Higher degrees of tiering
can thus be seen as tipping the scale in favor of liquidity savings.

Intraday positions are not necessarily risky on a system level, as banks supplying
liquidity to other participants, by sending payments on a net basis for at least a limited
time, exhibit high intraday exposures. However, effective liquidity management and its
monitoring is aligned with risk considerations at a bank level.

Direct participants managing tiered payments in a way that allows them to save on
liquidity could be beneficial for indirect participants, as the cost of liquidity is lower
compared to a situation in which more participants join the system as direct participants.
The more efficient direct participants manage liquidity needs, the lower the fees paid by
indirect participants should be.

2.7 Conclusion
This paper investigated the impact of tiered settlement on liquidity consumption using
TARGET?2 transaction data. Our results show that tiering has beneficial effects on lig-

uidity risk. Tiered payments enable settlement banks to smooth their liquidity positions
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intraday beyond a mere pooling effect which results from aggregating payments at a par-
ticipant level. The results are robust, including several controls and bank fixed-effects.
Lower liquidity needs due to tiering are therefore unlikely to occur because of pooling
effects or heterogeneous liquidity management across banks. Timing and priorities of
payments appear as channels via which tiered payments are incorporated into settlement
banks’ active liquidity management. Payment timing as a proxy for external delay sug-
gests tiered payments are treated with less urgency than settlement banks’ own or in-house
payments. Payment priorities also point in this direction as they are consistently lower
for tiered payments. Results on payment delay within the system show no clear dynamic
over time. This is in line with findings from the literature that the use of liquidity sav-
ing mechanisms in payment systems can be low, as banks use in-house tools to manage
payment queues before entering the system.

While in line with contractual arrangements, some degree of “free-riding” or higher
recycling of liquidity from client banks’ could pose risks for indirect participants, as their
payments are treated with less urgency. However, the results are also consistent with set-
tlement banks’ monitoring of indirect participants and their differing terms of settlement
for their clients. While seemingly less likely, sent and received tiered payments could
inherently exhibit different characteristics due to geographical and other factors.

Policy makers need to balance efficiency gains and potentially emerging risks. Future
research could build on findings here and in the literature to derive welfare effects of tiered
settlement. Arguably, internal processes of banks would need to be better understood to
evaluate risks posed by tiered arrangements. As system overseers and operators typically
have no access to bank internal contracts and data, our analysis relies on inference and
system-internal dynamics.
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Short summary

We develop an algorithm to identify potential operational outages in TARGET2. As
stated in the Principles of Financial Market Infrastructures (PFMI), plausible sources
of operational risk should be identified in FMIs. For TARGET2 and other financial
market infrastructures, little is known about operational outages of participants. This
contrasts with system outages, which are generally well understood and documented. This
paper attempts to close this gap by implementing an algorithmic approach to identify
participants’ operational outages based on transaction data. Using a series of criteria,
time periods are identified during which activity was so low that it indicates that banks’
ability to send payments was partly or fully hindered. The strategy is best suited for
larger banks that exhibit stable payment patterns. The identification of false positives
(wrongly identified outages) is addressed by focusing on consecutive intervals, unlikely
to occur due to chance, while the identification of false negatives (undetected outages) is
mitigated by employing a relatively broad approach. The data set we construct provides
evidence on the potential absence of participants in the absence of other evidence. The
results are useful for operators, overseers, and researchers, and could also be of interest
for supervisors.

Keywords: Operational risk, payment systems, outages, TARGET2, financial market
infrastructures, payment behavior

JEL classification: E42, G21
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3.1 Introduction

Financial market infrastructures (FMIs) are often seen as the “plumbing network” of
financial markets. Just as growing cities need resilient water and sanitation infrastruc-
tures to ensure their smooth functioning, market infrastructures are of vital importance
for financial markets, which grow with globalization and digitalization. Expanding dig-
itized markets make it possible to exploit economies of scale, but they can also make
infrastructures more vulnerable to operational risk, especially technical failures.

For payment systems — specifically real-time gross settlement (RTGS) systems in which
large and/or urgent transactions are settled — the monitoring of potential sources of oper-
ational risk is essential to ensure sound operations. According to the World Bank (2011),
out of 139 survey countries, 116 reported using at least one RTGS system. Operational
failures in RT'GS systems can thus have a large impact on the financial system as a whole.
Although RTGS systems are designed to withstand technical outages of various kinds,
operational participant outages may still pose a major source of risk. Participant outages
caused by an operational failure, such as the temporary breakdown of internal systems
responsible for sending payment instructions to an RTGS, can induce liquidity accumu-
lation in the affected account or payment stops on the part of other RT'GS participants.
In such cases a gridlock situation may occur in which no participant is willing to initiate
a payment due to a shortage of liquidity. As a consequence, systemic risk in the payment
system would increase and heighten the probability of financial failure among smaller or
more liquidity-dependent participants. Contagion effects might amplify financial distress
and potentially lead to more profound disruptions in the financial system. Therefore,
operational risk is of high importance for operators and overseers of payment systems
alike.

In line with the Principles for Financial Market Infrastructures (CPSS-IOSCO, 2012) a
financial market infrastructure (FMI) should “identify the plausible sources of operational
risk, both internal and external ...” | as, “... [fJor example, participants can generate oper-
ational risk for FMIs and other participants, which could result in liquidity or operational
problems within the broader financial system.” In the case of TARGET2, which is owned
and operated by the Eurosystem, the TARGET?2 information guide requires participants
deemed critical to report incidents that last longer than 30 minutes. That facilitates the
early detection of participant-induced operational outages and enhances the capability
to take countermeasures. However, for shorter time periods and non-critical participants
there is no mandatory reporting. Reputational risk considerations might thus give criti-
cal participants an incentive to underreport. Longer-lasting operational outages might be
broken up into smaller ones using manual workarounds. Additionally, outages of smaller
participants might go unreported even though they could also have a high impact on the
system. Hence, operational risk can arise due to an underestimation of the actual outage
duration or due to outages induced by smaller participants.

To the best of our knowledge, no structured data set of operational outages has been
available hitherto for TARGET?2 countries which would facilitate an investigation of ques-
tions such as how often, for how long, and at what times participant outages occur. Our
paper attempts to close this gap by employing a series of conditions to identify partici-
pant outages and looking for anomalies in payment behavior. As contingency measures
such as the manual entry of transactions might reduce regular payment activity but not
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completely deter a participant from sending payments, we choose an algorithmic identifi-
cation approach which accounts for differences in individual payment behavior. With the
chosen approach we attempt to provide a more comprehensive basis for the quantification
of operational risks in FMIs originating from participant outages. Essentially, we try to
find evidence of absent participants where structured evidence was absent hitherto.

3.2 Related Literature

Our work relates to a number of studies which examine the effects of operational outages in
RTGS systems and a large body of literature which exploits large-value payment system
(LVPS) transaction-level data to analyze participant behavior in order to derive and
improve policy decisions regarding FMIs.

Operational risk in payment systems has been examined from various angles in the past
years.! Rochet and Tirole (1996) describe operational risks as risks related to computer
and telecommunication system breakdowns that can have an impact on liquidity and
credit risks due to settlement lags and potentially resulting payment failures. Several
studies investigate the impact of a participant’s failure to meet its payment obligations
by using simulation techniques. Bedford et al. (2005) find that system resilience in the
UK’s RTGS system CHAPS in the event of an operational participant outage is high,
although liquidity shortages for single participants may arise. Ledrut (2007) conducts a
similar exercise for the Dutch RT'GS system. She finds that even those banks that respond
quickly to the failure of another participant may incur considerable losses. Clarke and
Hancock (2013)) and Diehl and Miiller (2014) show that system-inherent liquidity-saving
features have the potential to significantly reduce liquidity shortages caused by participant
failure.

Empirical analyses largely support these findings. Lacker (2004) examines the effec-
tiveness of contingency measures implemented by the US payment system Fedwire. He
provides evidence that these provisions were sufficiently stable to withstand an opera-
tional outage even in the event of severe operational disruptions as experienced on 9/11.
Klee (2010) identifies operational outages at depository institutions in Fedwire of at least
30 minutes to evaluate aggregate uncertainty in the federal funds market at the end of the
day. Her findings suggest that the aggregate effect of operational outages on the federal
funds market is rather modest. A similar study by Merrouche and Schanz (2010) inves-
tigates the impact of operational shocks on aggregate liquidity in the payment system.
Employing a data set which contains reported outages of individual institutions that are
direct CHAPS participants, they analyze eight outages that lasted at least 15 minutes.
Their comparison of the outages with a game-theoretic approach shows that “healthy”
banks seem to withhold liquidity from credit institutions experiencing a payment failure,

IOperational outages can occur on the side of both the operator and the participant. From the
operator’s perspective, a variety of technical arrangements are usually in place to secure the business
continuity of the system at any given point in time. In the case of TARGET2, such arrangements include
separate operation and backup sites, contingency modules, and individual backup payment solutions
(for more detailed information, see the TARGET?2 Information Guide, Version 10.0). Beyond that,
operational risk can also arise from technical infrastructure providers and interdependencies with other
financial market infrastructures. Owing to the specific nature of the individual setup of each system, our
analysis concentrates on operational and (more specifically) on participants’ operational risk.
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especially for the first half of the business day. They suggest that this effect stabilizes the
system by preserving the exchange of liquidity between non-failed participants.

Risk indicators from payment transactions, as calculated by Heijmans and Heuver
(2014), can be employed as early-warning signals for liquidity shortages and financial
problems at payment system participants. Their indicators of the average time of incoming
and outgoing payments, in particular, can give first hints for the identification of anomalies
in transaction patterns potentially caused by operational outages. Benos et al. (2012)
develop a set of risk indicators that measure the impact of liquidity risk due to operational
outages. Their calculations indicate that the impact of operational outages on system
liquidity has increased since the collapse of Lehman Brothers compared to the observation
period before. Berndsen and Heijmans (2017) provide further empirical evidence on the
use of risk indicators for operational risk in payment systems. Calculating indicators
for the relative use of the system and throughput risk, they contribute especially to the
monitoring of system performance.

Another way to identify potential operational outages is by analyzing outliers or
anomalies in the intraday payment behavior of RTGS participants. Participants in pay-
ment systems usually follow some sort of payment pattern throughout the day, as shown,
for example, by Massarenti et al. (2012). They describe intraday patterns for interbank
payments in TARGET2. Their results indicate that the first and last hours of system
operations are the most influential factors for processed value and volume. In contrast,
payment instructions during the day exhibit a relatively stable pattern. Over a four-year
observation period, they find that individual payment patterns are mostly constant over
time. Similarly stable payment patterns in payment systems are observed for Fedwire by
Armantier, Olivier and Arnold, Jeffrey and McAndrews, James (2008) and for CHAPS
by Becher et al. (2008).

Intraday patterns can be caused by timing incentives, as laid out in the game-theoretical
study by Bech and Garratt (2003). Diehl (2013) further explains that free-riding incen-
tives may be a strong force behind the timing of payment transactions throughout the
day. Van Ark and Heijmans (2016) find additional evidence for seasonal patterns on a
daily, weekly, monthly, and annual basis. Triepels et al. (2017) exploit intraday patterns
for the detection of anomalies via an autoencoder. Their findings suggest that anomalies
in liquidity flows can be identified quite well by artificial neural networks. Another algo-
rithmic approach to identifying certain flows of payments in transaction data has been
introduced by Gavilan-Rubio and Alexandrova-Kabadjova (2018), who find structural
changes in payment flows in the Mexican RTGS system SPEI.

Our study builds on the empirical analyses of operational risk in payment systems
as well as on the analysis of participant payment behavior. Using a relatively generic
algorithmic approach, we aim to combine the two strands of literature to identify potential
operational outages by comparing each participant’s payment behavior throughout the
day with the participant’s average payment behavior in the respective year. Our study
thus contributes to the literature by introducing a novel identification approach which
filters intervals with anomalously low payment activity from transaction data that can
be employed as an indicator for operational outages at the level of the participant. With
regard to algorithmic approaches applied to transaction data, as established by Furfine
(1999), Armantier and Copeland (2012) and Arciero et al. (2016)), we also extend the
application of algorithms into a different field of analysis.
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3.3 Data and method

3.3.1 Data basis

Our analysis and the development of the identification algorithm are based on transaction-
level data from TARGET2,? the Eurosystem’s real-time gross settlement (RTGS) system
for settlement in euro. TARGET2 was developed by the Eurosystem, which is simultane-
ously the system owner and operator. In contrast to other LVPS, TARGET2 settles not
only interbank and customer payments,but also transactions related to monetary policy
operations and operations of other financial market infrastructures. All transactions are
settled in central bank money with immediate finality.

TARGET? is operated on a single shared platform, but business relationships are still
established between the TARGET?2 users and the respective central bank. Currently, 20
euro central banks (including the ECB) and five central banks from non-euro-area coun-
tries (Bulgaria, Croatia, Denmark, Poland and Romania) are connected to TARGET2.

With a daily turnover averaging 1.7 trillion euro and about 342,000 transactions in
2016, TARGET?2 is one of the largest RT'GS systems in the world. Furthermore, it settled
90% of the total value settled via large-value payment systems in euro.® The amount
settled in approximately six days of operations corresponds to the euro area’s GDP in
a whole year. This underlines the important role which TARGET?2 plays in Europe’s
financial markets.

3.3.2 Building a participant payment pattern (PPP) data set

The specific research question of our paper, identifying participants’ operational outages,
requires the construction of a dedicated data set, which we refer to as participant payment
pattern data set (PPP data set). In order to successfully identify participants’ operational
outages, the data set must fulfil certain conditions: (i) the data set must be large enough;
(ii) the data set should only include transactions that are submitted by participants; (iii)
the data set should only include transactions on regular business days; and (iv) the data
set must be suitable for fast analytical processing. The following two sections will describe
in detail why the data set must meet these conditions and how we develop the data set
from TARGET?2 transaction data.

Data selection

Our data basis includes transactions from the years 2009 to 2016. In order to avoid need-
lessly inflating the data set with redundant data, we only include participants that seem
large enough to exhibit regular daily payment behavior. We set a relatively low threshold
so that every participant that has at least a 0.05% share of the overall transaction volume
from 2009 to 2016 is included in the data set.

To avoid a bias towards earlier years we only include participants that were active in
2016. That way, participants dropping out of the sample due to mergers, bankruptcies

2TARGET?2 stands for Trans-European Automated Real-time Gross settlement Express Transfer sys-
tem.

3The other 10% was settled via EURO1, a LVPS operated by EBA CLEARING. More information
on EUROL1 can be found at https://wuw.ebaclearing.eu/services/eurol/overview.
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and other reasons before 2016 are excluded. However, this means there might be a bias
towards earlier years, as participants only join the sample later. We chose this approach
in order to account for banking consolidation while maintaining an accurate picture in
the most recent period.

In our study we attempt to identify operational outages, i.e. instances where partici-
pants are unable or constrained in their ability to enter transactions in TARGET2. Thus,
we focus our analysis on transactions sent by participants. Unfortunately, the TARGET2
database has no strict attribute to identify transactions that are entered by participants.
Therefore, we need to derive participant-entered transactions using different attributes
which exclude transactions that are entered without being initiated by participants.

The transaction classifications (as detailed in the Apendix in Table A2) give an indi-
cation of whether a transaction is entered by participants or not. Apart from interbank
and customer transactions, payments to CLS are also initiated by participants. All other
transactions, for instance transactions with central banks as well as ancillary systems, can
be initiated without participant intervention. Therefore, we only include interbank and
customer payments as well as transactions to CLS in the PPP data set.

Connected payments, a feature that is used to synchronize two or more transactions,
help us to further narrow the data set down to participant-entered transactions. Con-
nected payments are mapped using a specific link code stored in the TARGET2 database.
Primarily, a link code is provided in cases where a transaction is submitted via an an-
cillary system and is thus not entered by a participant. As connected payments occur
in both interbank and customer transactions and in payments to CLS, they have to be
dropped, too. By excluding all transactions with a link code, we try to assure that only
participant-entered transactions are included in our PPP data set. Nevertheless, this
identification of participant-entered transactions is only an approximation.

In general, the business day in TARGET2 consists of a daytime and a night-time
settlement cycle. Our participant payment pattern data disregard transactions during
the night-time settlement cycle (between 6 pm and 7 am), as only a small number of
transactions are entered then. Therefore, this period is not conducive to estimating regu-
lar payment behavior. Furthermore, participants’ operational outages during night-time
settlement will not lead to system disruptions — for instance, in the context of liquidity or
unsettled transactions — and are therefore not relevant for our approach. In consequence,
we only include transactions during the settlement cycle from 7 am to 6 pm, including the
last hour of the day when interbank transactions can be settled, but customer payments
cannot.

By focusing on transactions between 7 am and 6 pm, we ignore delayed closing hours.
This seems accurate to us because a single participant’s drop in activity is highly unlikely
to lead to delayed closing. Generally, only TARGET2 system outages will lead to delayed
closing for participants. Moreover, the PPP data set should include only business days
where regular payment behavior can be assumed. In the case of a TARGET2 system
outage, we expect an irregular daily payment pattern. Thus, we exclude all business days
where an operational outage of TARGET?2 has occurred.*

Apart from days with a TARGET2 system outage,payment activity is typically very

low or non-existent altogether on national holidays or holiday-type days,” in comparison

4This information is taken from the respective TARGET2 Annual Reports.
SHoliday-type days are days that are not national holidays, but where business activity is typically
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to normal business days. Furthermore, we assume that this effect is not confined to
holidays in the country where the account is kept; national holidays in the country where
the parent institution is located also matter. Thus, we exclude all holidays in both the
country where the account is kept and the country where the parent institution is located.
For this purpose, we use the data of the parent institution and its location from the SWIFT
Bank Directory Plus. The parent institution is identified using data from December 2016.
This should not affect results, as the parent institution country is unlikely to change over
shorter periods of time. In cases where the parent institution country changes over the
period, this would affect only the excluded holidays and would therefore only have a minor
impact on the identification of outages. For the identification of national holidays, we also
use holiday data from the SWIFT Bank Directory Plus. As the holiday data set does not
cover all years of our observation period, we complete the data set with publicly available
information on holidays.

In a final step, we flag our data set with backup and mandated payments® as separate
categories for robustness checks of our results, because they can be useful for identifying
contingency measures. However, the data alone are insufficient for identifying operational
outages. The reasons for this are that backup and mandated payments may be used for
other purposes, such as testing, and are employed only as and when necessary.

Data preparation

The data selection specifications outlined above produce an extensive data set. For more
effective analytical processing, we aggregate the relevant information at the transaction
level (volume and value) for each participant to ten-minute intervals. Compared to
transaction-level data, aggregated transaction volumes are more suitable for identifying
periods of very low payment activity that differ strongly from normal activity. 7

For allocation to the respective times, we use the introduction time, meaning the
time a transaction is entered in the system, rather than the settlement time. This is
necessary as we want to identify a potential operational outage of a participant, i.e. a
situation where a participant is unable or constrained in its ability to enter transactions
in TARGET?2. In contrast, the settlement time would be better suited to identify outages
of the whole system.

Aggregation results in 66 ten-minute intervals over the business day and reduces the
data set from more than 480 million transactions down to roughly 24 million observations.

low, such as Christmas Eve. In the remainder of this paper, national holidays and holiday-type days are
referred to as holidays.

6Backup payments are payments that a participant can enter via the Information and Control Module
(ICM) only in the event of an operational or technical outage and are only allowed to be used for CLS,
EUROL1 and liquidity redistribution transactions. According to the Information Guide for TARGET2
Users, mandated payments are payments initiated by an entity that is not party to the transaction
(typically by an NCB or an ancillary system in connection with ancillary system settlement) on behalf
of another entity. In particular, for example, an NCB sends a credit transfer (with a specific message
structure) on behalf of a failed direct participant (only in contingency situations). Mandated payments
to technical accounts are not possible.

"Further details and an explanation of how this approach differs from other identification approaches
can be found in the section on the identification approach.
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Summary of the data selection process

The previous two sections described the selection and preparation of the TARGET2 data
to build a participant payment pattern data set. Figure 3.1 summarizes the development
process.

The participant payment pattern data set ends up with data from 187 participants
that submitted more than 480 million transactions, which were aggregated to more than
24 million ten-minute intervals. On the one hand,this high number of participants and
transactions creates a large data set; on the other, it condenses the data. In addition, the
data selection process gives the best-possible assurance that only transactions that are
submitted by participants and initiated on normal business days are included in the data
set. Thus, the four requirements we initially defined in section 3.2 for a data set suited
to identifying potential operational outages have been fulfilled.

Figure 3.1: Development process of the PPP data set

3.3.3 Identification approach
General principle: the identification of low payment activity

The identification approach used for operational outages of TARGET?2 participants is
mainly based on the idea that, in the event of an operational outage, a participant will
be unable to initiate payments. In theory, this will automatically lead to a period where
no transactions take place for the duration of the operational outage, as has been used by
Klee (2010). The approach used by Klee (2010) calculates the time between two trans-
actions of a participant and assumes that an operational outage has occurred whenever
no transactions take place over a period of at least 15 minutes, also taking into account
institutions’ typical payment patterns for that time of day. A potential operational outage
is identified whenever the inactive interval deviates from the typical payment pattern.
However, a number of contingency measures, installed by both participants and TAR-
GET?2, complicate the assumption that, during an operational outage, participants will
not be able to enter any transactions. According to the Information Guide for TARGET2
Users, at least critical participants have to implement contingency measures. It appears
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likely that other participants will have implemented such business continuity measures as
well. As their implementation lies in the responsibility of the participants, their details
are unknown. Nevertheless, it is likely, in the event of an operational outage, that at least
manual or alternative interfaces will be available to ensure the processing of important
payment transactions. Additionally, TARGET2 employs tools in the event of operational
failure by a participant. For instance, the national service desks could grant access to
the backup payment functionality via the Information and Control Module (ICM), which
permits the initiation of critical transactions® upon request. Furthermore, the national
service desks could enter a limited number of transactions on behalf of the participant
affected. Taking all this into account, a participant is not necessarily unable to initiate
any transactions in the event of an operational outage. Instead, the participant may be
able to initiate a limited number of transactions in TARGET2. Therefore, we develop an
identification approach that reflects these institutional setups.

In general, our approach identifies intervals where payment activity is deemed to be
so low that it can be assumed that an operational outage has occurred. This also includes
intervals without any transactions. The challenge is to find criteria for the quantitative
definition of intervals with low payment activity. Owing to a lack of existing thresholds,
we tested different calibrations, also taking into account anecdotal evidence.

Our approach follows the idea that an interval with low payment activity occurs when
the transaction volume of an interval in a single business day is low in comparison with
the distribution of the annual transaction volume for the respective interval. As the
payment structure does not follow a normal distribution but is usually characterized by
an unequal distribution and outliers, we use the median for comparison purposes. After
using different calibrations, we flag intervals that lie in the first percentile as intervals
with low activity.

More precisely, low payment activity (LPA) of a participant (p) on a given business
day (d) in a ten-minute interval (i) is identified when the volume of transactions (tvol)
of a participant (p) during a ten-minute interval (i) on a business day (d) lies in the first
percentile of observations of the participant (p) in the respective ten-minute interval (7)
over a year (y).

Low payment activity (LPA,;q) is observed if:

t’UOlp’i’d S Up,i,0.015 (31)

where v, ;.01 is given by:

Upioo1 = max{r € R|Pr,;[X < z] <0.01}, (3.2)

As a consequence, low payment activity is assumed to occur below the one-percent
threshold which represents an upper bound for the likelihood of identification, but also
assumes that outages occur in the lowest one percent of respective intervals. As explained
later in this paper, we therefore focus on consecutive intervals for which the occurrence
of low payment activity, and thus an operational outage “by chance”, is unlikely.

8Principally, critical transaction payments to the CLS account, to the EURO1 collateral account or
the EURO1 prefunding account, and payments for redistributing liquidity.
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Figure 3.2: Share of intervals without transactions before adjustments
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We found that intervals with low payment activity are related not only to potential
operational outages but also to general and individual payment behavior. Figure 3.2 shows
the share of intervals without any transactions. It becomes clear that, for the identification
of operational outages, intervals with low payment activity or none whatsoever as a result
of general or individual payment behavior also have to be taken into account.

By excluding holidays from our data set, we have already taken generally low pay-
ment activity into account. Furthermore, for intervals with less than ten transactions on
average per year, low payment activity is harder to measure. As a second adjustment for
generally low payment activity, we therefore only consider intervals that have at least ten
transactions on average per year in the analysis.

In addition, we observed, much like Klee (2010), different individual types of payment
behavior across participants, which vary by day of month, by time of day, by country, and,
of course, from one participant to the next. In the Appendix, Figure A1l shows examples
of differences in payment behavior for individual banks.

Therefore, we include two adjustments for intervals with normally low payment ac-
tivity. The first adjustment compares payment activity of a participant in ten-minute
intervals over the year with payment activity of a whole day (i.e. the sum of all transac-
tions during the day) over the year. If the ratio of both medians is under 5%, meaning
that less than 5% of a regular day’s payments over the year are initiated in the respective
ten-minute interval, the low level of transactions is more likely to be due to generally low
payment activity during this interval than to an operational outage.

Use adjustment (1) if

tvoly i,

——>= < 0.05, (3.3)
tvol,,,
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After the first adjustment, some intervals remain that might identify typically low
payment activity other than an operational outage. This is mainly due to peaks of trans-
actions on some days, for instance, at the end of month, which artificially exaggerate
the median. In addition, some participants irregularly submit payments at certain times,
meaning that, at times, no or very few payments are sent routinely. To allow for these in-
tervals of low payment activity, we implement a second adjustment. Ten-minute intervals
(¢) of one participant (p) are excluded from recognition as low payment activity whenever
more than 10% of the intervals over a full year (y) have fewer than ten transactions.

Use adjustment (2) if

n(low),;
nilow)yiy > 0.1, (3.4)
Mpiiy
where n(low) is the number of intervals with fewer than ten transactions and n is the
number of all intervals in a year:

n(low)y;, = # € {1,n} : tvol,; 4 < 10) = Z]ltvolp)iyd<10 (3.5)
i1

Where a ten-minute interval satisfies these adjustments, it is unlikely that the low
payment activity in this interval will be related to an operational outage, and we therefore
do not include it in our further analysis.

Measuring duration of low payment activity

Another important factor for identification — and, at a later stage, analysis — is the
duration of a potential operational outage. Klee (2010) states that an operational outage
might be identified as a period of fifteen minutes in which no payments are settled. Our
approach also takes periods with a small number of transactions into account. Thus, we
use a different identification method than Klee (2010) and develop a new measurement for
the duration of low payment activity. To determine the duration of low payment activity,
we use the PPP data set. By linking and counting consecutive ten-minute intervals
identified as having low payment activity, we are able to derive the approximate duration
of low payment activity, even as contingency measures are put in place.

We start by linking intervals with one, two, three and four (or more) successive ten-
minute intervals for which low payment activity was identified. We refer to these intervals
as outage intervals. Two consecutive ten-minute intervals in which low payment activity
is identified are called a double outage interval. Logically, we distinguish between single,
double, triple and four-times outage intervals.

The linking process requires just a minimum of consecutive intervals with low payment
activity. Every sequence of ten-minute intervals with low payment activity that fulfills
the minimum requirement is included in the outage interval. For example, a four-times
outage interval includes sequences of four or more consecutive intervals. As a consequence,
this means that single, double and triple outage intervals are not included in four-times
outage intervals.

In the interest of greater clarity, Table 3.1 shows what the linking process for con-
secutive intervals with low payment activity might look like. A “Yes” indicates that low
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Table 3.1: Example of linking consecutive outages intervals

Ten-minute Single outage Double outage Triple outage Four-times
intervals interval interval iinterval outage interval
09:00 No No No No
09:10 Yes Yes Yes Yes
09:20 Yes Yes Yes Yes
09:30 No No No No
09:40 No No No No
09:50 Yes Yes Yes Yes
10:00| No No No No
10:10| Yes Yes Yes Yes
10:20| Yes Yes Yes Yes
10:30| Yes Yes Yes Yes
10:40| No No No No
10:50| No No No No
11:00| Yes Yes Yes NES]
11:10| Yes Yes Yes Yes
11:20| Yes Yes Yes Yes
11:30] Yes Yes Yes Yes
11:40) Yes Yes Yes Yes

Legend:
[ Potential outage |
[ No potential outage |

payment activity was identified in that ten-minute interval. In addition, bold text shows
that a sequence of consecutive intervals suffices for classification as an outage interval.

Figure 3.3 shows the number of intervals for the use of the different types of outage
intervals. The number of intervals decreases from shorter to longer outage intervals, as
larger outage intervals do not include smaller ones.

Generally speaking, the longer the outage interval, the greater the likelihood that
low payment activity will indeed be due to an operational outage. In addition, longer
periods of low payment activity can be assumed to lead to more significant disruptions
in TARGET2. In the remainder, we define the potential outage of a participant as a
sequence of at least four consecutive ten-minute intervals in which a low payment activity
is identified. This duration also reflects the reporting requirements of critical participants
in TARGET2.

In consequence, we define a potential participants’ operational outage as a sequence of
at least four consecutive ten-minute intervals in which a low payment activity is identified.

Identification under uncertainty

As in any identification approach, there is the danger of wrongly identifying outages that
are not really outages — incidents known as false positives (or type I errors). At the
same time, false negatives (type II errors) are real outages that are not identified by the
approach. Between false positives and false negatives, there is an inherent trade-off in
identification under uncertainty.® Therefore, we adjust our approach to address this issue
to some degree. The identification of false positives is potentially mitigated by focusing
on consecutive intervals, which are unlikely to occur by chance. Assuming there is no

9For a discussion of type I and type II errors in the context of money market measurement in TAR-
GET2, see Arciero et al. (2016).
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Figure 3.3: Duration of low payment activity: different outage intervals
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correlation between time intervals, low payment activity occurring in one time interval
should be independent from payment activity in the next interval. Implicitly, we assume
time intervals to be uncorrelated and independent, except in the presence of a holiday
or outage. If that is the case, a false positive is very unlikely to occur as at least four
consecutive intervals need to be affected. The identification of false negatives is addressed
by employing a relatively large sample and using relatively cautious assumptions.As the
chosen specifications can be considered relatively broad, the loss of observations due
to filtering is minimized. Nevertheless, outages on holidays and outages of banks with
unstable payment behavior will cause false negatives in our approach.

Absent a structured data set for validating the results, we are unable to quantify type
I and type II errors. Only a very limited number of known outages were employed to
verify the approach.

Summary

The previous sections reveal the need to develop an approach that identifies operational
outages not just as times without a single transaction but as times with anomalously few
transactions. The theoretical considerations are confirmed by Figure 3.4. Compared with
Figure 3.3, this shows the number of consecutive intervals without any transactions. The
adjustments to take general and individual payment behavior into account are not applied.
However, even in cases of four or more consecutive intervals without any transactions,
nearly one million intervals are identified as potential outages. Given the assumption
that operational outages are rather rare, this high number is not considered realistic.

In general, our approach identifies longer consecutive intervals where payment activity
is deemed to be so low that an operational outage can be assumed and is not due to
general or individual payment behavior. The elements of our identification approach are
summarized in Figure 3.3.
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However, as we pointed out in Section 3.3.3, the identification approach is only an
estimation of potential operational outages. Owing to a lack of reliable data on operational
outages, we are unable to validate our results. However, we attempt to strike a balance
between false positive and false negative identifications.

Figure 3.4: Number of intervals for different consecutive intervals without any transactions
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3.4 Results

Here we provide aggregate and mean identified outages over time as well as their distribu-
tion by length, by country and by when they occur. Results referring to intervals provide
the number of ten-minute intervals that are flagged as potential outages.When the num-
ber of outages is referred to, this indicates the number of potential outages that last for
at least four consecutive intervals. One outage with consecutive intervals is counted once,
regardless of how many consecutive intervals are identified.

In total, the potential operational outages are spread over more than forty participants,
meaning that, for a number of banks, no outages were detected by our approach. This
is partly because the approach is less likely to identify outages of smaller banks, whose
transaction volumes are lower. Outages are more likely to be identified for larger banks,
as they process higher volumes of payments. Since our approach accounts for payment
volumes, this bias predominantly exists for banks with higher and more stable payment
volumes. Outages of banks with unstable payment behavior are less likely to be identified
and, thus, will be detected less frequently. This bias in results leads to the conclusion
that the approach taken here is better suited for banks with higher and more stable
payment volumes, but not for all banks participating in TARGET2. At the same time,
the approach has the advantage that only meaningful disruptions, and disruptions that
diverge from typical payment activity by participants, are identified.
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Figure 3.5: Elements of identification approach

Basic approach: identify low payment activity

Adjust for general and individual payment
behavior

Outage duration: link consecutive ten-minute
intervals with low payment activity

Potential operational outage

3.4.1 Potential outages over time

The occurrence and mean duration of potential four-times outage intervals are shown in
Figure 3.6. Overall, the number of outages is relatively constant over time. The number
of occurrences appears to decrease slightly as time progresses, with the exception of 2016,
when a marked rise occurs. While not particularly pronounced, the number of outages
could have decreased as participants’ operations became more stable as they gathered
more experience of TARGET2, which was launched in 2008. Results may be affected by
the fact that we include only credit institutions that were still active in 2016. This means
that for earlier years, there may be a downward bias, as banks that ceased operations
before 2016 are not included in our sample. This bias could understate the downward
trend we observe over time. The length of outages does not follow a discernible trend
over time; the mean reaches a maximum value of six-and-a-half consecutive ten-minute
intervals in 2011 and 2012.

Figure 3.7 depicts the number of presumed outages, divided into identified outages
without any transactions and those where some transactions were sent. The share of
potential outages with zero transactions accounts — with the exception of 2013 and 2015
— for more than 20% of the total identified outages. Thus, while the approach includes
cases where participants were able to process some payments, a significant part is made
up of instances where participants did not send any payments for prolonged periods of
time. This suggests that different types of outages take place. Partial outages may leave
the door open for manual processing or for participants to resort to contingency measures
provided either by internal interfaces or by the system operator. The type of outage also
depends on the reaction of the affected entity. In some cases, contingency measures may
be put to use, while in others the participant may wait for the main problem to be fixed.

Potential outages per participant, as depicted in Figure 3.8, show a similar evolution
to aggregate numbers. The long-term decline in potential outages ends with a small
jump in 2016, but the peak is still in 2009. On average, participants had 0.47 four-times
outage intervals in 2016. Presumably not included in this number are the outages that
occur during times of low traffic and in spells in which participants typically do not send
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Figure 3.6: Number and mean of outages
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substantial numbers of payments. In absolute terms, there is no comparative data to
determine whether this level of outage events is high or low. According to anecdotal
evidence, the number does appear to be broadly in line with actual experience.

The number of outages per participant does not account for the fact that several
potential outage intervals might occur on the same day and might be related to each
other. However, the picture changes slightly when the number of days on which there has
been at least one identified outage is considered. Figure 3.8 confirms the overall downward
trend also for days affected by at least one potential outage. With roughly 250 opening
days a year, a participant outage occurs on approximately one-third to one-quarter of
business days.

3.4.2 Length of identified outages

The duration of outages was chosen to reflect reporting requirements for critical partici-
pants. The interpretation by length of outage is dependent on two factors. One factor is
that, as they increase in length, the likelihood of actual outages increases, as the chance of
false positives becomes ever more unlikely. While it is possible for gaps in the submission
of payments not to originate from outages, prolonged gaps over time periods that usually
exhibit higher traffic will presumably be caused by outages. The second factor is that
longer outages are less likely to occur. Therefore, identified outages in four consecutive
intervals are more likely to occur, as they are also a subset of longer outages.

Figure 3.10 shows the distribution of the length of identified outages across years,
starting with outages occurring in at least four consecutive intervals. The majority of
potential outages lasts no longer than six intervals. Considering that longer operational
outages involve a higher risk to the smooth functioning of TARGET?2 and to the partici-
pant itself, longer periods with potential outages are more severe. Although the absolute
number is relatively low, the length of potential operational outages peaks at twenty-two
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Figure 3.7: Potential outages with and without transactions
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ten-minute intervals, which equates to an outage lasting more than three-and-a-half hours.

3.4.3 Timing of identified outages

In terms of days of the week and the days on which more outages occur, there appears to
be a pronounced effect for Mondays (Figure 3.11). While this could be attributed to par-
ticipants suffering from “Monday blues”, software testing and update processes running
at weekends are more likely culprits. More surprising is the increase in outages on Thurs-
days. Anecdotal evidence suggests this could be due to mid-week update processes that
are run not at weekends but on Wednesday evenings to avoid weekend system updates.

Concerning the time of day when outages occur, no particularly strong pattern is
evident (Figure 3.12). Spikes appear in the morning hours, around noon and in the late
afternoon. No outages are identified after 17:00, as customer payments, which make up a
large share of payment volumes, can only be submitted before 17:00.

3.4.4 Country distribution of identified outages

What is perhaps unsurprising is that the distribution of outages across countries broadly
follows the distribution of participants in the sample, although smaller countries in the
sample tend to drop out when looking at potential outages (see Figure 3.13 and Fig-
ure 3.14). This holds true both for the country where the TARGET2 account is kept and
for the country where the group parent is located.

The main reason for this most probably relates to bank size. For smaller countries,
banks present in the sample might be filtered out by the algorithm due to lower payment
activity. This means that countries with smaller banks may be underrepresented when
looking at potential outages. This explains the tendency of outages to concentrate in
some countries as opposed to covering a more diverse sample.
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Figure 3.8: Mean of outages per participant
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3.4.5 Robustness

As a robustness check, we investigate in which of the potential outage intervals backup
and mandated payments were submitted, which indicate the adoption of business con-
tingency measures (Figure 3.15. The approach identified a number of intervals in which
business contingency measures were applied. However, in comparison with the total num-
ber of outage intervals, the number is relatively small. Contingency measures can only be
employed for critical payments and should thus be expected only for a limited number of
outages.
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Number of days

Figure 3.9: Days with at least one potential outage
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Figure 3.11: Potential outages by day of the week
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Figure 3.13: Sample and potential outages by TARGET2 country

(a) Participants included by country of TARGET2 account. (b) Number of outage intervals by country
of TARGET?2 account.

Figure 3.14: Sample and potential outages by country of parent

(a) Participants included by country of parent institution. (b) Number of outage intervals by country of

parent institution.

Figure 3.15: Number of intervals with mandated and backup payments
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3.5 Conclusion

The algorithm applied can identify cases in which outages are likely; however, an element
of uncertainty remains, since there are other reasons for what is essentially lower-than-
usual payment activity. Factors such as seasonal effects, structural differences in payment
submissions, diverse business models and other factors influence participants’ payment
behavior and pose challenges for identifying operational outage incidents. This creates
uncertainty in the data, which is partly addressed by the way the algorithm is calibrated,
but, naturally, that uncertainty cannot be fully eliminated.

As for the further development of approaches, there are alternatives that could be
tested. One possibility would be to employ machine-learning techniques to identify periods
exhibiting lower-than-usual payment activity. Such an approach could be used to compare
results with the algorithm employed here to test and validate results.

The algorithmic approach requires a number of assumptions and a focus on key partic-
ipants and time periods. In the context of this study, we are unable to make observations
about banks with little traffic. Therefore, the outage picture is incomplete. At the same
time, this ensures that only outages occurring during times above a certain threshold of
activity are identified. In this way, only outages that cause meaningful disruptions in
payment traffic are included in the constructed data set.

One major benefit of this approach is that it identifies not only full shutdowns but
(potentially) also outages that are partial or to some degree contaminated through con-
tingency measures. Thus, by using payment transaction data, potential outages can be
identified and provide a data set that can be used to quantify sources of operational risk
for FMIs originating from participant outages. While technically induced system outages
on the operator’s side are well documented for TARGET2, and presumably most other
payment systems, our contribution improves the visibility of operational risk and at least
partly closes a gap in our knowledge about participant outages in TARGET2.

The generated data set permits an analysis of outage incidents in terms of time, du-
ration and frequency. This can serve as a basis for quantifying operational risk in TAR-
GET?2 originating from participants and the potential effects of outages. The approach
and constructed data set is useful for operators, overseers and researchers in assessing and
addressing operational risks stemming from participants in TARGET2. This approach
could also be employed in the context of other FMIs. For future research, data on outages
could support analysis of the potential effects of participant outages on the functionality
of payment systems, distortions in the market and indicators of risk.
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Appendix

Figure Al: Differences in payment behavior for randomly chosen banks
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Table A2: Transaction types in TARGET2

Main transactions

Customer payments

Interbank payments

Transactions with central bank

Cash operations

Intraday repo and similar transactions

Payments sent and/or received on behalf of customers
Inter-NCB payments

Other transactions

Transactions with ancillary systems

Trade-by-trade settlement of SSS
Other settlement operations
EBA EURO1

CLS

EBA STEP2

Liquidity transfers

Intraday transfers by LVPS

Intraday transfers by retail systems

Intraday transfers by SSS

Internal transfers between different accounts of the same participant
Commercial transfers between different accounts of the same participant
Transfers to T2S

Transfers back to TARGET?2 from T2S
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Chapter 4

Mobilization of collateral in
Germany as a reflection of monetary
policy and financial market
developments

Joint work with Alexander Miiller, Jan Fichtner and Hubert Wittenmayer.
This chapter was published in the Journal of Financial Market Infrastructures, 2016,
Volume 5 (1), 49-63.
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Short summary

Participation in Eurosystem credit operations requires that credit institutions post col-
lateral. Therefore, the development of deposited collateral reflects changes in financial
markets and monetary policy. This paper describes and analyzes — for the period Febru-
ary 2008 to March 2016 — developments in the market value of marketable assets submitted
as collateral in Germany and the Eurosystem against the backdrop of the financial mar-
ket crisis. The development is characterized by an initial strong increase at the onset of
the crisis and a decrease after 2010 because of lower funding requirements. The posted
collateral followed the course of the funding requirements, which initially rose sharply in
the wake of the financial crisis. Due to high liquidity inflows, which were reflected in
the increasing TARGET?2 claims of the Bundesbank, the refinancing needs and posted
collateral decreased after 2010. However, the posted collateral relative to refinancing
operations remained remarkably high. Credit institutions can use different submission
channels for collateral. We identify significant shifts among these channels. While these
shifts are partly due to more technical aspects, they may also stem from a “home bias”
and portfolio reallocations.

Keywords: Collateral, mobilization channels, Eurosystem, monetary policy, financial
system

JEL classification: E42, E51, E58, G21
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4.1 Introduction

In order to participate in Eurosystem credit operations, credit institutions must provide
the Eurosystem with collateral. This paper describes and analyzes developments in the
market values of marketable assets posted as collateral in Germany and the Eurosystem
against the backdrop of the financial market crisis for the period from early 2008 to 2016.
These developments initially saw refinancing requirements rise sharply before falling again
after 2010, and they had a considerable impact on collateral holdings. We identify shifts
between mobilization channels, at least some of which may be due to an increase in home
bias and portfolio shifts alongside technical aspects.

In times of very low interest rates, the characteristics of collateral frameworks, the
channels of collateral mobilization and the modes of collateral utilization all increase in
importance significantly (see Belke, 2015; Nyborg, 2015). This paper is a contribution to
a growing body of research on aspects of collateral. In particular, we focus on the question
of how monetary policy is transmitted by and reflected in the mobilization of collateral
over time, both concerning the market value of pledged collateral and the utilization of
different submission channels. This paper proceeds as follows. Section 2 analyzes the
development of pledged collateral regarding the market value of deposited securities. In
Section 3, we present findings on how the utilization of different mobilization channels
has changed from 2008 to 2016. Finally, Section 4 concludes.

4.2 Developments in the market values of submitted
collateral since 2008

Counterparties’ collateral holdings at the Bundesbank were increased at the outbreak of
the financial crisis, which in turn increased their potential for acquiring liquidity through
Eurosystem monetary policy operations.When Lehman Brothers collapsed in September
2008, the total volume of assets held for refinancing purposes rose sharply. The total
volume of marketable assets deposited with the Bundesbank climbed from €600 billion in
January 2008 to €770 billion in September 2009, a high level at which it remained until
the start of 2010.

Immediately after the collapse of Lehman Brothers, conditions on the money market
deteriorated dramatically. Liquidity and solvency problems at individual credit institu-
tions led to a major loss of trust between banks. General levels of uncertainty in the
financial sector escalated, as did market participants’ concerns regarding sufficient lig-
uidity. This resulted in the segmentation of the interbank money market into financial
institutions with liquidity surpluses and financial institutions with liquidity deficits, which
could no longer be offset against each other.!

At the end of 2008, the Eurosystem took various measures to stabilize financial mar-
kets, which had an impact on the submission of collateral. First of all, the Eurosystem’s
main refinancing operations were changed from variable rate tenders to fixed rate ten-
ders with full allotment. This increased the refinancing volume, which, in turn, raised
the amount of collateral required. Moreover, the list of eligible assets was expanded by

'For an overview of the effects of the collapse of Lehman Brothers on the interbank market, see
Deutsche Bundesbank (2009, 2010) and European Central Bank (2009).
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Figure 4.1: Developments in refinancing operations and the market value of marketable
assets submitted to the Bundesbank as collateral.
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Note: The refinancing operations presented here include main refinancing operations and longer-term
refinancing operations. Data shows monthly averages.

lowering the minimum credit threshold for marketable and nonmarketable assets from A
to BBB (except for asset-backed securities), effective from October 22, 2008 (European
Central Bank, 2008a,b) This measure counteracted a potential shortage of high-quality
assets. Figure 4.1 clearly shows an increase in the mobilization of collateral in connection
with the higher refinancing volume at the end of 2008 and in 2009, after which the further
posting of collateral mirrors the rise in funding requirements. This is particularly appar-
ent from the brief rise in the ratio of refinancing to submitted collateral in October 2008.
Since the middle of 2010, there has been an overall decline in the ratio of refinancing
operations to submitted collateral, which currently stands at around 10%. The market
value of the mobilized collateral in relation to the volume of refinancing operations is
therefore fairly high, which may be due in part to a lagged adjustment of the submission
of collateral to the refinancing requirements.

In addition, it should be noted that banks generally pledge collateral with a higher
market value to central banks than is really needed. This excess collateral can then be
used for intraday TARGET2 operations or for potential margin calls. This is likely one
important reason why the market value of pledged collateral is always considerably higher
than bank borrowing in the Eurosystem. Further, private banks frequently post compa-
rably illiquid and low-quality collateral to the domestic central bank. This is rational for
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banks, because such risky securities may either not be accepted by other private banks
at all or, if they are accepted, they may only be used under unfavorable conditions (see
Belke, 2015; Nyborg, 2015).

The increase in marketable assets in 2008 shown here was accompanied by an increase
in the mobilization of nonmarketable assets, whose value almost doubled from around
€40 billion in mid-2008 to €78 billion in mid-2009. Since then, this figure has remained
roughly stable. As a result, only changes in the submission of marketable assets are
analyzed here. For simplicity, the value of collateral provided is calculated based on its
market value and not on its (lower) lending value. This does not significantly distort the
trends, as in the period under observation it only resulted in changes in the haircuts to
be applied to the market values in the case of specific subsections of asset classes in the
eligible collateral pool.

In the second quarter of 2010, the international financial and economic crisis turned
into a combined and mutually reinforcing sovereign debt and banking crisis in Europe.
There was a sharp decline in longer-term refinancing operations in mid-2010, owing to the
expiry of the first one-year tender. In December 2011 and February 2012, for the first time,
the Eurosystem provided commercial banks with liquidity through longer-term refinancing
operations (LTROs), with maturities of up to thirty-six months (European Central Bank,
2011). However, this measure was not accompanied by a rise in the collateral deposited
by the Bundesbank’s counterparties. On the contrary, the collateral stock almost halved
between September 2009 and the beginning of 2014.

Since 2012, however, the value of assets posted as collateral has been becoming more
stable, which reflects the overall decline in the ratio of refinancing operations to posted
collateral. Testing for a structural break in the development of refinancing operations
and collateral using a supremum Wald test, we found a statistically significant break in
December 2011.

Figure 4.2 shows the strong correlation (0.93) between refinancing operations and
collateral submitted. The results of Granger tests suggest that there is a time lag in the
adjustment of the collateral holdings to the more volatile refinancing requirements, but
not the other way around (see Box 1).

Box 1: The relationship between refinancing operations and posting of
collateral

The Granger causality test determines for two stationary time series whether, after
a time lag, one time series is useful in forecasting the other. However, in contrast
with what its name suggests, the test cannot determine causality (see Granger, 1969;
Liitkepohl, 2005).

For the relationship between refinancing operations and the posting of collateral,
Granger causality tests provide evidence that the collateral stock can be (partly) fore-
cast using the refinancing volume, but not vice versa. This implies that collateral
submission is adjusted according to refinancing needs. The alternative hypothesis
would imply that collateral is adjusted in anticipation of refinancing operations; how-
ever, this hypothesis of forwardlooking collateral submission is rejected.
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Table 4.1: Tests of hypotheses for Granger-causality (one lag).

Null hypotheses F-statistic Probability = Result
HO: refinancing operations (RO) do not 12.70 0.001 Reject HO
Granger-cause submitted marketable as-

sets

HO: submitted marketable assets 0.82 0.367 Accept HO

(SMAs) do not Granger-cause refinanc-
ing operations

Table 4.2: VAR results (first difference on monthly averages).

(1) (2) (3) (4)
VARIABLES A RO A SMA A RO A SMA
ARO ¢ 0.00106  0.241%%x 0.271%%
(0.00994)  (3.564) (4.100)
A SMA ,_, -0.137 0.163* -0.136
(-0.907) (1.698) (-0.941)
Constant -1.623e+09  -1.356e+09 -1.623¢+09 -1.669e+09

(-0.741) (-0.972) (-0.746) (-1.194)

Observations 97 97 97 97
R-squared 0.009 0.176 0.009 0.150
Adjusted R-squared -0.0118 0.158 -0.00119 0.141
Prob > F 0.647 0.000114 0.349 8.73e-05

t-statistics in parentheses
K p<0.01, ** p<0.05, * p<0.1

Results of vector autoregressive (VAR) regressions with one lag are presented in Ta-
ble 4.2. In terms of the selection of the number of lags, we get conflicting results when
using different information criteria. We focus on the results for one time lag, but the
results are similar when including more lags. To achieve a stationary time series, we
use first differences. As a robustness check, we find the results for levels to be similar.
The residuals are not normally distributed, due to an outlier in October 2008. This
stems from the fact that in October 2008 eligible securities were expanded, and there
was a switch from rate tenders to full allotment.The date can therefore be regarded
as an external shock or a structural break in the data. As further robustness checks,
we test for Granger causality excluding October 2008, for the periods before and
after October 2008 and for the periods before and after December 2011, for which a
structural break was identified from the data (see Table 4.3). We find the dynamics to
be unaffected, with significance slightly decreasing with more limited sample sizes. The
results always remain significant at a 5% level and are never significant at conventional
levels for the alternative null hypothesis.

The results show that refinancing operations have predictive power for submitted
collateral in the next period, with a positive coefficient. Arguably, the reason for this
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is that collateral is adjusted upward following periods with higher refinancing and
downward following periods with less refinancing operations. This indicates that the
decline in posted collateral is largely the result of the decrease in liquidity requirements
over time, but not vice versa. Therefore, the potential forward-looking collateral
submission for future refinancing needs is discarded.

Figure 4.2: Scatter plot of refinancing operations and posted marketable assets (monthly
averages).
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German banks’ ample liquidity is in part the result of liquidity inflows, most notably
from the peripheral countries, which are reflected in the Bundesbank’s elevated TARGET2
claims (European Central Bank, 2015b). This means that German commercial banks
needed to rely less strongly on refinancing loans to obtain central bank money because they
received central bank money through transfers from the euro area (Deutsche Bundesbank,
2011). The resulting improvement in the banks’ liquidity positions means a reduction in
the amount of collateral they need to hold for refinancing operations.We can thus identify
a contrasting development in the volume of pledged collateral and the Bundesbank’s
positive TARGET?2 balance between 2012 and 2014 (see Figure 4.3)

The covered bond purchase program (CBPP), the asset-backed securities purchase
program (ABSPP) and the secondary markets public sector purchase program (PSPP)
adopted by the European Central Bank Governing Council are also likely to have con-
tributed to lower funding requirements among counterparties (European Central Bank,
2015a).
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Table 4.3: Robustness checks for different time periods.

Null hypotheses Robustness check  Observations F-statistic Probability
HO: RO does not Granger-cause SMA  October 2008 excluded 96 7.7 0.007
HO: SMA does not Granger-cause RO  October 2008 excluded 96 0.64 0.424
HO: RO does not Granger-cause SMA  Up to October 2008 8 11.15 0.021
HO: SMA does not Granger-cause RO  Up to October 2008 8 2.42 0.181
HO: RO does not Granger-cause SMA  After October 2008 89 8.60 0.004
HO: SMA does not Granger-cause RO  After October 2008 89 0.45 0.502
HO: RO does not Granger-cause SMA  Up to December 2011 46 6.17 0.017
HO: SMA does not Granger-cause RO  Up to December 2011 46 0.22 0.642
HO: RO does not Granger-cause SMA  After December 2011 51 5.79 0.020
HO: SMA does not Granger-cause RO  After December 2011 51 2.23 0.142

8



Figure 4.3: Market value of marketable assets deposited with the Bundesbank and TAR-
GET2 balance.
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With regard to the scale of the PSPP, ABSPP and CBPP3, a monthly purchase vol-
ume of €60 billion was originally foreseen; in April 2016 this was increased to €80 billion
per month. In addition, in June 2016, the Eurosystem central banks have begun the
corporate sector purchase program (CSPP), buying bonds issued by nonbank corpora-
tions established in the euro area that have a sufficient credit rating (investment grade)
(European Central Bank, 2016b). The CSPP — amounting to €6.4 billion for June 2016 —
will contribute to the asset purchase program’s average monthly purchase volume of €80
billion (European Central Bank, 2016a). The initially adopted purchasing window from
March 2015 (or from October and November 2014 for CBPP3 and ABSPP) until 2016
has been extended to at least March 2017 (European Central Bank, 2016¢).

The extensive provision of liquidity via these securities programs could mean that
counterparties avail themselves of an even smaller refinancing volume at the Bundesbank,
and thus pledge less eligible collateral (Deutsche Bundesbank, 2015). At the moment,
however, there are no signs of a decline, which could potentially be attributable to the
lagged adjustment in the submission of collateral. An important development to observe
will be the future availability of high-quality collateral, such as German government bonds,
whose yields have turned negative even for the ten-year bonds in mid-June 2016.

A comparison of the eligible collateral submitted to the central bank in Germany over
time with that submitted in the rest of the Eurosystem (excluding Germany) reveals that
after the onset of financial market turmoil in August 2007 and the Lehman Brothers
insolvency in September 2008, the volume of collateral held initially increased sharply in
both cases (see Figure 4.4).

However, in the ensuing period, a countervailing trend set in. The fall that can
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Figure 4.4: Comparison over time of eligible collateral deposited with the Bundesbank
and the Eurosystem central banks (excluding the Bundesbank).
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be observed in Germany as of 2009 reflects already improved liquidity conditions for
German institutions. In the rest of the Eurosystem, on the other hand, the mobilization
of collateral continued to rise after 2009 until it reached an initial peak in 2010, before
falling slightly in 2011. Following this, there was again a strong rise in the value of pledged
collateral, above all to enable participation in the two three-year LTROs in December 2011
and February 2012. Demand amounted to approximately €500 billion on both of these
allotment dates.

In absolute figures, the total amount of collateral deposited by the counterparties in
the rest of the Eurosystem climbed from €950 billion in 2008 to around €2.1 trillion
in the third quarter of 2012. As of the first quarter of 2013, holdings of collateral fell
continuously until the start of 2015, at which time they stood at €1.4 trillion.

4.3 Changes over time in mobilization channels

At present at the Bundesbank, 38% of pledged marketable collateral is submitted via
Xemac, 27% is submitted via the domestic channel, 31% is submitted via the correspon-
dent central banking model (CCBM) and 4% is submitted via third-party custody (for
more information on these mobilization channels, see Box 2 and Figure 4.5).
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Box 2: Mobilization channels of marketable assets
There are four channels via which marketable assets may be submitted in the form
of a pledge to the Bundesbank (see also Table 3).

1. Domestic securities pledge (domestic): eligible assets held at Clearstream Bank-
ing Frankfurt (CBF) are individually transferred to the Deutsche Bundesbank’s
safe custody account held at CBF, or transferred via eligible links to the
Deutsche Bundesbank’s safe custody account at CBF or Clearstream Banking
Luxembourg (CBL).

2. Securities deposited at a domestic custodian bank may be transferred individu-
ally to the Deutsche Bundesbank within the framework of third-party custody.

3. The eligible securities deposited at CBF or CBL may also be made available
in favor of the Deutsche Bundesbank as a global amount via Xemac (triparty
system), CBF’s collateral management system. The cross-border mobilization
of collateral is also possible via other triparty services (CmaX from Clearstream
Banking Luxembourg and AutoSelect from Euroclear).

4. Eligible securities deposited in other Eurosystem member states may be used
on a cross-border basis under the CCBM. The national central banks maintain
safe custody accounts with each other for this purpose.

Table 4.4: Mobilization channels of eligible assets to the Deutsche Bundesbank.

Method Custodian Bank Transmission

Domestic CBF Individually to the
Deutsche  Bundesbank’s
safe custody account at

CBF or CBL

Third-party safe custody Domestic custodian bank  Individually to the
Deutsche  Bundesbank’s
safe custody account

Triparty systems CBF, CBL, Euroclear Provision of global
France  S.A./Euro-clear amounts (securities claim
Bank S.A. (ECL) amounts) via  Xemac,

CmaX or Autoselect

CCBM Foreign central bank Individually to the foreign
central bank’s safe custody
account in favor of the
Deutsche Bundesbank
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Figure 4.5: Distribution of the volume of marketable assets among the various mobiliza-
tion channels (as at end-March 2016).
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All submission routes recorded increased directly following the outbreak of the financial
crisis and the introduction of monetary policy measures and reached their peak — a total
of €770 billion — in September 2009. Subsequently, structural shifts occurred to the
mobilization channels used for pledging collateral (see Figure 4.6).

Figure 4.6: Volume of marketable assets by mobilization channel (aggregated).
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In particular, holdings with Xemac rose gradually, while a decline in domestic and
CCBM submissions was observed. The volumes of marketable assets via each mobilization
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channel are shown individually in Figure 4.7. A shift between the individual channels is
clearly identifiable.

Figure 4.7: Volume of marketable assets by mobilization channel (aggregated).
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Particularly noteworthy is the growing importance of the Xemac system, which has
evolved from a relatively insignificant submission channel in 2008 to the largest one in
2016. With respect to the increasing use of the Xemac mobilization channel over time,
technical features, such as the ease of use of securities holdings for several purposes beyond
monetary policy operations, might play a role.

In September 2008, around half of all securities submitted were posted via the CCBM
submission channel, which clearly dominated until 2009 before subsequently recording
the lowest growth in both relative and absolute terms. The submission of collateral via
the CCBM channel had dropped even shortly after the crisis began, before the total
amount of deposited collateral had reached its peak. The lower use of this mobilization
channel by counterparties of the Bundesbank could be due to a preference for domestic
securities (home bias) and a redistribution of collateral stock. It is possible that the
Deutsche Bundesbank’s counterparties reduced their securities holdings due to the credit
ratings of the government debt instruments of affected euro area periphery countries being
downgraded and their prices falling. The use of CCBM reached its lowest point to date in
summer 2014, when it slumped to €98 billion, less than one-third of the value recorded
in spring 2008.

In November 2009, third-party custody plummeted from around €55 billion to €25
billion. This abrupt drop is attributable to the discontinuation of third-party custody
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services by one third-party custodian. By March 2016, the value of securities held in
third-party custody had been reduced once again by almost half and stood at €13 billion.

4.4 Conclusion

The increase in the overall stock of collateral held by the Deutsche Bundesbank is clearly
indicative of the changes taking place in financial markets. Collateral stock developments
mirror funding requirements to a certain extent, with the latter initially rising sharply
on account of the financial crisis. Using Granger causality tests, we find that refinancing
operations have predictive power for future collateral mobilization, but not vice versa. Due
to high liquidity inflows, which were reflected in the Bundesbank’s escalating TARGET?2
claims, funding requirements — and hence collateral stock — fell. The extensive provision
of liquidity via the securities purchase programs could lead to a further reduction in
overall collateral holdings in the coming months. Shifts between mobilization channels
were largely caused by technical aspects. However, the decline in CCBM could also be
attributable to counterparties shifting their portfolios.

84



Bibliography

Belke, A. (2015). Eurosystem Collateral Policy and Framework — Post-Lehman Time as
a New Collateral Space. Intereconomics 50(2), 82-90.

Deutsche Bundesbank (2009). Financial stability review.

Deutsche Bundesbank (2010). Germany in the financial and economic crisis. Monthly
Report October, 15-85.

Deutsche Bundesbank (2011). Annual report.

Deutsche Bundesbank (2015). Marketable financial instruments of banks and their role
as collateral in the Eurosystem. Monthly Report June, 31-44.

European Central Bank (2008a). Measures to further expand the collateral framework
and enhance the provision of liquidity. Press Release, October 15.

European Central Bank (2008b). Technical specifications for the temporary expansion of
the collateral framework. Press Release, October 17.

European Central Bank (2009). The ECB’s response to the financial crisis. Monthly
Bulletin October, 59-74.

European Central Bank (2011). ECB announces measures to support bank lending and
money market activity. Press Release, December 8.

European Central Bank (2015a). Introductory statement. Press Conference Speech, De-
cember 3.

European Central Bank (2015b). Publication of TARGET balances. Economic Bulletin 6,
42-44.

European Central Bank (2016a). Asset purchase programmes. URL: www.ecb.europa.
eu/mopo/implement/omt/html/index.en.html.

European Central Bank (2016b). European Central Bank announces details of the cor-
porate sector purchase programme (CSPP). Press Release, April 21.

European Central Bank (2016¢). Introductory statement. Press Conference Speech, March
10.

Granger, C. (1969). Investigating causal relations by econometric models and cross-
spectral methods. Econometrica 37(3), 424-38.

Liitkepohl, H. (2005). New Introduction to Multiple Time Series Analysis. Springer.

Nyborg, K. (2015). Central bank collateral frameworks. CEPR Discussion Papers 10663.

85


https://www.ecb.europa/

86



Chapter 5

”The devil is in the details, but so is
salvation” — Different approaches in
money market measurement

Joint work with Alexander Miiller.
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Short summary

Considerable resources have been devoted to gathering data for the measurement of money
market activity which forms the basis for the calculation of benchmark rates. However,
little is known about the differences between available data and the structural effects of
methodological choices. We use the novel dataset MMSR and compare it to data derived
from a Furfine-type algorithm as well as aggregate survey data. The deviations in volumes
and interest rates are driven by the asymmetric measurement of transactions, in particular
affecting individual classes of banks, cross-border loans and specific types of loans. These
differences are significant in terms of magnitude and affect overall rates and volumes.
Even fundamental questions like the share of cross-border transactions depend on which
data is used. We show structurally that belonging to different classes of banks affects
loan rates. Based on the results, there are specific considerations for policymakers and
researchers why one dataset may be preferable to the others.

Keywords: Money Market, Overnight interest rates, Measurement methodology

JEL classification: C80, E42, E50, G10, G21

88



5.1 Introduction

Money markets constitute a key element of monetary policy implementation. For central
banks, the money market is of high importance as it signals the monetary policy stance
and allows to evaluate the transmission of monetary policy. As stated by Minsky (1957),
“[t]he ability of a central bank to achieve its objectives depends upon how its operations
affect the various elements that make up the money market.” Consequently, accurate
measures of market activity and rates in different money market segments form the basis
of policymakers’ decision-making. Measuring money markets also motivates and shapes
regulatory requirements and has provided impetus for ample research.

From a commercial bank’s perspective, interbank money markets are a vital tool to
cover short-term financial needs. Interbank benchmark rates also serve as the underlying
of financial instruments and thus affect the pricing of derivative contracts.

Considerable resources have been devoted to gathering data that allow money market
activity to be measured over time and across countries in order to assess the transmission
of conventional and unconventional monetary policy measures. The data are used in a
variety of studies on the money market itself and financial conditions in the economy.
Newly available data from the Money Market Statistical Reporting (MMSR) has stirred
a policy debate on how money market reference rates are calculated and how various
methodological options should be incorporated.!

In spite of their widespread use and importance for policy, less attention is paid to how
the data are generated and how the methodology used to produce different data sources
affects outcomes on the micro and macro levels. We attempt to bridge this gap by studying
different data sources on the unsecured interbank money market for Europe and Germany
in particular. To our knowledge, no studies have yet been undertaken that compare
different data sources and methods of data elicitation in interbank markets in-depth. In
particular, we match data generated by Furfine-type algorithms to a transaction-level
dataset of reported unsecured transactions.

Our paper contributes to the literature on general measurement methodology by com-
paring different datasets on macro and micro levels, namely: survey data (EONIA), iden-
tified loans from TARGET2 payments data using a Furfine-type algorithm (T2)?, and
reported data (MMSR). We argue that although the devil is in the details, deviations
are structurally explainable, and that an environment with methodological plurality can
reduce overall uncertainty (“salvation”).3

We identify methodological differences that may appear rather technical at first sight,
but which determine how broadly the market is captured and what aspects or practices are
in scope of measurement. We find that it is not only straightforward choices such as the
selection of panel banks that affect outcomes. Loans not settled in central bank money but

The ECB launched two public consultations on developing a Euro unsecured overnight interest rate
in November 2017 and March 2018 (see Euro short-term rate at www.ecb.europa.eu, and European
Central Bank, 2017, 2018).

2The data is constructed by matching payments settled in TARGET2. In TARGET?2, euro payments
are settled in real time, including interbank and customer payments, monetary policy operations and cash
positions from ancillary systems. Henceforth we refer to money market loans identified by Furfine-type
implementations as T2 data and to the payment system as a whole as TARGET2.

3The title of the paper was inspired by a quote by Navy Admiral Hyman G. Rickover (1900 - 1986),
mentioned in Rickover and the Nuclear Navy by Francis Duncan.
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in internal systems of banking communities and therefore being closer to loans within a
banking group in economic terms are not captured by Furfine-type algorithms. Loans with
foreign counterparties are represented unevenly across as well as within datasets because
reporting requirements of MMSR do not cover them in the same way as a Furfine-type
algorithm is able to identify them. Different elicitation methods therefore have blind
spots with respect to certain banks, cross-border transactions and loans with interest
rates below the deposit facility rate.

Such differences may lead to different conclusions, with potential implications for pol-
icy. Even basic observations on the money market, like the share of cross-border trans-
actions or whether domestic banks engage in net lending or net borrowing, depend on
which data are employed. Additionally, the methodological choices and their influence on
the calculation of rates depend on the prevailing monetary policy environment. In any
event, awareness of the underlying features of data sources is relevant for all researchers
and policymakers using money market data to assess financial market activity and mon-
etary policy transmission. One source of data may be preferred over another to avoid
certain blind spots and to chose the optimal measurement methodology depending on
the research question. However, given the discretionary nature of policy choices it is not
possible to structurally evaluate how different data would affect policy outcomes.

5.2 Measuring the money market

5.2.1 Overview and importance

Central banks aim to steer short-term interest rates via monetary policy operations and
signal the monetary policy stance (for example, see Gaspar et al., 2001).* The policy
rates transmit to the short-term interbank money market (see Nautz and Scheithauer,
2011). From there, interest rates transmit to other short-term market rates, deposit
and credit interest rates, yields of other derivatives and asset classes and the exchange
rate (for instance, see Kuttner and Mosser, 2002). The short-term money market thus
plays a pivotal role for monetary policy implementation and the communication of policy
decisions. Measures for the short term money market such as benchmark rates are crucial
for operationalizing and monitoring monetary policy implementation. In the euro area,
the Euro Overnight Index Average (EONIA) used to be the main operational target of
the Eurosystem’s monetary policy operations before the introduction of unconventional
monetary policy instruments, and remained an important indicator thereafter. Moreover,
Benchmark rates constitute the underlying of financial contracts. EONIA served as an
underlying for an estimated 22 trillion euro of outstanding financial contracts in 2018.°
Benchmark rates have recently undergone a paradigm shift internationally, with both the
regulatory environment and the calculation basis coming under scrutiny (for an extensive
discussion of recent developments, see Schrimpf and Sushko, 2019). In the euro area,
EONIA was replaced by a new reference rate based on MMSR data, called €STR. ¢

4See also Monetary policy instruments, at www.ecb.europa.eu.

5See European Central Bank (2018) and Working Group on Euro Risk-Free Rates, Update on quan-
titative mapping exercise, May 2018, at www.ecb.europa.eu.

6The official name was changed from ESTER to €STR. The ECB had earlier announced the launch
of a trademark protection process for the name ESTER. See the press release, ECB changes the acronym
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When defining a benchmark, the choice of market segments and reporting entities is
crucial for regulators and has been discussed extensively in various jurisdictions.” This
paper focuses on one specific market — the unsecured interbank overnight market — to in-
vestigate how different forms of data elicitation affect aggregate indicators in this market.

The unsecured money market constitutes an over the counter (OTC) market. As
highlighted by Duffie et al. (2005), prices are determined by liquidity considerations,
outside options and the market powers of intermediaries (market makers). Concerning
market segments, credit risk is reflected in the unsecured market, whereas the secured
market mitigates counterparty risk. As pointed out by Rochet and Tirole (1996), the
unsecured money market reflects monitoring between banks. Furfine (2001) supports this
notion with data for the Federal funds market and finds that money market rates reflect,
to a certain degree, the credit risk of banks. Blasques et al. (2018) identify uncertainty
and monitoring as significant factors for the structure of money markets using a dynamic
network model. Both EONIA and €STR are reference rates for the unsecured overnight
market. However, €STR is not limited to the interbank market, but also contains banks’
borrowing from other financial institutions. As central banks mainly focus on banks as
the counterparties of monetary policy operations, the interbank market is still the most
relevant.

The majority of unsecured interbank loans occur within a short time horizon. Similarly
to previous studies, we find that the majority of interbank loans occur in the overnight
segment (more than 80 percent for MMSR data). Admittedly, though, as Upper and
Worms (2004) point out, longer-term maturities can be important for studying contagion
in interbank markets. In the absence of transaction-level data, they use balance sheet
data on exposures for this purpose, but are unable to identify individual counterparties.
As has been demonstrated by Nautz and Offermanns (2008), amongst others, the volatil-
ity of short-term rates is transmitted to longer term interest rates. Nevertheless, despite
the relevance of long-term maturities for specific research questions, we henceforth con-
strain the analysis to the overnight unsecured interbank market due to its much larger
significance and for comparability.

5.2.2 Measurement

We identify three general data collection categories for the measurement of money market
activity. Survey data, identified loans from payments data using a Furfine-type algorithm,
and reported data.

for its euro short-term rate and the previously available document, ESTER methodology and policies -
European Central Bank, at ecb.europa.eu. A principle driving force behind this change was the newly
established Benchmark Regulation (EU) 2016/1011, on the basis of which EONIA was defined as a critical
benchmark (in conjunction with Implementing Regulation (EU) 2017/1147). At the same time, EONIA
was considered non-compliant with the new benchmark requirements due to a high concentration within
both the panel banks’ activity and the geographical location of panel banks, in combination with a de-
creased importance of the underlying market segment.See ECB, Why are benchmark rates so important?,
at www.ecb.europa.eu. See also www.emmi-benchmarks.eu/euribor-eonia-org/eonia-review.html.

"Besides the euro area, these include Japan, Switzerland, the United Kingdom and the United States
(Schrimpf and Sushko, 2019). Switzerland and the United States chose a secured rather than an unsecured
rate.
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Survey data

As a first method, surveys among banks elicit measures of money market activity and
interest rates. For the Eurosystem, the biennial Euro money market survey and reference
rates based on surveys like EONIA or EURIBOR (Euro Interbank Offered Rate) are the
most prominent examples. However, survey data suffers from significant shortcomings. It
is often costly to elicit survey data, meaning that it is only available at low frequencies.
In most cases, survey data are not available as granular, transaction-level data, but are
reported as aggregate figures. Transaction-level data are important as the microstructure
of interbank markets should be taken into account when designing policy measures, as
shown for example by Georg (2011). This is especially true in times of stress.

Survey data rely on voluntary contributions from market participants, raising ques-
tions about their degree of representativeness. Another important reason of the gradual
decline of their importance as data source are the concerns about their notorious unreli-
ability. Incorrect survey data can be the consequence of involuntary errors and even of
outright manipulation. This is particularly the case when surveys are not backed by actual
transactions as it was the case for manipulations that came to light for the LIBOR and
EURIBOR benchmark rates (see, amongst others, Mollenkamp and Whitehouse, 2008;
Duffie and Stein, 2015; Wheatley, 2012; Eisl et al., 2017). The use of actual transactions
rather than quotes obtained via surveys can improve the data quality. EONIA data are,
in contrast to EURIBOR data, supposed to be based on actual transactions rather than
expert judgements. They should therefore be less prone to tampering. However, as under-
lying transactions are not reported at granular level, there is still scope for misreporting.
Futhermore, one-sided (lender only) reporting is a source of uncertainty and increases the
risk misreporting, as the data cannot be cross checked.

Furfine-type algorithm

As a second measurement method, Furfine (1999, 2001) has contributed seminal work
on extracting loan-level data for analyzing the microstructure of the interbank market.
Furfine (1999) proposed an algorithm to identify individual money market loans in large
value payment systems data. The basic logic of this method is rather simple: the payout
and payback of a money market loan are identified in the transactions of payment systems.
They are matched based on the assumption that a money market loan leads to a round
value payment from the creditor to the debtor and a payment of the same value, plus
interest, from the debtor to the creditor upon maturity. Generally speaking the algorithm
identifies eligible payments from one bank A to another bank B on day ¢ in the amount of
z, and searches for an offsetting transaction from bank B to bank A on the next business
day t+1 that equals the original amount x plus a viable interest rate 1.

Despite some critical assessments, such as by Armantier and Copeland (2012), Furfine-
type algorithms have been further developed and applied by researchers and central banks
across the world. In many cases, these have produced encouraging partial validations. The
implementation of such algorithms has generated new and comprehensive microdata for
many countries where data were previously absent.®

8Kovner and Skeie (2013) use balance sheet data and conclude that the algorithm delivers a meaningful
measure of overnight Fed funds activity; however, they stress various caveats. Rempel (2016) proposes
an estimation of the vulnerability of the algorithm to false identifications and suggests methodological
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The paper builds on the two implementations of Furfine-type algorithms for the euro
area by Arciero et al. (2016) and Frutos et al. (2016). Both have been partially validated
and further developed, in particular to allow for zero and negative interest rates when the
Eurosystem set a negative overnight deposit rate and money market rates also became
negative, as described in Rainone and Vacirca (2020). Miiller and Paulick (2021) provide
a comparison of the two implementations. The resulting datasets have been used as the
basis for a variety of literature and to support policymakers; see, for example, Heijmans
et al. (2016); Abbassi et al. (2014); Gabrieli and Georg (2014); Garcia-de Andoain et al.
(2016). Gabrieli and Labonne (2018) provide an overview of studies employing T2 data.
The possibility of complementing aggregate survey-based information and reference rates
with granular data on individual transactions is often cited as the main benefit of using
this data, inter alia in European Central Bank (2013, 2015).

Reported data

As a third elicitation method, regulators require banks to report actual transactions. In
contrast to survey data, reporting is obligatory for panel banks, often on a transaction
level. These are potentially the most reliable data. Transactions can be cross-checked
with the counterparty’s data, making potential manipulation harder. This form of data
elicitation is, just like survey data, costly, for banks and regulators both. Such reporting
frameworks were therefore often not put in place until recently. As for survey data,
the sample size is often restricted to the major players. Precise criteria and detailed
instructions for reporting as well as the various verification options are determining factors
for the quality of the data.

In the Eurosystem, data on various segments of the money market have been reported
under the MMSR since mid-2016. This was clearly motivated by a perceived need for
highly granular and readily available data on the money market. Compared with the al-
ready available data based on Furfine-type algorithms, the MMSR data covers a broader
scope, extending beyond the unsecured interbank money market. Banks that fulfill cer-
tain conditions are required to report their money market transactions on a daily basis.
Transactions have to be reported both by borrowers and lenders, allowing transactions to
be cross-checked within the data.’

The fact that the newly established reference rate €STR - replacing the survey-based
EONTA - is based on MMSR data shows that as well as having the advantage of providing
granular high-frequency data, the regulatory reporting is also perceived as a more reliable

improvements using Canadian payment systems data. Demiralp et al. (2004, 2006) suggest additional
conditions and refinements and Kuo et al. (2013) include additional maturity bands. Millard and Polenghi
(2004) apply a similar algorithm for the UK, Hendry and Kamhi (2009) for Canada, Guggenheim et al.
(2011) for Switzerland, Akram and Christophersen (2013) for Norway, and Abildgren et al. (2018) for
Denmark. Data based on Furfine-type algorithms have also been used to assess the representativeness
of main reference rates after doubts of their reliability have been raised publicly; see, for example,
Guggenheim et al. (2011)

9The legal basis is set out in Regulation (EU) No 1333/2014 of the European Central Bank of 26
November 2014 concerning statistics on the money markets (ECB/2014/48). The importance of practical
implementation aspects for this type of data is highlighted by two amending regulations, Regulation (EU)
2015/1599 (ECB/2015/30) and Regulation (EU) 2019/113 (ECB/2018/33), which clarify and simplify
reporting instructions and provide detailed parameters for the reporting in order to improve the quality
of the data.
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source for the calculation of reference rates. In the first public consultation for developing
a euro unsecured overnight interest rate by the European Central Bank (2017), MMSR
data was assessed with regard to data sufficiency and representativeness and deemed
appropriate .

The relevance of methodological differences between T2 and MMSR data is high-
lighted by the extensive use of T2 data to define and assess the calculation method of
the MMSR-based €STR. T2 data are used because their availability dates back further.
Eisenschmidt et al. (2018) calculate measures of fragmentation in the euro area unsecured
interbank money market. In their study, the developed fragmentation indicator is calcu-
lated using T2 and MMSR data, highlighting the importance of a deep understanding of
the differences between the data sources.

Figure 5.1 summarizes how interbank money market loans are captured by the three
different data sources.

Figure 5.1: Stylized example of loan coverage in data sources
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5.3 Data overview

We first generally compare the three different elicitation methods: survey data, data
generated by a Furfine-type algorithm and reported data. The data differ in terms of
methodology, scope, sample size and other attributes. Table 5.1 summarizes the data
properties. Due to methodological differences among the available data, deviations be-
tween the datasets are to be expected, but the extent is unclear. It is not possible to
evaluate or validate one in relation to another. Rather, we then focus on comparing the
datasets and identifying structural differences empirically for transaction-level reported
MMSR and identified T2 data. Which data are preferred for specific research questions
depends on various factors, such as the concerned banking system structure, the current
policy environment and the segments of the market that are being investigated. Based
on our results, we outline concrete considerations on which dataset fits specific areas of
interest.

First, EONIA comprises survey data. All overnight lending transactions of panel banks
are included in its calculation. Data are reported by each bank and aggregate values and
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value-weighted interest rates are publicly available. We use EONIA data for comparing
aggregates but not in the main part comparing T2 data and MMSR data on a transaction
level. EONIA was permanently discontinued as a benchmark in January 2022. Since
October 2019 the rate was calculated tracking €STR,

Second, we use loan-level data identified from TARGET2 with a Furfine-type algo-
rithm. Despite the differences between the implementations by Arciero et al. (2016) and
Frutos et al. (2016) as described in Miiller and Paulick (2021), those differences are more
subtle than those with different forms of data elicitation. We therefore focus on the data
from the implementation by Frutos et al. (2016) when we refer to T2 data).!® The dataset
differs in some aspects from the versions described in the original literature as we use,
similar to other studies, the most recent version of the continuously improved data. We
use the full T2 dataset for aggregate comparison and restrict it to a German sample for
the comparison on a transaction-level with German MMSR data.

Third, reported data under MMSR include publicly available aggregate values and
rates. Official €STR data are published starting since October 2019, but daily data
using the same methodology were previously available. The calculation of the reference
rate is trimmed, with the top and bottom 25 percent of transactions in terms of value
being removed. In addition, €STR also contains banks’ borrowing from other financial
institutions. For comparability, we use the untrimmed rates and interbank data only.
Importantly, our paper also draws on confidential transaction-level data for Germany. The
German sample consists of over one hundred reporting agents with reported unsecured
money market loans, compared with 52 reporting agents on the European level, as the
Bundesbank collects additional reporting agents’ data.!!

As only MMSR covers other market segments, we restrict the analysis to the unsecured
interbank segment and specifically to overnight loans available in all three datasets.'> The
sample varies quite widely, ranging from 28 panel banks for EONTA to 52 reporting agents
for MMSR on a European level, and 1209 participants (total BICs over the considered
time period since 2016) active in the money market, as identified from TARGET2 data.
Note that T2 data potentially covers all participants in TARGET2.'3 In addition, in

10We use T2 data in this context only for the identified money market loans. By contrast, TARGET2
data refers to all payments settled in TARGET2, of which money market loans are a subset.

HRegulation (EU) No 1333/2014 on the MMSR defines MFIs with balance sheet assets larger than
0.35 percent of total balance sheet assets in the euro area as reporting agents. In addition, national
central banks may collect data from additional reporting agents based on individual requirements. For
Germany, all banks holding a TARGET?2 account and with a balance sheet larger than 1 billion euro are
defined as reporting agents. See Deutsche Bundesbank (2017).

120vernight loans refer to loans that are agreed upon and settled on the same day. In addition, T2
data might also include tomorrow/next (tom/next) and spot/next transactions that are not reported
in EONIA and are listed as a separate maturity in MMSR. Tom/next refers to loans where settlement
occurs the business day after the loan has been agreed upon, whereas spot /next refers to loans settled two
business days after the loan has been arranged. However, the number of transactions with this maturity
is negligible in the MMSR dataset. We therefore also retain tom/next and spot/next transactions in
MMSR data for consistency with T2 data.

13Credit institutions or branches of credit institutions established in the EEA are eligible for direct
participation in TARGET2. These direct participants may also settle transactions on their account
on behalf of indirect participants and/or addressable BICs. As the Furfine-type algorithms take into
account the originator and beneficiary institution of the transaction, the sample may potentially contain
institutions from around the world. Including the branches of direct and indirect participants, a total of
44,165 credit institutions around the world (80 percent of which are located in the EEA) were accessible
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Table 5.1: Data sources overview

EONIA T2 MMSR
Measurment Survey Furfine-type algorithm Reporting requirement
Method
Scope Unsecured money market | Unsecured money market Secured, unsecured,
transactions transactions foreign exchange swap
and euro overnight index
swap money market
transactions
Sample Panel of 28 banks Potentially all reachable Panel of 52 reporting

participants in
TARGET?2, Active 1,209
participants (total BICs),
116 participants
(German BICs) since
July 2016

agents (EU panel) and
118 reporting agents
(German panel)

Coverage of

Undertaken by panel

Settled in TARGET2

Booked in EU/EFTA

transactions banks in EU/EFTA (independent of booking (independent of
(location of entity) location) origination and execution
location)
Level of Aggregate across banks Transaction Transaction
granularity
Side of Lending only Lending and borrowing Lending and borrowing
market
Data January 1999 to January May 2008 onwards July 2016 onwards
availability 2022 (permanent
discontinuation, since
October 2019 tracking
methodology based on
MMSR)
Frequency TARGET?2 business day | TARGET?2 business day TARGET?2 business day
Uncertainty High Medium Medium
and main Only aggregated data is Identified transfers may Misreporting may occur,
reason for provided on voluntary not reflect actual money matching of borrowing
uncertainty basis market transactions and lending not always
possible
Data Day of trade Day after maturity Day of trade
transmission

Note: T2 data only becomes available after the repayment of the loan has occurred (day after
maturity). By definition, this creates a time-lag compared to EONIA and MMSR. While this
difference might be relevant when used for monitoring or benchmark rates, it does not affect the
results of our analysis.

TARGET?2, banks may use multiple BICs to settle transactions.

A seemingly rather technical issue is the coverage of loans in the different datasets. As
will be shown in the next section, loan coverage is one of the main reasons for observed

via TARGET?2 at the end of 2020; see TARGET Annual Report 2020, at www.ecb.europa. eu.
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deviations among datasets, even more so in combination with which side of the market is
captured. EONIA covers all transactions undertaken in the EU and EFTA, meaning that
the location of the party into whose ledger the transaction is entered is relevant.!* For
MMSR, the reporting agents are required to report transactions that are booked in EU
and EFTA, irrespective of the country of residence and where the transaction is settled.
T2 data is naturally restricted to transactions settled in TARGET?2, irrespective of where
parties are located or where the transaction is booked.

Depending on whether the lending or borrowing side of the market is being considered,
the differences in coverage can exacerbate structural measurement gaps. If, for example,
parties engaging in lending are located outside EU and EFTA, but loans are booked by
borrowers in EU and EFTA and settled in TARGET?2, this will lead to discrepancies in
the loans captured between as well as within the different datasets. Transactions that are
booked by a foreign branch might go unreported in MMSR, while settlement still occurs
in TARGET?2.

All data sources are based on completed transactions, in contrast to other reference
rates such as EURIBOR, which reflect offered rates. Nevertheless, the data sources differ
in terms of the settlement of the transactions. Transactions in T2 data reflect only those
transactions that have been settled in central bank money with actual fund transfers
taking place, while the other two data sources can also include transactions settled outside
of TARGET?2, in particular on accounts of commercial banks (correspondent banking) or
in other payment systems not using central bank money, such as EURO1 and internal
networks (giro systems).

A related aspect is the consolidation of banking groups. All datasets exclude intra-
group transaction, but the consolidation of banking groups used as the basis to exclude
them differs. For EONIA and MMSR the panel banks are instructed to exclude intra-
group loans from their reporting. Loans identified from TARGET?2 are consolidated with
information from the SWIFT Bank Directory Plus on banking group structures.'” How-
ever, transactions settled outside TARGET?2 in internal giro systems, are not necessarily
classified as intragroup transactions in MMSR and EONIA. Giro systems in Germany
are employed by the Landesbanken and savings banks as well as credit cooperatives. In
economic terms, such transactions can be considered to be somewhere in between intra
and extra-group. Whilst it can be argued that the relationship among banks operating
an internal giro system is different to that between competitor banks, they are legally
separate entities. One might also argue that more generally, loans not settled in central
bank money are of a different quality than those settled in commercial bank money and
internal systems.

Rolled-over loans are another important source of deviations. In EONIA, they are
not reported unless both parties are actively involved in the issuance of a new contract
(Arciero et al., 2016). In TARGET2, they can only be identified if the amounts are
settled back and forth, which seems unlikely. MMSR, on the other hand, contains call
account/call money (CACM) transactions. Instead of individual trades, they reflect the

14See www. emmi-benchmarks . eu, EONIA FAQs.

1572 data may feature additional deviations as transactions settled on behalf of clients might wrongly
be attributed to the bank settling the transaction. This is mitigated by the fact that the Bank Identifier
Codes (BICs) of the originator and the beneficiary are used instead of settlement agents. However, it
cannot be fully ruled out that these fields have not been filled in correctly by banks.
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outstanding amount on cash and savings accounts with a notice.!® These accounts are
routinely rolled over unless notice is given or there are changes in the amount without
full redemption. Therefore, these transactions should not be reflected in EONIA or in
T2 data. Even though the CACM transactions were excluded for the calculation of the
€STR reference rate under MMSR after the first public consultation, we retain these
transactions for the transaction level analysis as they are actively used in the German
market and in order to investigate the degree to which they are reflected in T2 data.

Comparing aggregate rates from the different data sources across reserve maintainance
periods shows that there are marked differences in trends as well as absolute levels (Fig-
ure 5.2). Note that the trimming of 25 percent applied to the calculated benchmark rates
under MMSR is not considered here, and that we use data at the euro area level. The
differences are in the order of up to 20 basis points. Given the size of the market, we
consider them to be substantial. Furthermore, the dynamic over time differs between data
sources. Besides the expected differences occurring due to different sample sizes and the
market side that is being captured, there are unexpected differences that stem from data
elicitation methods.

EONIA and the lending side of MMSR should capture a similar market segment, as
only lending transactions are reported under EONIA. Figure 5.2 shows that the EONTA
and MMSR lending levels are fairly similar, though they do display differences in dynamics
due to the methodological differences and differing samples. Notably, the MMSR lending
rate increased in 2018 while EONTA remained stable. The MMSR, borrowing rate lies
markedly below the lending rate and below the deposit facility rate. For an interim
period, EONIA was calculated as the borrowing rate based on MMSR data plus a spread
of 8.5 basis points until its discontinuation at the beginning of 2022 when the transition
to €STR was finalized. Concerning the calculation of benchmark rates, this illustrates
that the reporting side of transactions affects the level of interest rates as well as their
dynamics. Interestingly, the spread between borrowing and lending rates has widened
considerably after the lowering of the deposit facility rate in 2019. Rates from T2 data
roughly follow the MMSR borrowing rate and lie between the borrowing and lending
rates after the decrease in interest rates in September 2019. The MMSR borrowing rate
dropped further from the deposit facility at -50 basis points thereafter.

The comparison of interbank borrowing and lending rates illustrates that on average,
euro area reporting agents borrow at lower rates in the money market than they lend. The
same observation can be made for the German reporting agents and the German extended
sample. The main reason for this is that the MMSR borrowing side captures more loans
with very low interest rates.The reasoning for rates below the deposit facility may be the
expansive monetary policy stance. Banks with access to standing facilities can profit by
borrowing money below the deposit facility rate. At the same time, few banks suffer from
liquidity shortages in times of ample reserves and thus will only borrow liquidity at rates

16See Reporting instructions for the electronic transmission of money market statistical reporting,
December 2018. The inclusion of CACM transactions was also subject of the first public consultation
(European Central Bank, 2017). While some respondents indicated a preference for including CACM
transactions due to the importance of such transactions in their jurisdiction and for their own money
market activity, it was decided to exclude them from the calculation of rates. Compared with deposit
transactions, it was argued, CACM practices and pricing differ across jurisdictions and are only used by a
small number of reporting agents. Notwithstanding these arguments, we find high usage in the overnight
interbank market for the broader German panel.
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Figure 5.2: Aggregate rates
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Note: Data points per reserve maintainance period. Source: ECB and authors’ calculations.

below the renumeration rate of reserves. The difference stems mainly from transactions
with counterparties outside Germany and the euro area that are not reporting agents.
We observe from the data that counterparties outside the euro area are much more likely
to lend at rates below the deposit facility rate. As shown by Bech and Klee (2011) and
Abbassi et al. (2021), banks without access to the standing facilities engage in this type
of lending. Transactions below the deposit facility rate occur almost exclusively in the
borrowing transactions (32 percent of loans) and are virtually non-existent in the lending
transactions (0.3 percent of loans). As transactions from counterparties outside the euro
area are more likely to be booked abroad, the reporting requirement only applies to the
reporting agent on the borrowing side of the transaction. The rate calculated from T2
data is closer to the borrowing rate than to the lending rate as T2 data are not subject
to this reporting bias. Both legs of a transaction are settled in TARGET?2 irrespective of
where the transaction is booked.

In terms of value, EONTA and MMSR lending data exhibit similar dynamics, but with
a constantly higher value of MMSR loans until the out-phasing of EONIA (Figure 5.3).
This is likely due to the larger sample employed by MMSR, compared to EONIA panel
banks. T2 data and MMSR borrowing data show differences in levels as well as in their
evolution, but broadly follow a similar path. T2 overall values lie higher than MMSR
borrowing values. This is likely because there is no sample restriction on the banks
captured in T2 data.

Following the introduction of the two-tier system in the euro area in October 2019,
MMSR lending values increase sharply, while borrowing and T2 values show no increase.
The two-tier system exempts a part of banks’ excess liquidity holdings from negative re-
muneration. This led to a redistribution of liquidity from banks with liquidity holdings
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beyond their exemption allowance to banks with liquidity holding below their allowance.
Particularly, savings banks and cooperatives held liquidity well below their allowances.
The jump in lending reflects to a large degree flows from central institutions and Landes-
banken to credit cooperatives and savings banks (see Deutsche Bundesbank, 2021). At
the same time, those savings banks and credit cooperatives are largely not part of the
reporting sample. Hence, transaction are reported on the lending side, but not on the
borrowing side. As many of the loans settle in giro systems, they are not reflected in T2
data either.

Figure 5.3: Aggregate values
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In terms of policy implications, aggregate results show that market dynamics do de-
pend on which side of the market is captured and which data source is employed. Market
dynamics and absolute values show marked differences at times. Some of the differences
appear counterintuitive at first, as the effects of seemingly nuanced differences in data
generation strongly affect results. Importantly, limiting analysis to one dataset or side of
the market would obscure the effect of monetary policy measures in the market.

5.4 Transaction level comparison of T2 and MMSR
data

In order to investigate the underlying reasons for the observed differences at aggregate

level, we directly compare the German sample of MMSR and T2 data on a loan level. In

the comparison, we control for known deviations in order to identify remaining sources of
differences.
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5.4.1 Matching results

Since the data do not share common identifiers, we use five loan characteristics and
match loans only if all five characteristics match. Besides the payout and repayment
date, the amount and interest rate also have to match exactly. The lender and borrower
of transactions have to correspond for matched loans as well.

As the identifiers of entities differ in both datasets, we map Legal Entity Identifiers
(LEIs) and BICs (BIC-LEI Mapping) based on data from the SWIFT Bank Directory Plus
with manually added information on settlement agents and group structures. Available
mapping data mostly infer a mapping where one LEI refers to one BIC. However, one
entity commonly employs multiple BICs for settling payments. This may be due to
mergers and acquisitions, different branches, subsidiaries or business areas. A mere one-
to-one mapping would therefore not capture all payments of a legal entity. For this reason,
we map LEIs to all BICs known to belong to a given institution in TARGET2. In some
cases, multiple LEIs settle payments via the same BIC, which is also captured by our
extended mapping. The BICs mapped to the LEI in the MMSR data are matched with
the BIC of the originator and beneficiary of the transactions in T2 data.

We split MMSR data into two datasets, one for lending and one for borrowing trans-
actions. Both are matched to T2 data in two independent matching processes. Each loan
is only matched once, thus eliminating multiple matches.

Figure 5.4: Matching of German MMSR and T2 data
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The transaction-level datasets differ in terms of geographic scope: T2 data poten-
tially cover all participants accessing TARGET2, while MMSR transaction-level data are
available only for a specified sample of German reporting agents. We therefore apply a
filter for German transactions in T2 data ex ante to the matching process. The filter is
based on the country code included in the BIC of the originator (lending dataset) and the
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beneficiary (borrowing dataset).!”

In addition to the ex ante filter necessary to align the data scope, we control for
explainable unmatched transactions. We apply an additional ex post filter, taking into
account CACM transactions reported under MMSR.*®

Rolled-over CACM transactions will most likely not be identified by a Furfine-type
algorithm as it is highly unlikely that the same full amount plus interest rate is settled
back-to-back every day. At the same time, there are good arguments to treat rolled-
over CACM transactions differently to other money market loans. Kovner and Skeie
(2013) point out that in market usage, at times only immediately available balances
are referred to as “pure fed funds”, as opposed to continuing contracts. For similar
reasoning, CACM transactions are excluded as instruments for the calculation of €STR
(see European Central Bank, 2018).

However, instead of simply dropping all CACM transactions, we identify and filter only
those with an unchanged amount from one day to another in each lender-borrower pair. In
other words, we only keep those CACM transactions when there is a change in the amount,
i.e. an active change in the underlying economic parameters by the two parties. Using
this adjusted filter, the likelihood of a match for a non-rolled-over CACM transaction with
a transaction in T2 data should still be reduced compared to other money market loans,
given that potentially only the delta amount is transferred.!® However, excluding CACM
transactions across the board leads to a significant reduction in the number of matched
transactions. CACM transactions with changes to the terms are in some instances settled
in TARGET?2, while this is almost never the case for rolled-over CACM transactions.

Additional explanations can be found for remaining unmatched transactions, both for
MMSR data and for T2 datas. On the T2 side, these consist of money market loans
involving banks that are not reporting agents in MMSR. On the MMSR side, these are
loans reported for counterparties that are not active in TARGET2. As an additional
technical aspect, the Furfine-implementation is restricted to the identification of “round”
amounts (minimum amount and constant increments) in order to reduce false positive
identifications. Odd amounts reported under MMSR. are therefore not matched with T2
data by definition. Figure 5.5 and Figure 5.6 summarize the matching results for the
borrowing and lending sides respectively in treemaps.

The following main observations can be made: First, the explainable differences be-
tween the two datasets are significant. On the T2 side, a significant number of transactions
originate from institutions not being a reporting agent in MMSR, even taking into account
the larger German sample. Against this background, T2 data should be considered as an
important complement to MMSR data with restricted sampling. On the MMSR side, a
very substantial share of transactions is made up of rolled-over CACM transactions which
are not identified in T2 data.

Second, the results for T2 and MMSR data still differ significantly after taking into

"Broader filters which also include payment transactions where the BIC of the sending or receiving
settlement agents’ account or the head institution of the banking group contains the country code “DE”,
have only limited effect on the number of matched transactions. This is in line with the MMSR reporting
requirements, as these loans should not be reported by the settlement agent or the banking group head.

18As there might be multiple matches for one T2 transaction with both a CACM and a non-CACM
transaction, matching non-CACM transactions take priority in the matching.

19We also accounted for the possibility of the settlement of delta amounts in the matching, but found
only a negligible number of cases where this led to a match of loans with T2 data.
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Figure 5.5: Overview of matches and deviations MMSR-T2, lending

Note: Not RA in MMSR is a TARGET2 participant that is not a reporting agent under the MMSR.
CACM, rolled-over are Call account/call money transactions that are rolled-over transactions, meaning
that there is no change in the underlying amount. Odd amounts are not taken into account in T2 data.
Not in T2 means no account for at least one of the involved parties could be identified in T2 data.
Matched are transactions for which all details match in MMSR and T2. Unmatched transaction are
those where none of the above apply. The size of rectangles corresponds to the share of concerned loans.
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Figure 5.6: Overview of matches and deviations MMSR-T2, borrowing

Note: Not RA in MMSR is a TARGET2 participant that is not a reporting agent under the MMSR.
CACM, rolled-over are Call account/call money transactions that are rolled-over transactions, meaning
that there is no change in the underlying amount. Odd amounts are not taken into account in T2 data.
Not in T2 means no account for at least one of the involved parties could be identified in T2 data.
Matched are transactions for which all details match in MMSR and T2. Unmatched transaction are
those where none of the above apply. The size of rectangles corresponds to the share of concerned loans.
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account the explanations for unmatched transactions. The ratio of matched transactions
is higher in T2 data than in the MMSR data respectively. In other words, a larger share
of loans in T2 data can also be found in the MMSR data than vice versa. In this respect,
the coverage of MMSR data is broader than that of T2 data.

Third, the results for the borrowing and lending sides differ as well. In general, the
share of matched loans is higher on the borrowing side both for T2 and for MMSR data.
We attribute this to the location of counterparties, which leads to some of the loans not
being reported on the lending side.

5.4.2 Explaining unmatched transactions

For the remainder of this paper, we consider only matched and remaining unexplained
unmatched transactions. On this basis, Figure 5.7 shows the match ratios for T2 and
MMSR data. These are calculated as the ratio of matched loans to overall loans in the
respective datasets. On average, 35 percent of T2 loans are matched with MMSR, loans
on the lending side and 84 percent on the borrowing side. On the lending side, the ratio
has been continuously declining. Part of the reason is the relatively low number of loans.
Continuously unmatched loans between pairs of banks thus affect the ratio, especially if
such loans increase over time. Looking at matches from the perspective of MMSR data,
the ratios are markedly lower, ranging from about 20 percent to just above 60 percent
(average 34 percent) for the borrowing side. On the lending side, an even smaller share
of roughly 2 percent is matched with T2 loans, which stems from the fact that MMSR
data includes a substantially larger number of loans than T2 data.

Figure 5.7: Matched loan ratios
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To explain differences in a structural way, we employ a probit model for individual
transactions, using the outcome unmatched (equals 0) or matched (equals 1) as the de-
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pendent variable (see Table 5.2 and Table 5.4). The model is applied to the MMSR
datasets of matched and unexplained unmatched transactions for both borrowing and
lending. The coefficients indicate the change in the probability that an MMSR transac-
tion is matched with a respective transaction in the T2 data. In addition, we calculate
the average marginal effects of the explanatory variables (Table 5.3 and Table 5.5). The
marginal effects can be interpreted as the average change in probability for being matched
given an increases by one unit of the independent variables. As independent variables,
several loan characteristics are included as controls. Importantly, the classes of banking
groups the reporting agent belongs to are considered as dummy variables. The reference
group is big banks. As a further explanatory variable, the dummy giro system captures
whether the two banks involved in the money market loan belong to banking groups that
operate a common settlement system, as pointed out for example by Upper and Worms
(2004). These giro systems are employed by savings banks and Landesbanken as well
as credit cooperatives in Germany, including the respective head institutions.?’ Such
loans are often not be settled in TARGET2, but rather in the internal giro system, thus
decreasing chances of being matched.

We run several specifications of the model for robustness. As a main result, the
banking system structure appears as an important determinant of the matching outcome.
From the marginal effects in Table 5.3 and Table 5.5, we conclude that differences are
economically meaningful, as the effect on matching probabilities is quite substantial for
some banking classes as well as for loan characteristics. More so, this is especially true for
the borrowing side where matching ratios are higher. Within banking classes, loans by
foreign banks are significantly more likely to be matched whereas loans by mortgage banks
and savings banks are less or equally likely to be matched compared to the reference group
of big banks. Economically significant effects are also observed for CACM transactions,
loans with a rate at zero and below the deposit facility.

As expected, the giro system dummy is substantive and negative in all specifications.
This is in line with the assumption that MMSR data contain loans not settled in TAR-
GET2. This confirms the banking group structure as one of the main reasons for the
observed deviations. It can also explain that the banking group specific effect is not sta-
tistically significant for savings banks in the models with additional controls. This may
be due to the fact that savings banks typically engage in transactions with Landesbanken
which is picked up in the giro system variable. The same is true for the group of credit
cooperatives which includes the central institutions.

Regarding the impact of overall monetary policy conditions, the rate of the individual
loan and the amount have opposing effects on the borrowing and lending side. This could
relate to the measurement asymmetry of the two sides. The probability of matching
is substantially lower for zero rate loans. This is in line with the argument that zero
rate loans are a particular challenge for Furfine-type algorithms, while negative rates do
not pose a general problem. Rates below the deposit facility rate are matched with a
higher probability on the borrowing side. On the lending side, the effect is negative in
the specifications excluding banking groups, but the absolute number of loans below the
deposit facility rate is very low (1 percent of loans versus 43 percent in the borrowing data)
Aslending below the deposit facility rate is reasonable for, often foreign, banks or branches
that do not have access to standing facilities and which are typically not reporting agents,

20The respective head institutions are included in the classes of Landesbanken and credit cooperatives.
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Table 5.2: Probit model, lending side

M ©) ®) @) )
Match result MMSR lending
Reporting agent banking class
Regional and commercial banks 0.182* 0.211%* -0.104
(0.094)  (0.095)  (0.079)
Landesbanken 1.109%%%  1.079%**  (.644%**
(0.092)  (0.093)  (0.074)
Savings banks -0.073 -0.138 -0.259%*
(0.121)  (0.122)  (0.108)
Credit cooperatives 0.597*FF*  0.608*** -0.114
(0.116) (0.117) (0.096)
Mortgage banks 0.081 0.009 -0.074
(0.157)  (0.158)  (0.147)
Banks with special tasks 0.152 0.098 0.061
(0.122)  (0.121)  (0.110)
Foreign banks and others 3.01L7FF%  2.965%** 2 5R2%H*
(0.172)  (0.173)  (0.141)
Big banks (reference group)
Loan characteristics
Loan amount (mio) 0.001%%* 0.000
(0.000) (0.000)
Rate of loan (bp) 0.009%** 0.007#+%
(0.001) (0.001)
Rate below deposit facility 0.402%** 0.159 -0.099  -0.331%**
(0.109)  (0.102) (0.089)  (0.079)
Zero rate loan -2.687FFF 2 429%H* SLTTOXRE 1. 543K
(0.424)  (0.423) (0.337)  (0.335)
Instrument type CACM -0.884%#*  _(0.901%** -0.809%**  -0.790%**
(0.036) (0.036) (0.032) (0.032)
Within giro system S1B21%FF 1 BETRHR U] 332%FKF  _1.169%FF  _1.188***
(0.032)  (0.032)  (0.029)  (0.026)  (0.025)
Constant S1.546%FF  J1751FFF 1 725%*F _(0.893%FF  _1.119%F*
(0.095)  (0.089)  (0.071)  (0.044)  (0.019)
Observations 81,341 81,341 81,341 81,341 81,341
Pseudo R2 0.312 0.308 0.247 0.232 0.230

Table reports coefficients and standard errors in parentheses.
K p<0.01, ** p<0.05, * p<0.1
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Table 5.3: Average marginal effects, lending side

Match result MMSR lending

Reporting agent banking class
Regional and commercial banks 0.002** 0.002%* -0.002
(0.001)  (0.001)  (0.001)

Landesbanken 0.028%**  (.028%**  (.021***
(0.001)  (0.001)  (0.002)
Savings banks -0.001 -0.001 -0.004**
(0.001) (0.001) (0.002)
Credit cooperatives 0.009%**  0.010*** -0.002
(0.002)  (0.002)  (0.002)
Mortgage banks 0.001 0.000 -0.001
(0.002)  (0.001)  (0.002)
Banks with special tasks 0.002 0.001 0.001
(0.001)  (0.001)  (0.002)
Foreign banks and others 0.325%F*  0.315%**  (.387***

(0.043)  (0.043)  (0.043)

Loan characteristics

Loan amount (mio) 0.000%** 0.000
(0.000) (0.000)
Rate of loan (bp) 0.000%** 0.000%**
(0.000) (0.000)
Rate below deposit facility 0.018%** 0.006 -0.003  -0.009***
(0.006)  (0.004) (0.003)  (0.002)
Zero rate loan -0.018%**  _0.018%** -0.018%**%  _0.018***
(0.000)  (0.000) (0.001)  (0.001)
Instrument type CACM -0.024%%%  _0.024*** -0.025%**%  _0.024***
(0.001)  (0.001) (0.001)  (0.001)
Within giro system S0.112%FF Q117 _0.004%**  _0.072%FFF  -0.074F**

(0.004)  (0.004)  (0.004)  (0.002)  (0.002)

Standard errors in parentheses are calculated using delta-method.
R p<0.01, ** p<0.05, * p<0.1
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Table 5.4: Probit model, borrowing side

M ©) ®) @) )
Match result MMSR borrowing
Reporting agent banking class
Regional and commercial banks — 0.744%**  0.873%%*  .0.701***
(0.059)  (0.058)  (0.043)
Landesbanken 0.919%**  0.925%**  (.930%**
(0.023)  (0.022)  (0.022)
Savings banks -0.061 0.063 -0.505%**
(0.054) (0.053) (0.050)
Credit cooperatives 0.811%F*  0.950***  (.878%**
(0.037) (0.036) (0.034)
Mortgage banks -0.340%** Q. 211FFF  _0.94T7***
(0.070)  (0.069)  (0.065)
Banks with special tasks 1.677FFF  1.725%FF 1 18T7F**
(0.033)  (0.033)  (0.029)
Foreign banks and others 1.755%#F  1.876%**  1.426%**
(0.113)  (0.113)  (0.110)
Big banks (reference group)
Loan characteristics
Loan amount (mio) -0.003%** -0.003%***
(0.000) (0.000)
Rate of loan (bp) -0.007%%* -0.008%***
(0.001) (0.001)
Rate below deposit facility 0.645%**  (.821%** 0.844***  1.007***
(0.029)  (0.025) (0.023)  (0.019)
Zero rate loan S2.111FFR 2 244Kk S1.O1THRE 1,991 kK
(0.241)  (0.239) (0.235)  (0.233)
Instrument type CACM -1.866%**F  -1.730%** -1.542%H% - _1.393%**
(0.036) (0.036) (0.033) (0.033)
Within giro system SLTTOREE LTI _2.240%FF 1L701FFE -1.635%F*
(0.041)  (0.042)  (0.037)  (0.040)  (0.040)
Constant -1.348%FF  _1.370%FF  _0.766***  -0.788***  _(.739***
(0.047)  (0.028)  (0.019)  (0.033)  (0.017)
Observations 43485 43485 43485 43485 43485
Pseudo R2 0.409 0.388 0.284 0.338 0.316

Table reports coefficients and standard errors in parentheses
K p<0.01, ** p<0.05, * p<0.1
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Table 5.5: Average marginal effects, borrowing side

) ) ®) @) )
Match result MMSR borrowing
Reporting agent banking class
Regional and commercial banks — 0.169%**  0.204***  -0.115%**
(0.014)  (0.014)  (0.006)
Landesbanken 0.212%%*  0.217%¥*%  0.265%**
(0.005)  (0.005)  (0.005)
Savings banks -0.012 0.013 -0.091%**
(0.010)  (0.011)  (0.008)
Credit cooperatives 0.185%#*  (.223***  (.249%**
(0.009) (0.008) (0.010)
Mortgage banks -0.059%**  _0.038%**  _0.136***
(0.011)  (0.012)  (0.006)
Banks with special tasks 0.385%**  0.404%**  (.343%F%*
(0.007)  (0.007)  (0.008)
Foreign banks and others 0.401%*%  0.434%*%  (.411%**
(0.023)  (0.022)  (0.030)
Loan characteristics
Loan amount (mio) -0.001%** -0.001%**
(0.000) (0.000)
Rate of loan (bp) -0.002%** -0.002%#*
(0.000) (0.000)
Rate below deposit facility 0.150%**  (.198%** 0.219%**  0.266%**
(0.007)  (0.006) (0.006)  (0.005)
Zero rate loan -0.321%#%  _(.329%** -0. 317K _(0.324%F*
(0.012) (0.010) (0.013) (0.011)
Instrument type CACM -0.349%F*%  _(0.334%** -0.322%FF  _0.304***
(0.004)  (0.004) (0.004)  (0.005)
Within giro system -0.351FFF  _0.344%F*  _(0.428%FF  _(0.353*FF*F  _(.345%**
(0.005)  (0.005)  (0.003)  (0.004)  (0.004)

Standard errors in parentheses are calculated using delta-method.
¥ p<0.01, ** p<0.05, * p<0.1

110



they are unlikely to be reported on the lending side. Remaining reported transactions
can be considered special cases or even falsely reported data and are therefore likely not
present in T2 data. As expected, in terms of market practices, non-rolled-over CACM
transactions have a lower probability of being matched.

The model shows that the structure of the banking system, market practices and the
monetary policy environment affect the matches of individual loans between MMSR and
T2 data. The segment of the market that is captured by the data differs depending on
these factors. Based on the pseudo R-squared, these factors explain a substantial share
of deviations.

Given the impact of the giro systems and banking classes, it can be argued on the
one hand that the coverage of panel banks’ activity in MMSR data is wider, but that
on the other hand, this increased coverage includes loans not settled in central bank
money. Loans that are settled internally could be considered of a different nature reflecting
banking sector-specific practices.

5.5 Impact

Given the differences in matching likelihoods, the impact on aggregate rates and values
of these deviations is of interest. For a comprehensive overview of differences in rates,
matching outcomes, frequencies and values Table 5.6 provides summary statistics for the
different categories of loans in the probit models and T2. Note that loans can belong to
more than one category. Big banks stand out as their lending and borrowing rates are
relatively far apart from each other. Marked rate differences can be observed for credit
cooperatives on the lending side and regional and commercial banks on the borrowing
side. Matching outcomes are uneven, but especially striking is a high matching ratio
for foreign banks and others, though there are relatively few loans. On the borrowing
side, high matching ratios are also observed for big banks, banks with special tasks and
Landesbanken.

Keeping in mind uneven measurement, studies on the market structure may be heavily
influenced by the inclusion or exclusion of loan categories and bank classes. For example,
network topologies may differ significantly in terms of number of links and the importance
of nodes in the network.

Within MMSR data, different interest rates may prevail among different bank classes
which in turn are unevenly captured in T2 data. To structurally test differing interest
rates among bank classes, we estimate a model of interest rate spreads using OLS. Spreads
are the difference between the loan interest rate and the applicable deposit facility rate.
As independent variables we employ bank classes as well as loan characteristics, similar
to the model above. For a loan i, we estimate the spread dependent on the the reporting
agent banking class ¢ and different control variables in vector Xj.

Spread; = By + f.Bank class; + ' X; + ¢ (5.1)

We remove outliers that lie well above observed rates which seem the result of special
arrangements and heavily influence overall rates. These outliers play a very minor role
for matching, but distort the estimation. The reference groups are again big banks with
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Table 5.6: German sample by banking and loan categories

Rate Rate  Number Amount Matched,

(bp) diff. of loans (in mio) percent
Lending side. MMSR
Big banks -57.9 -19.5 994 72,085 4.2
Foreign banks and others -34.1 4.3 138 2,469 80.4
Banks with special tasks -40.7 -2.2 645 27,565 4.8
Mortgage banks -39.0 -0.5 333 15,297 3.6
Credit cooperatives -30.1 8.3 21,375 243,100 0.2
Savings banks -36.8 1.7 3,588 97,082 0.6
Landesbanken -38.8 -0.3 49,728 2,027,161 2.1
Regional and commercial banks -38.8 -0.3 4,540 350,573 3.4
Within giro system -38.0 0.5 68,355 2,175,110 0.5
Instrument type CACM -35.6 2.9 39,990 704,824 0.4
Zero rate loan 0.0 38.5 375 9,198 0.3
Rate below deposit facility -66.5 -28.0 800 74,451 4.5
Overall -38.5 0.0 81,341 2,835,330 1.8
Borrowing side. MMSR
Big banks -24.6 18.9 5,208 407,101 22.2
Foreign banks and others -33.1 10.4 157 6,233 74.5
Banks with special tasks -46.1 -2.7 3,682 222,664 66.3
Mortgage banks -39.1 4.3 1,292 62,336 4.3
Credit cooperatives -46.1 -2.6 5,463 323,619 19.3
Savings banks -38.0 5.4 4,169 278,869 1.8
Landesbanken -49.7 -6.3 21,082 1,357,830 46.5
Regional and commercial banks -33.7 9.7 2,432 40,559 7.1
Within giro system -41.4 2.1 10,429 608,074 1.0
Instrument type CACM -41.1 2.4 6,783 166,641 3.6
Zero rate loan 0.0 43.5 742 12,032 0.3
Rate below deposit facility -50.9 -7.4 24,705 1,639,738 54.4
Overall -43.5 0.0 43,485 2,699,210 34.2
T2
Lending -47.6 4,265 771,328 33.8
Borrowing -49.3 17,654 923,075 84.2
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the average lending rate per loan at -50 basis points on the borrowing side and -49 basis
points on the lending side.

The results in Table 5.7 and Table 5.8 show credit cooperatives are able to lend at
relatively favorable terms. Lending money, the rate is roughly 27 basis points higher
compared to big banks. The same is true to a lesser degree for foreign banks and savings
banks, with significantly higher lending rates controlling for loan characteristics. Within
giro systems loans, lie roughly 3 basis points lower, controlling for banking classes. At
the same time, loan spreads are roughly 6 basis points higher on the borrowing side for
loans in giro systems. This could point to the fact that within giro systems, there is
less room for arbitrage, as counterparties have access to standing facilities. Compared to
the other bank classes, Landesbanken, credit cooperatives and banks with special tasks
borrow at relatively lower spreads on the borrowing side, with negative or slightly positive
coefficients. Regional and commercial banks borrow at relatively high spreads, meaning
rates are more favorable than the deposit facility rate. In times of ample central bank
reserves some banks could engage in money market lending and borrowing for arbitrage,
while some banks accept less favorable rates to finance liquidity needs. This is in line with
a concentration of excess liquidity across countries as well as on a bank level, as observed
by Aberg et al. (2021) and Baldo et al. (2017).

The loan type has little impact on loan spreads. Coefficients are significant on the
lending side, but economically small. On the borrowing side, the effect is yet smaller and
less significant statistically. Interestingly, higher loan amounts are associated with lower
spreads on the lending side and higher spreads on the borrowing side.

Related to bank classes is the prevalence of cross-border loans. A particularly in-
teresting observation concerns the importance of the geographical attribution of a loan,
comparing the settlement location, relevant for T2 data, and the booking location, rel-
evant for MMSR data. By definition, all transactions in TARGET?2 are settled in the
respective countries connected to TARGET2. However, the transacting banks may be
located and book transactions anywhere in the world. A significant number of loans
that were identified in T2 data as having both a German originator and beneficiary were
matched in the borrowing dataset but not in the lending dataset of MMSR. The differ-
ent geographical attribution causes deviations between lending and borrowing side in the
MMSR data.

The following example illustrates this observation. Assume a German reporting bank
borrows funds from a foreign branch of a German bank. On the borrowing side, the
transaction is reported by the German reporting agent. On the lending side, the loan
goes unreported as the foreign branch books the transaction abroad. At the same time,
the transaction is still captured in T2 data, as settlement takes place via the German
head institution in TARGET2.

In line with this reasoning, we find that the geographic distribution of counterparties
in MMSR and T2 data differs significantly for Germany (Figure 5.8). The share of Ger-
man counterparties is significantly higher for MMSR data, especially on the lending side.
MMSR lending data largely include German counterparties (96 percent of the number of
loans and 92 percent of loan values), while the discrepancy in T2 data is less pronounced
or rather absent for transaction values. The observed differences in the datasets stem from
the fact that domestic transactions are more likely to be settled in internal systems and
are therefore not captured in the T2 data. Therefore, MMSR data include more trans-
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Table 5.7: Loan rate spreads, lending side

M ©) @) @
Spread to deposit facility
Reporting agent banking class
Regional and commercial banks 14.080%**  13.695%**  14.361***
(1.159)  (1.169)  (1.169)
Landesbanken 14.105%F*%  14.534*F**  12.366%**
(1.158)  (1.166)  (1.158)
Savings banks 16.416%*F*%  17.283%*F*%  15.274%**
(1.165)  (1.172)  (L.167)
Credit cooperatives 27.447FFF 28 171%**  26.430%**
(1.163)  (1.170)  (1.158)
Mortgage banks 8.826%** 9. 272%FF* 9 45G*F*
(1.166)  (1.173)  (1.172)
Banks with special tasks 11.213%FF  11.777F%*%  11.837*%*
(1.162)  (1.170)  (1.170)
Foreign banks and others 16.005%%*%  17.088%**  17.088%***
(1.545)  (1.555)  (1.555)
Big banks (reference group)
Loan characteristics
Loan amount (mio) -0.020%** -0.035%**
(0.001) (0.001)
Instrument type CACM 0.744%*%*  1.326%** 5.661%**
(0.059) (0.052) (0.070)
Within giro system -2.937FFF D g5 THHE 1.399%***
(0.133)  (0.136) (0.126)
Constant S5UT8IFRE T 218FKK 7 218%FFF 6.201FFF
(1.154)  (1.157)  (1.157)  (0.153)
Observations 81,341 81,341 81,341 81,341
R-squared 0.453 0.445 0.434 0.162

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Table 5.8: Loan rate spreads, borrowing side

M ©) @) @
Spread to deposit facility
Reporting agent banking class
Regional and commercial banks 20.214%*%%  19.955%** 19, 75T***
(0.400)  (0.400)  (0.372)
Landesbanken S1.211FFF J1.261FFF  -0.200%*
(0.110)  (0.114)  (0.113)
Savings banks 5.812%** 5780k g 7RFHHK
(0.188)  (0.189)  (0.149)
Credit cooperatives 0.572%*%*%  0.506%**  4.514***
(0.166) (0.169) (0.163)
Mortgage banks 8.582FF* R 461FF*  8.354%*F*
(0.121)  (0.124)  (0.116)
Banks with special tasks 4.598%*F 4 528%*K 4 4G1HRF
(0.138)  (0.140)  (0.140)
Foreign banks and others 12.010%%%  11.765%**  11.770%**
(1.251)  (1.253)  (1.253)
Big banks (reference group)
Loan characteristics
Loan amount (mio) 0.006%** 0.001#**
(0.000) (0.000)
Instrument type CACM -0.131 -0.362%* 3.318%**
(0.145)  (0.143) (0.125)
Within giro system 6.016%**  5.976*** 5.172%**
(0.092)  (0.091) (0.072)
Constant -6.371¥** 5880 5 884FH* 4 53THH*
(0.104)  (0.106)  (0.106)  (0.076)
Observations 42,935 42,935 42,935 42,935
R-squared 0.391 0.387 0.335 0.077

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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actions with both parties located in Germany. Additionally, cross-border transactions of
German banks are not reported for MMSR, when they are booked outside EU and EFTA,
but such transactions are often captured in T2 data. The two datasets thus capture do-
mestic and international money market activity to varying degrees. The composition of
counterparties shows that cross-border transactions are predominately reported on the
borrowing side for MMSR, as German banks borrow from counterparties abroad that do
not report these loans. Therefore, MMSR data arguably suffers from a reporting bias for
loaned and borrowed funds, which is exacerbated depending on a country’s market struc-
ture. On the other hand, T2 data lacks a portion of domestic loans reported in MSMR.
Even though this difference appears rather technical, substantial deviations arise from the
different concepts of settlement location versus booking location of money market loans.

Figure 5.8: Counterparty locations for loans by German reporting agents
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Lastly, we compare dispersion of interest rates in T2 and MMSR. Amongst others,
Altavilla et al. (2019) calculate the dispersion of interest rates applied to the money market
using T2 data as a proxy for interest rate uncertainty. The cross-sectional dispersion for
a business day is given by the value-weighted standard deviation of interest rates. The
rate of a loan 7 is denoted 7:

Dispersion = (5.2)
where weights are calculated for loan values v:
wy = — (5.3)

Zi]i1 Vi
and where:
N N
Z w; =1 and T = Z w;r; (5.4)
i=1 i=1

Dispersion is more volatile for the lending side, both for MMSR as well as T2 data
(Figure 5.9. At the same time, the dynamic differs on the lending side whereas MMSR and
T2 data show very similar developments on the borrowing side. Interestingly, dispersion
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increases in all measures at the onset of the global pandemic in early 2020. Dispersion
in T2 data increases slightly more steeply and earlier compared to MMSR data. How-
ever, the levels are not pronounced compared to spikes throughout the period, indicating
uncertainty did not increase substantially.

Figure 5.9: Interest rate dispersion
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Note: Calculated as moving average over 30 calendar days. Exclusion of outliers in MMSR data.
Data starting in August 2016.

5.6 Policy implications

The analysis has highlighted some inherent differences in measurement when applying
different methodologies and scope. Concerning benchmark rates, the switch from EONIA
and the focus on the lending side to €STR with a focus on the borrowing rate, lead to
a significantly lower level of the benchmark. Whereas EONIA typically lies above the
deposit facility rate, €STR mostly lies below.

Blind spots and structural differences affect the calculation of benchmark rates. Even
basic observations on the money market, like the share of cross-border transactions or
whether domestic banks engage in net lending or net borrowing, depend on which data
are employed.

The latter deviations are driven by banking group structures and the settlement in-
frastructure landscape. Loans among savings banks and cooperatives are frequently not
settled in central bank money and are thus not captured by Furfine-type algorithms.

Loans with foreign counterparties are represented unevenly across and within datasets.
This especially affects loans with an interest rate below the deposit facility rate. Such
transactions may be of particular interest to policymakers as they are largely driven
by banks without access to the standing facilities in the euro area. Due to reporting

117



requirements these loans are captured only on the borrowing side in MMSR, but on both
sides in T2 data.

Policymakers should be aware of these blind spots of the datasets in the context of
monetary policy implementation. Looking at different measures and exploring deviations
in results may give a first indication of the root causes of these trends. Comparing mea-
sures helps to confirm and deepen the insights gained by analyzing a single data source.
Importantly, focusing on one measure may lead to policymakers being unaware of devel-
opments driven by specific banking classes. This could affect studies on fragmentation,
for example. Not using the full variety of available data sources may lead to different
policy implications. However, given the fact that policy choices are discretionary rather
than strictly rule-based, it is hardly possible to structurally evaluate the effect of different
measurement on policy outcomes.

Decisions on monetary policy are influenced by a variety of factors and the mandate of
the central bank. Notwithstanding, the importance of the money market may be weighed
differently by various central banks, and a thorough understanding of how indicators are
calculated and information on market structures which is as complete as possible unifies
all central banks.

Different methods of measurement are associated with their own benefits and disad-
vantages. Creating new surveys or putting new regulation in place can entail considerable
costs. Furfine-type algorithms reveal themselves to be a useful addition to other sources at
the least, and potentially even a satisfactory alternative, whilst also being relatively cheap
to implement. Central banks looking to elicit or complement granular data may find the
case of the euro area, and Germany in particular, useful as a reference for cost-benefit
analysis and comparative studies.

The use of different identifiers (LEIs and BICs) across data sets required a tailor-
made mapping, given that identifiers are not fully comparable and consequently there
is no comprehensive mapping table. The use of an identifier like the LEI in payment
messages could address such shortcomings. Ensuring data linkage capacities should be a
high priority when designing new regulation on data reporting as well as in determining
requirements for payment transaction data. For the identification of money market loans
from payments data, the use of the LEI could improve the performance and comparability
of data. At the same time, the fundamental working of the algorithms would not be altered
as payment transactions would not include the business reason of the transaction.

Policymakers and researchers may find considerations in Table 5.9 useful when deciding
what data source to use for specific market studies. The broader coverage regarding
market segments, maturities and loan types is clearly speaking in favor of the MMSR
data. In addition, the reliability of the data source is, despite the general shortcomings
of reporting, not to be considered as lower than with a Furfine-type algorithm that also
suffers from general uncertainty in identification accuracy, which is particularly high in
low interest rate environments with occurrence of zero rate loans. The main argument in
favor of T2 data is the longer period they cover and the broader geographical coverage. For
the Eurosystem, if there is no specific research question that explicitly favors T2 data,
MMSR data could be the default data source and T2 data could serve for robustness
checks.
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5.7 Conclusion

Given the importance of short-term interest rates for steering monetary policy, it is some-
what surprising that little work has focused on measurement issues and comparisons of
data sources. Reasons for this may include data availability and the complexity of the
data, as well as the fact that only one benchmark rate is usually employed by policymak-
ers.

When measuring the money market, granular information is necessary for studying
the microstructure of the market. We show that the banking system structure, market
practices and monetary policy implementation affect which loans are captured in different
datasets. The results are not only relevant for the unsecured interbank market in Germany
and the euro area, but also for other countries and market segments.

We find that differences in aggregates stem from rather technical specifications. For
example, delimiting the market in geographical terms highly depends on the concept
employed. Where a transaction is booked or settled is the root cause for deviations in
measurement in highly international markets. The resulting differences in aggregates are
subtle in some cases, but can substantially affect outcomes guiding policy measures in
other instances, especially in times of turmoil. Future research could draw on the results
for answering research questions using different data sources. This could help evaluate
policy questions from different angles and cross-checking results.

Policymakers should be aware of the differences and mindful of the structural issues
in measurement. This is not to say that one dataset is always preferable to others. We
find that instead of being competitors or substitutes, it is sensible to regard different data
sources as being complementary to each other. An environment with methodological
plurality can reduce overall uncertainty. Depending on an individual research question,
however, the conceptual framework of a specific dataset may be preferable to others.
Researchers should therefore carefully assess the choice of employed dataset. When setting
up data frameworks, the pros and cons of the different elicitation methods and the benefits
of methodological plurality should be weighed against the cost of data sources.
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Table 5.9: Considerations for preferred data source

Research interests that favor the use of MMSR data

Are segments beyond the unsecured
money market of interest?

MMSR data includes further market segments; the secured money market, foreign exchange swaps and EONIA
swaps. T2 data only includes the unsecured money market.

Are market participants beyond banks
the area of interest?

MMSR data partly includes a broader scope of financial corporations beyond banks.

Are maturities beyond overnight of
interest?

Overnight data is captured in both data sources. Longer maturities are included in MMSR data and can be
identified from TARGET2 data. However, matching longer maturities presents a challenge for Furfine-type
algorithms and there is a time lag as matching can only take place upon repayment at maturity.

Are loans between savings banks and
cooperatives (including their respective
head institutions) of particular interest?

Such loans potentially settle in giro systems and are hence imperfectly measured in T2. Given the special char-
acteristics of these banking groups, researchers may choose to largely ignore them by using T2 data, including
loans between them by using MMSR data, or cleaning the MMSR data for such loans.

Are loan types, such as Call
Account/Call Money transactions of
interest?

T2 data includes only loans that lead to involved parties exchanging payments. MMSR data captures other
types of loans as well.

Are zero-rate loans of particular
interest?

Furfine-type algorithms only imperfectly identify zero rates. This is not an issue on its own for reported data.

Are extreme loan rates of particular
interest?

Due to special arrangements, market characteristics or access, some loans exhibit rates well above the marginal
lending facility or below the deposit facility rate. Loans below the deposit facility are reported predominately on
the borrowing side in MMSR and are well-identified in T2 data. Furfine-type algorithms may include a broad
range of interest rates, but there is a potential trade-off with reliable identification. Extreme values do not
present a challenge in principle in reported data, even though potential reporting errors increase uncertainty in
such instances.

Research interests that favor the use of T2 data

Is a broader panel of banks of interest?

T2 data potentially captures loans in euro by all banks if TARGET?2 is used to settle the transactions. MMSR
data covers the majority of the market, but only the larger players. The German MMSR sample is broader than
on the European level. Counterparties typically settling loans in internal payment systems are underrepresented
in T2 data.

Are entities outside the euro area of
particular interest?

MMSR reporting requirements limit loans to those where the reporting agent books the loan on their books.
MMSR data can thus lead to different conclusions on cross-border activity. T2 data includes all loans settled
in euro, also involving parties from outside the euro area.

Is a longer time period, e.g. including
the global financial crisis, of particular
interest?

Data from payment systems can be obtained in hindsight if transaction level data is available. T2 data covers
a longer time period (from 2008 onwards) whereas MMSR data begins in 2016.

Are loans settled in central bank money
of interest?

T2 data naturally includes only loans settled in central bank money. MMSR data offers a wider scope, but does
not allow to restrict the sample to settlement in central bank money.

Are intragroup loans of interest?

MMSR data does not contain intragroup transactions. T2 data usually exclude intragroup transactions but
intragroup loans can be identified and kept in a separate dataset.

is there a need to adjust the
identification procedure?

Researchers may adjust the parameters of the algorithm identifying money market loans. The setup costs for
changes in reported data are typically higher.
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Conclusion
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6.1 Summary

In the chapters 2 through 5, we made an effort to translate the findings into concrete
implications for (central bank) policymakers and researchers. Concluding the thesis, 1
shortly summarize the individual chapters, identify some of the overarching ideas and
broaden the specific motifs into more general themes. From the, in some ways narrow,
topic of wholesale payment systems, the content of its data and a view that focuses not
only on the system but the participants, the chapter sheds some light on the interconnec-
tion of payments, financial markets and monetary policy developments. From this larger
context, I elaborate on how research can support policymakers by providing concrete and
actionable tools originating from in-depth analysis, before closing with some thoughts on
future trends in payment economics research.

Chapter 2 shows that there are beneficial effects of indirect payment settlement (tier-
ing) on the liquidity use of settlement banks in TARGET2. The effect is significant and
beyond what one would expect from a mere pooling of payments. Payment timing as
a proxy for external delay suggests tiered payments are treated with less urgency than
settlement banks’ own or in-house payments. While in line with contractual arrange-
ments, some degree of “free-riding” or higher recycling of liquidity from client banks’
could pose risks for indirect participants, as their payments are treated with less urgency.
This could put indirect participants at a disadvantage if direct participants face financial
stress or experience operational outages. However, the results are also consistent with
settlement banks’ monitoring of indirect participants and differing terms of settlement for
their clients. Policymakers and operators of financial market infrastructures (FMIs) need
to balance efficiency gains and potentially emerging risks. Overall, putting too strong
of an emphasis on risks from tiered arrangement neglects positive effects observed in the
study and the literature.

In Chapter 3, payment transaction data serves to identify potential outages and pro-
vide a data set that can be used to quantify sources of operational risk for FMIs originating
from participant outages. While technically induced system outages on the operator’s side
are well documented for TARGET?2, our contribution improves the visibility of operational
risk and at least partly closes a gap in our knowledge about participant outages. We ap-
ply an algorithm to identify operational outages of individual TARGET?2 participants in
order to understand the occurrence of such operational risks. However, an element of
uncertainty remains, since there are other reasons for what is essentially lower-than-usual
payment activity. The algorithmic approach focuses on key participants and time peri-
odsn with the result that only outages occurring during times above a certain threshold
of activity are identified. Consequently, only outages that cause meaningful disruptions
in payment traffic are included in the constructed data set. One major benefit of this
approach is that it identifies not only full shutdowns but also outages that are partial or
to some degree contaminated by contingency measures.

Chapter 4 looks at the increase in the overall stock of collateral held at central banks
as indicative of the changes taking place in financial markets. Collateral stock devel-
opments mirror funding requirements to a certain extent, with the latter initially rising
sharply on account of the global financial crisis. We find that refinancing operations have
predictive power for future collateral submissions, but not vice versa. This suggests that
there is inertia in the adjustment of the collateral holdings to the more volatile refinanc-
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ing requirements. Due to high liquidity inflows to Germany, which are reflected in the
Bundesbank’s escalating TARGET2 claims, funding requirements — and hence collateral
stock — fell. The observed shifts between different mobilization channels are largely caused
by technical aspects, but may in part reflect a “home bias” and portfolio reallocations of
banks.

Chapter 5 finds that the banking system structure, market practices and the mone-
tary policy environment affect what types of loans the different data sets on interbank
money market activity capture. Money market rates serve as benchmarks and are a key
indicator for monetary policy decisions. Granular information is necessary for studying
the microstructure of the market. The results are not only relevant for the unsecured
interbank market in Germany and the euro area, but also for other countries and market
segments. We find that differences in aggregates stem from rather technical specifica-
tions, but also depend on policy decisions concerning access to standing facilities. For
example, delimiting the market in geographical terms foots on different concepts. Basing
geography either on the location where a transaction is booked or where it is settled,
turns out to be one of the root causes for measurement differences. Different definitions
of geographical assignment notably affect cross-border loans. The resulting differences in
aggregates are subtle in some cases, but can substantially affect outcomes guiding policy
measures in other instances, especially in times of turmoil. Methodological plurality can
reduce overall uncertainty. Future research could draw on the results to answer research
questions using different data sources. This could help evaluate policy questions from
different angles and cross-check results. Depending on an individual research question,
however, the conceptual framework of a specific data set may be preferable to others.

6.2 Wholesale payment systems and the hidden con-
tent of payments data

Within the general field of economics, the study of payments has grown substantially,
with an increasing number of theoretical and empirical studies. Kahn and Roberds (2009)
already point this out and provide a discussion of the link to other areas of economics,
such as monetary theory and industrial organization. Since the global financial crisis and
the increased utilization of vast amounts of micro data, interest in payments studies has
grown even further.

In one way or another, all studies here have relied on data from the Eurosystem’s
wholesale payment system TARGET2. In TARGET?2, transactions are settled in central
bank money, as compared to commercial bank money which always bears some credit
risk. This is true even though risk mitigation may be effective via deposit insurance or
collateralization. Ultimately, banks settle credit obligations stemming from a variety of
sources, including net positions from other payment systems or FMIs, in central bank
money. This fact highlights the importance of wholesale payment systems, as they reflect
capital flows from financial market transactions and the real economy.

Wholesale payment systems thus offer a plethora of research opportunities, ranging
from studies on the stability of the financial system to forecasting GDP using payments
data, to studies on monetary policy implementation. Data is valuable as it reflects eco-
nomic developments and might even be employed to develop early warning indicators for
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stress in financial markets. One example in this vein is the use of machine learning to
identify banks that encounter liquidity stress by Heuver and Triepels (2019).

While the data contains a potentially huge amount of information, the interpreta-
tion and derivation of policy implications is often challenging and not straightforward.
Foremost, the data contains information on when a payment was made from one system
participant to another. The underlying economic reason for the transaction is nowhere to
be found in the data itself, except for general categories of payment types.! Banks do not
have to give a purpose for the payment and if they do, this information is typically not
available to researchers for confidentiality reasons. Researchers must rely on secondary
data to make sense of payment transactions or find a methodological approach to identify
the purpose of individual payments to answer different research questions. Chapter 3
and Chapter 5 exemplify such endeavors in the context of TARGET2. While building on
previous work, the studies required adaptations and refinements due to the institutional
setup of TARGET2. Taking Chapter 3 as an example, contingency measures allow oper-
ators to instruct payments on behalf of banks. Such contingency payments do not differ
from normal payment activity in the data. This makes it necessary to set low thresholds
rather than identifying intervals with no payment activity at all. The identification of
outages required fine-tuning the approach without being able to validate results beyond
a handful of known outages. Slicing the data into ten minute intervals was based on
a limited number of known outages as well as trial and error in determining what in-
terval length provided sufficient payment numbers to identify low payment activity. In
Chapter 5, the identification of money market loans requires inference based on payment
characteristics, as the payment purpose is not evident in TARGET?2 data itself.

Technical transfers, legacy technical arrangements in the system and banks’ histori-
cally grown transaction management, to name a few, complicate a researcher’s quest to
interpret data. Thus, a deep knowledge of the system and participants’ use of it is neces-
sary to avoid false interpretations. While the data and documentation of system features
offer some remedy, knowledge on standard practices, de facto operational procedures and
participant reasoning are mainly or even solely known to practitioners. Therefore, an
active exchange with day-to-day operators and overseers is not only a helpful tool for
researchers, but often essential for appropriate data cleaning, designing effective research
strategies and ultimately interpreting findings correctly. The studies here have profited
from active exchanges with colleagues within and outside the Bundesbank’s payments
department, colleagues in the Eurosystem and beyond as well as industry practitioners.

Direct communication between researchers and practitioners may prove insufficient
because of dispersion across different departments. This can aggravate researchers’ senti-
ment that practical issues are negligible or benign and operators’ sentiment that research
is of little relevance to daily operations. Creating organizational overlap can encourage a
more active exchange. More concretely, an organizational setup with researchers and an-
alysts embedded in specialized departments, such as payments, offers one way of ensuring
institutional knowledge pairs with analytical rigor. In addition, facilitating collaboration
in project teams and dialogues between analysts and practitioners foster a better mutual
understanding and creates synergies. Research may thus translate into actionable policy
and monitoring tools. At the same time, practical issues may inspire relevant research

Such categories include, for example, interbank and customer transfers, intragroup liquidity transfers
or transfers to ancillary systems.

128



questions. Chapter 3 illustrates how research output can serve as a complementary tool
for operators alongside reported data, while the practical usefulness of answering the re-
search question hinges on the understanding of available and desired tools supporting
operators.

Even with sound data and methodologies, the content of payments data and its mean-
ing in economic terms can remain unclear. Perhaps the most prominent example of
intense discussions around payment system data are the claims and liabilities between
central banks arising from cross-border transactions, known as TARGET2 balances. The
discussion does not revolve around TARGET? as a payment system, but rather around the
information that payment flows reveal. Essentially, claims and liabilities arise because the
euro area shares a common currency but monetary policy implementation is decentralized.
Legally speaking, separate TARGET2 components exist on a single technical platform.
These components, with the exception of the ECB and so-called connected central banks,
equate to countries in the euro area. A transfer between components gives rise to claims
and liabilities reflected in the central banks’ balance sheets. These balances have become
a hot topic, particularly in Germany — which accumulated claims that passed the mark of
one trillion euro in 2020 — and have fueled discussion on their drivers, riskiness, the role
of monetary policy and, more broadly, the composition of the euro area.?

The analysis of payments data paired with secondary data sources can help put such
developments in perspective and identify drivers of capital accumulations. Understanding
the drivers is key for policy decisions and the assessment of risks. Whereas TARGET2
balances represented financial market stress during the sovereign debt crisis in 2011,/2012,
the increase since 2015 stemmed from the implementation of asset purchases by the Eu-
rosystem (see for example, Deutsche Bundesbank, 2016; Eisenschmidt et al., 2017). The
interpretation of broad dynamics is fundamental for more specific research questions. In
Chapter 5, crisis episodes affect the occurrence of more extreme interest rates, while safe-
haven flows affect refinancing behavior of German banks in Chapter 4. In Chapter 2,
the overall level of available liquidity proves to affect liquidity disposition of banks. Un-
derstanding the interrelations of financial market stress, monetary policy measures and
payment dynamics will persist as a highly relevant avenue for future research.

Payments data can be seen as a treasure that is almost worthless by itself, but be-
comes valuable for policy when meaning and reasoning is given to it. The achievement of
researchers is thus to apply meaning to the data under uncertainty. This is a continuous
endeavor and has led to an active research community on wholesale payment systems
across the world. Ultimately, this informs discussions on emerging trends and develop-
ments. Given different customs and institutional designs across jurisdictions, some new
methodologies can readily be applied to other jurisdictions, whereas in other instances,
the methodology requires adaptations.

International cooperation in payments facilitates the establishment of best-practices.
The flow of money is a universal concept. However, just like cultures differ, payment
systems are subject to local customs and institutional characteristics. Collaboration in
payment system analysis requires translating between local data. Comparable data even
allows applying a common methodology for comparisons across jurisdictions.?

20n the discussions around TARGET?2 balances, see for example Moro (2019) and references therein.
30ne research project in this vein, employing data from multiple jurisdictions, was recently undertaken
under the auspices of the Bank for International Settlements.
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6.3 A more participant-centric view in payments

Traditionally, financial stability and oversight in payments have a strong focus on system-
level developments. Overseers rely on a variety of indicators for their assessments of
systemic resilience. While risks stemming from participants are well recognized and re-
flected in policy guidelines, they are often less stringently surveilled. To some degree, this
stands in contrast to banking supervision, where the individual bank is of interest.

Risks arising at a participant-level appear to be studied less in payments. This might
also stem partly from the fact that heterogeneity makes conclusions less straightforward.
Chapter 2 and Chapter 3 have deviated from a system-level approach, as participants
become the center of attention. The two chapters provide an indication that more at-
tention should be directed towards participants as the parts that form the system. The
behavior of few participants drives overall trends and could pose risks to the system. The
risks stemming from participants are often less understood and deserve more attention,
in particular due to interdependencies. The Basel Committee on Banking Supervision
(2021) highlights principles for operational resilience for banks, with one principle focus-
ing on interdependencies and interconnections. In the context of incident management,
the principles recommend establishing communication plans to report outages, including
to regulatory authorities. Chapter 2 highlights that banks’ treatment of client payments
saves liquidity beyond what would be expected from merely pooling payments. Individual
business models of larger participants thus affect considerations on system access policy
and the trade-off between risk considerations and efficiency gains. For a comprehensive
assessment, a view of participant roles across payment systems and their client relations
would be necessary. In this vein, CPSS (2008) distinguishes system-based interdependen-
cies, institution-based interdependencies and environmental interdependencies and calls
for taking a broad risk perspective. The report discusses, among other interdependencies,
the role of financial institutions and the importance of their risk management. Disruptions
or stress at a bank-level may affect multiple systems and counterparties.

A pointer to the importance of focusing attention on participants can be drawn from
the analysis of tiered arrangements in Chapter 2. While overall tiering levels are relatively
low for TARGET?2, indirect participants’ payments play a significant role in the liquidity
management of direct participants. The negative effect on liquidity use is beneficial, but
a holistic analysis would require further investigating the risks of individual participants
employing additional data. The analysis is limited to information from system data focus-
ing on payments once they enter TARGET2. Information on settlement banks’ internal
procedures and contractual arrangements with client banks is obtained only implicitly.
Importantly, TARGET2 is only one part of banks’ overall liquidity position. Other sys-
tems, bilateral relationships and exposures may play a significant role for some banks’
liquidity disposal. However, due to data confidentiality, behavior of banks across jurisdic-
tions is difficult to observe. Take for example a Dutch bank that participates in TARGET2
and Fedwire. Likely, the bank manages intraday liquidity in euros and dollars holistically.
Since European and U.S. overseers and operators will either have access to TARGET2
or Fedwire transaction data, the interconnections of liquidity and risk positions in each
system remain unclear. To study such interconnections, comprehensive bank-level data
or a cooperative approach across jurisdictions is necessary.

Putting emphasis on participants could provide insights into risks and benefits of
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participant behavior in individual and across different systems, thereby strengthening
financial system resilience. An avenue for future work may focus on liquidity use of
banks across systems and potential interconnections. Thus, liquidity risks transferring
across systems may be understood more comprehensively. Therefore, policies on tiering
at a system-level should consider cases of individual participants and their behavior, with
particular attention to large and interconnected participants.

In terms of operational risk, Chapter 3 highlights a gap in knowledge stemming from
the lack of comprehensive information on participant outages. While operators understand
the operational risks on a system-level quite well, this is not the case for risks from
participants. While this may not affect day-to-day operations, assessing overall risks and
costs imposed on other participants seems warranted. Understanding operational risks
and their occurrence can contribute to the assessment of banks’ resilience.

A deep understanding of bank behavior could help validate or refute assumptions that
form the basis for analysis. In Chapter 3, it is assumed banks i) instruct a relatively
constant stream of payment flows, at least during some business hours, ii) exhibit a
somewhat stable payment profile with consistency across business days and iii) do not
abruptly pause payment instruction for prolonged periods unrelated to outages. The
assumptions are consistent with the clustering of banks’ payment profiles by Glowka
(2019). For the majority of banks, a predominant payment profile is identified.

The cause of outages was not investigated here, but future work could focus on quan-
tifying occurrences by the root causes of outages. Different drivers of participant outages
could conversely be observed over time, enabling the identification of main vulnerabilities
for FMIs. Studying the vulnerabilities of system participants and interconnections with
other infrastructures could inform the design of contingency measures.

6.4 Relation to the monetary policy environment and
financial markets

Since the global financial crisis in 2007/2008, monetary policy has become an increasingly
important tool and has affected financial markets in a major way. In the individual
chapters, the monetary policy environment turns out to have a major impact on outcomes
and the development of indicators over time.

In Chapter 5, monetary policy decisions affect measurement and specifically loans that
result from “the new normal”. For example, this is true for loans with an interest rate of
zero and loans with (deeply) negative interest rates. Notwithstanding the shifting focus
of monetary policy away from the money market, the general decline of the overall market
volume has made the topic of measurement arguably even more interesting, as niches of
the market weigh more heavily on aggregate indicators. Resulting from past scandals of
outright rate manipulation of LIBOR and EURIBOR, new data for calculating benchmark
rates has become a priority in various jurisdictions. A deep understanding on how the
newly reported data is set up, what loans are within its scope, and how it differs from other
money market data could be explored using the study here as a role model. Importantly,
the effect of employing different data sources on empirical findings should be investigated
in future work.

In Chapter 4, the effect of monetary policy is clearest. Collateral submission relates to
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liquidity needs and participation in monetary policy operations. Liquidity flows towards
German banks, measured by the Bundesbank’s TARGET?2 balance, affect liquidity needs
of German banks. After all, TARGET?2 balances have been described as a barometer for
stress during the sovereign debt crisis. The same can be said for the monetary policy
response during crisis episodes. Therefore, researchers and policymakers employing data
onwards from 2008 have to account for evolving conditions. Disentangling different effects
is difficult and warrants caution when interpreting results.

In studies with a focus on payments and a system’s perspective, monetary policy
conditions need to be taken into account due to their influence on the behavior of par-
ticipants and the framework in which the system operates. Sparse liquidity matters to
banks as payments in RTGS systems significantly affect their liquidity positions. This
creates incentives to use as little liquidity as possible. Intraday liquidity needs have to
be anticipated beforehand, otherwise banks will have to rely on incoming payments, or
in the case of TARGET?2, on intraday credit which requires posting collateral. On the
flip side, the availability of ample liquidity removes some previously existing constraints
for banks regarding intraday liquidity management. If liquidity constraints are relaxed,
banks have less incentives to postpone payments or coordinate payment schedules with
other banks to minimize liquidity use. Thus, an expansionary monetary policy stance
affects participant behavior in RTGS systems, as shown in Chapter 2.

In a nutshell, the effects of monetary policy affect wholesale payment systems, an
area that - per se - usually does not factor much into considerations of monetary policy
decisions. However, there is clear overlap between payments and monetary policy. The
analysis of payments needs to factor in the monetary policy environment and reversely,
studying payment flows and institutional design can contribute to monetary policy im-
plementation. This can entail developing timely available indicators on economic and
financial activity from payments data. Money market developments can be put into a
broader perspective by adding data derived from payment systems capturing loans be-
yond available samples. Payment flows and information on liquidity disposition intraday
can contribute to a more comprehensive understanding of liquidity conditions of banks.
Vice versa, decision-makers should take repercussions of monetary policy decisions on
capital flows into account. For example, ample liquidity disincentives active liquidity
management in payment systems which in turn could create liquidity shortages if excess
liquidity is absorbed abruptly. Measures should be evaluated with a more explicit focus
on incentives and resulting cross-border effects.

The implementation of asset purchases has led to large liquidity accumulations in
countries like Germany which serves as a financial hub. In contrast, the introduction
of tiered remuneration in the euro area has in some instances lead to opposing capital
flows, which albeit are very small in comparison.! To what extent such considerations
factor into policy decisions is hard to quantify. At any rate, payments data can serve as
a complement to available data sources as well as a tool for evaluating policy measures in
respect to incentives and risk management of banks reacting to different monetary policy
environments. Recent work, for example by Chapman and Desai (2021), Galbraith and
Tkacz (2018) and Verbaan et al. (2017) highlights that there is still huge potential in
using payments data for macroeconomic forecasting and monetary policy purposes.

As exemplified in Chapter 2, connections to financial markets can arise in the form of

4For a discussion of effects of tiered remuneration, see Deutsche Bundesbank (2021b).
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market rates driving incentives to manage liquidity more efficiently. The cost of liquidity
thus affects participant behavior in payment systems. At the same time, liquidity positions
of banks in payment systems can affect financial markets. A recent study by Copeland
et al. (2021) finds that intraday payment delay is associated with spikes in the repo market.
To study such interconnections, the availability of (transaction-level) data of payments
and financial market transactions is key for future research. This requires not only making
multiple data sources available to analysts and researchers, but also ensuring data can
be merged and made comparable. Ideally, common identifiers are employed, as identifiers
differ in how entity groups and legal structures are mapped. In Chapter 5, the use
of different identifiers (LEIs ans BICs) across data sets required a tailor-made mapping,
given that identifiers are not fully comparable and consequently there is no comprehensive
mapping table. The use of an identifier like the LEI in payment messages could address
such shortcomings, while the inclusion of settlement information in financial market data
is likely not feasible. Ensuring data linkage capacities should be a high priority when
designing new regulation on data reporting as well as in determining requirements for
payment transaction data.

6.5 From research to monitoring

The studies presented here should not only provide new insights and contribute to the rele-
vant literature, but could also lead to the development of methodologies for implementable
tools. Eurosystem central banks not only oversee, but also operate financial market in-
frastructures. Fulfilling regulatory requirements and proactively monitoring systems is
a core task. The goal of the research presented is not primarily to develop monitoring
tools. However, given its practical relevance, aspects of the work can inspire new tools
for operators and overseers.

A good role model for applied research that turns out to be useful for monitoring,
is work by Berndsen and Heijmans (2020). The authors develop indicators on risks in
TARGET?2 and translate threshold levels into a traffic light output that gives warnings for
risk levels. The approach developed in the paper has since been used in the Eurosystem
to monitor system performance and potentially arising risks. Breaking down research
results is important for decision-makers who are not aware of the technicalities, but desire
warning indicators at a quick glance if risks arise.

The idea in Chapter 3 is to provide a starting point for monitoring participant out-
ages. Overseers and operators should monitor participant outages, as is also set out
in CPSS-IOSCO (2012). Since its publication, the approach has been presented within
the Eurosystem and in dialogues with commercial banks. Data on identified outages by
the algorithm is now being used for cross-checks with reported outages and thus can
be useful for evaluating the adherence to reporting requirements of system participants.
Importantly, monitoring operational outages could identify data gaps. Building on this,
regulatory requirements could be evaluated. Future research could employ the data to
study effects of participant outages on the system as a whole and potentially arising risks
in the form of gridlocks. In addition, the approach is employed in other jurisdictions.
Arjani and Heijmans (2020) apply a slightly modified version to Canadian large value
transfer system data and find encouraging results.

As for the further development of approaches, there are alternatives that could be
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tested. One possibility would be to employ machine-learning techniques to identify pe-
riods exhibiting lower-than-usual payment activity rather than the simpler algorithmic
approach. A machine-learning approach could be used to compare results with the algo-
rithm employed here to test and validate results.

In the context of monetary policy implementation, Chapter 5 may prove useful to in-
vestigate developments of the unsecured interbank money market. Available data sources
yield different results at times, even for aggregate indicators. Therefore, policymakers
should be aware of the variability and differences of the data, which can form a firmer
foundation for policy decisions. Ideally, different data sources serve as the foundation for
monitoring and the robustness of analysis.

Looking ahead, new technologies will be a game changer for policymakers. Today
template-based reporting takes days or even months to collect, verify and ultimately
translate into findings for policy. In the future, large amounts of granular data can be
automatically collected and stored, translated into indicators using big data analytics
such as text mining, and interpreted using artificial intelligence. Across a variety of
areas, developments can be tracked in real time highlighting anomalies as they arise.
Sound research, careful calibration and a deep understanding of the data has to lay the
foundation for such a brave new world in monitoring.

6.6 Payments in the digital age and CBDC

An important strand of future work will evolve around innovation and the role of central
banks.> Well-functioning payment systems rely on two pillars: a stable medium of pay-
ment (money) and efficient transfer systems. Maintaining price stability is a statutory
task of central banks. At the same time, ensuring the smooth functioning of payments
falls into the remit of central banks.

With digitization, the demands on the payment system and at the same time on
central banks might change. One reason is that new forms of means of payments have been
developed or are planned to be released. Examples include Bitcoin and the Diem (formerly
Libra) project initiated by Facebook. Bitcoin is used for payments only in a niche and
is unlikely to fulfill the function as a stable and efficient settlement medium. Diem has
undergone multiple changes in its concept and ambitions due to concerns from regulators.
However, they could pose challenges to central banks in fulfilling their mandates if they
were to become widely used. As the studies here have focused on existing important
infrastructures and established forms of money, new payment mediums have not been
the subject of analysis. A second reason for changing demands are new technologies for
transferring value in digital networks. Blockchain technology or more generally distributed
ledger technology has been refined and adapted to the needs of the financial sector. Central
banks actively consider implementing new technologies to increase efficiency in settlement
processes.

Implementing new technologies can entail creating a new form of central bank digital
currency (CBDC). Importantly, availability of CBDC could be restricted to the same par-
ticipants as current RTGS participants, called wholesale CBDC; or issued to the general

5To some degree this section builds on the article Balz and Paulick (2019) which discusses the impli-
cations of private digital forms of money for central banks.
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public, i.e. retail CBDC. Retail CBDC would be a new form of digital money that, like
cash, is available to the general public and in contrast to cash is provided in digital form
(for illustration, see Bech and Garratt, 2017).

The implications for the financial sector differ markedly. With the introduction of
retail CBDC central banks not only extend their role in payments. From a balance sheet
perspective, a shift from commercial bank deposits to CBDC is equivalent to withdrawal of
physical cash. Retail CBDC as a form of electronic cash is thus associated with structural
disintermediation of the banking sector and could affect the credit supply in the economy,
unless limits or other measures are implemented (see for example, Bindseil, 2020). The
most convincing arguments for a retail CBDC are the functioning as a backup system,
fostering financial inclusion and preserving a public role in payments in the digital age via
a secure and privacy-preserving instrument as an alternative to private initiatives driven
by commercial interests.

Arguably, a digital central bank money is already available today in the form of central
bank reserves. Balances with the central bank may thus be labeled as wholesale CBDC
in a broader sense. However, typically wholesale CBDC refers to a variant of central
bank money that is based on new technologies. Wholesale CBDC as a tokenized form
of money, run for example on a DLT network, could offer benefits compared to today’s
RTGS systems by making settlement more efficient and integrated. For instance, so-called
atomic transactions enable conditional delivery versus payment in securities transactions.
Wholesale CBDC can foster interoperability across public and private systems making
settlement more efficient. Wholesale CBDC could also enable new use cases, such as tok-
enized exchanges with automated settlement upon trade confirmation. That is not to say
wholesale CBDC is the only possible solution for efficiency gains. Improved RTGS systems
offering additional functionality or so-called trigger solutions linking different financial in-
frastructures could achieve similar policy goals, as discussed in Deutsche Bundesbank
(2021a).

Depending on the design of potential CBDCs, concretely a wholesale or retail digital
euro, some of the themes of research might be relevant. CBDC could be based on accounts
or be issued in the form of tokens. The issuance as a value-based token is widely discussed
in the context of the application of distributed ledger technology. As no decision on the
introduction or general design has been made in most jurisdictions, the implications of the
technical design are hard to evaluate at this point. However, it seems that the economic
implications for financial sector risk are largely dependent on the design features from
a policy perspective. The technical implementation is more of a factor for efficient and
instant settlement. The underlying technology likely does not alter incentives and oper-
ations of wholesale system participants. As form typically follows function, the business
decisions of central banks for retail CBDC, for example concerning remuneration, holding
limits, or the treatment of tokens for reserve requirement, will drive developments.

In the context of wholesale CBDC, operational risk and participant behavior described
in Chapter 3 and Chapter 2 seem useful for anticipating system dynamics and importantly,
considering system access. Determining fee structures and access criteria will affect the
setup of tiered arrangements, which could come with efficiency gains, but also emerging
risks. Conceivably, fragmentation of liquidity due to the introduction of a new wholesale
CBDC system alongside an RTGS system requires further analysis. The implications
of fragmentation could benefit from a deeper analysis of interconnections between direct
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and indirect participants in existing and future wholesale systems. Concerning interbank
lending, Chapter 5 shows that bank location and access to standing facilities affects in-
terest rates. Future research could determine whether access to a wholesale CBDC alters
dynamics in the money market. By granting access to financial institutions unable to
hold central bank reserves hitherto, changes in incentives could occur and affect interest
rates in the money market.

The potential introduction of retail CBDC warrants careful considerations. Depending
on its design, retail CBDC could have wider implications for monetary policy implementa-
tion and financial stability. If citizens, companies and financial institutions would be able
to hold large amounts of retail CBDC, this would likely affect banks’ refinancing needs.
As central banks attempt to avoid such disintermediation, a scenario with unrestricted
holdings seems unlikely though.°

Whereas central banks operate, or at least closely regulate, payment systems in the
wholesale space, private actors play a larger role in retail payments. Thus far, central
banks only provide cash as a physical means of payment. Therefore, retail CBDC could
shift the balance between public and private sector activity in payments. Public and
private infrastructures often exist as complements, which means that the division of la-
bor leverages comparative advantages. For example, central banks are able to provide
infrastructures for large-value payments with default-proof central bank money, while the
private sector has an advantage at the customer interface in relation to user convenience
and customer service. However, public and private systems sometimes also compete with
each other, for example in the provision of instant payments. A retail CBDC could lead
to a larger role of public actors in the payments market. At the same time, central banks
want to encourage competition in the market. The Eurosystem has started investigating a
retail digital euro variant, highlighting different scenarios that could motivate its issuance
as well as discussing the role of the private sector, risks and trade-offs (see European
Central Bank, 2020).

A retail variant could be of interest in a wholesale context if the line between wholesale
and retail is increasingly blurred. Instant payments and retail CBDC could eat into
turnover of wholesale payments, which could affect the profitability of wholesale payment
systems. Nevertheless, the implications of retail transactions moving to other systems for
liquidity needs are likely small on aggregate. This is shown by Hellqvist and Korpinen
(2021) for liquidity needs when moving to instant payments, but the effects are shown
to vary across individual banks. In combination with results in Chapter 2, this suggests
that moving to instant payment settlement in retail has a different trade-off compared to
wholesale payments. As liquidity needs for payment funding are high in RTGS systems,
immediate settlement comes at the cost of higher liquidity needs. In contrast, instant
payments require low amounts of liquidity and immediate settlement thus does not come
with the same trade-off. Tiering can be seen as netting at a participant level and a tool
for participants to save liquidity in wholesale systems, whereas in retail systems these
benefits are small. Meanwhile, the benefits for consumers and merchants are large. At
the point of sale, transactions can be settled immediately, without the risk of insufficient
funds upon settlement. Instant payments make consumer to consumer transactions more
efficient, such as private sales or splitting restaurant bills.

6Bindseil (2020) discusses different proposals, such as the introduction of a limit on holdings and a
tiered remuneration based on the amount of holdings.
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The implications of Chapter 2 on wholesale CBDC are less straightforward. If access
and business logic do not change, but only the underlying technology, the results pointing
to benefits of tiered settlement apart from a risk perspective still hold. If wholesale CBDC
would reduce liquidity saving mechanisms in the system, the liquidity saving of tiering
implies a higher share of tiering to be beneficial. If access is widened beyond participants
today, the benefits of liquidity savings could decrease. Non-bank corporations are likely to
settle payments with lower values. Relative to the size of new participants, the liquidity
needs and in turn potential savings could still be high. Given setup costs for system
participation and active liquidity management, a tiered structure is likely preferable for
at least some corporations.

As the studies here have highlighted, system dynamics are often complex and do not
evolve in a vacuum. This is true for systems operated by the public and the private sector.
Analyzing system dynamics employing transaction data in changing market conditions can
thus contribute to well-functioning payment systems. Establishing analytical capabilities
in a CBDC sphere while ensuring adequate levels of data protection and privacy for its
users will be challenging for central banks around the world.

The digital age has transformed the world of payments and the face of money. Changes
range from increased use of cashless payments to alternative models of running a payment
network. The innovation of cryptotokens, such as Bitcoin, has gathered attention in
finance and popular culture due to stories of fabulous wealth. At the same time, the
promise of decentralized “currencies” as a new way to supply money appear ill-fated.
A store of value requires trust. Stability is not achieved via a fixed or limited supply
in dynamic economies. So-called stablecoins as a response to high volatility, in essence
borrow trust and stability from the underlying assets. While the face of money may
change, its soul anchored in trust will remain.”

With the introduction of a retail CBDC, central banks can establish a trustworthy
form of money in the digital sphere. However, the design could jeopardize hard won
trust. CBDC may not be accepted or security breaches could undermine trust. Public
institutions need to develop a product satisfying consumer demands to gain acceptance.
Privacy and security are key issues. Not everyone will be confident in the safeguarding of
data by a public institution. Clear rules and plain communication will be key to gain a
comparative advantage in relation to the innovative force of private initiatives.

Importantly, CBDC should foster innovation in settlement that enables seamless and
convenient payments at any place and point in time with any entity or person. This
ubiquity could improve financial inclusion. For the wider economy, the aim is to synchro-
nize the flows of payments with the flow of goods and services. Example applications
are synchronizing the provision of services where settlement takes place immediately af-
ter delivery. This could bring efficiency in the context of book-keeping and reconciliation.
The automated settlement takes place between parties when agreed-upon “trigger events”
occur, e.g. sensors confirming a certain temperature was maintained during the transport
of goods or oracles providing external information such as flight arrivals. The internet of
things and machine to machine payments require efficient and programmable payments.
Technologies like distributed ledgers show promising advancements. Companies may use
synchronization to improve customer experience. For the public sector, programmable

"The analogy stems from the speech “Digital currencies and the soul of money” by Agustin Carstens,
at the Goethe University’s Institute for Law and Finance (ILF) conference, 18 January 2022.
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payments could help ensure regulatory compliance and improve auditing.

As the philosopher Marshall McLuhan said: “It is the framework which changes with
each new technology and not just the picture within the frame.” For central banks, this
means adapting and proactively implementing innovative technology. However, new tech-
nology also requires vigilance in areas such as cyber resilience and quantum computing.
The fruits of innovation should be reaped while keeping a stable footing.

6.7 Recent developments and beyond

The most recent developments are not yet reflected in the studies here and the future
remains uncertain as to how persistent some behavioral changes in response to evolving
market conditions described below will turn out to be. Near-time availability of payments
data puts researchers and analysts in a position to quickly evaluate how government
actions and central bank stances affect the economy and financial markets.

The years 2020 and 2021 were characterized by the global Covid-19 pandemic. The ef-
fects on payments in wholesale systems have been manifold. The decline in real economic
activity may translate to lower volumes in wholesale payment systems, while heightened
financial market activity may increase values settled. The injection of liquidity via ex-
panded monetary policy measures affects market players’ behavior in wholesale systems.
As shown in Chapter 2, higher levels of available liquidity may lead banks to manage
liquidity less actively and thrifty.

In the retail space, consumers are changing the way they pay, relying less on cash
as a payment medium. At the same time, central bank money in the form of cash is
used as a store of value by households as a response to uncertainty, thus increasing the
demand for cash even as its use in transactions declines (for a recent description of some
developments, see Auer et al., 2020).

In terms of conducting research, the pandemic may be seen as a natural experiment.
When the dust settles, the pandemic in all likelihood will lead to research putting de-
velopments in perspective and informing policymakers on the effectiveness of measures
taken in some haste. In Europe, this includes the fiscal programs SURE (Support to
mitigate Unemployment Risks in an Emergency) and NextGenerationEU. The programs
affect cross-border flows and exposures as they involve the issuance of bonds by the EU
commission and a distribution among member states in the form of grants and loans. The
outbreak of the pandemic has also put on a hold a normalization of an expansive monetary
policy stance that has driven markets since the global financial crisis. Unprecedented high
amounts of liquidity and negative interest rates change incentives for market participants.
Some of the observed behavior by banks in the studies, such as less emphasis on efficient
liquidity management, is likely to change when excess liquidity decreases over time.

Innovation and the evolution of financial markets and the monetary policy environment
will continue to affect payment systems. In all likelihood, it seems that payment economics
will increase in importance and policy-relevant research questions will be in no short

supply.

138



Bibliography

Arjani, N. and R. Heijmans (2020). Is there anybody out there? Detecting operational
outages from Large Value Transfer System transaction data. Jowrnal of Financial
Market Infrastructures 8(4), 23-41.

Auer, R., G. Cornelli, and J. Frost (2020). Covid-19, cash, and the future of payments.
BIS Bulletins 3, Bank for International Settlements.

Balz, B. and J. Paulick (2019). Private Zahlungsmittel und die Rolle der Zentralbanken
im digitalen Zeitalter. ifo Schnelldienst 72(17), 13-16.

Basel Committee on Banking Supervision (2021). Principles for Operational Resilience.
Technical Report March 2021, Bank for International Settlements.

Bech, M. and R. Garratt (2017). Central bank cryptocurrencies. BIS Quarterly Review,
55-70.

Berndsen, R. and R. Heijmans (2020). Near-real-time monitoring in real-time gross set-
tlement systems: a traffic light approach. Journal of Risk 22(3), 39-64.

Bindseil, U. (2020). Tiered CBDC and the financial system. Working Paper Series 2351,
European Central Bank.

Chapman, J. and A. Desai (2021). Using payments data to nowcast macroeconomic vari-
ables during the onset of COVID-19. Journal of Financial Market Infrastructures 9(1),
1-29.

Copeland, A., D. Duffie, and Y. Yang (2021). Reserves Were Not So Ample After All
NBER Working Papers 29090, National Bureau of Economic Research.

CPSS (2008). The interdependencies of payment and settlement systems. CPMI papers 84,
Bank for International Settlements, Committee on Payment and Settlement Systems.

CPSS-IOSCO (2012). Principles for Financial Market Infrastructures (PFMI). CPMI
papers 101, Bank for International Settlements, Committee on Payment and Settlement
Systems and International Organization of Securities Commissions.

Deutsche Bundesbank (2016). The impact of Eurosystem securities purchases on the
TARGET?2 balances. Monthly Report March, 53-55.

Deutsche Bundesbank (2021a). Digital money: options for payments. Monthly Re-
port April, 57-75.

Deutsche Bundesbank (2021b). The two-tier system for reserve remuneration and its
impact on banks and financial markets. Monthly Report January, 59-79.

Eisenschmidt, J., D. Kedan, M. Schmitz, R. Adalid, and P. Papsdorf (2017). The Eu-
rosystem’s asset purchase programme and TARGET balances. ECB Occasional Paper
196, European Central Bank.

139



European Central Bank (2020). Report on a digital euro. October 2020.

Galbraith, J. W. and G. Tkacz (2018). Nowcasting with payments system data. Interna-
tional Journal of Forecasting 34(2), 366-376.

Glowka, M. (2019). Profiling banks : how to use cluster analysis with payment system
data.

Hellgvist, M. and K. Korpinen (2021). Instant payments as a new normal: Case study
of liquidity impacts for the finnish market. BoF Economics Review 7/2021, Bank of
Finland.

Heuver, R. and R. Triepels (2019). Liquidity stress detection in the European banking
sector. DNB Working Papers 642, De Nederlandsche Bank.

Kahn, C. and W. Roberds (2009). Why pay? An introduction to payments economics.
Journal of Financial Intermediation 18(1), 1-23.

Moro, B. (2019). Interpreting TARGET balances in the European Monetary Union:
A critical review of the literature. The North American Journal of Economics and
Finance 50(101039), 1-18.

Verbaan, R., W. Bolt, and C. van der Cruijsen (2017). Using debit card payments data
for nowcasting Dutch household consumption. DNB Working Papers 571, De Neder-
landsche Bank.

140



CENTER DISSERTATION SERIES

CentER for Economic Research, Tilburg University, the Netherlands

No. Author Title ISBN Published
638 Pranav Desai Essays in Corporate Finance and 978 90 January 2021
Innovation 5668 639 0
639 Kristy Jansen Essays on Institutional Investors, Asset 978 90 January 2021
Allocation Decisions, and Asset Prices 5668
640 6
640 Riley Badenbroek Interior Point Methods and Simulated 978 90 February
Annealing for Nonsymmetric Conic 5668 6413 2021
Optimization
641 Stephanie Koornneef It's about time: Essays on temporal 978 90 February
anchoring devices 5668 6420 2021
642 Vilma Chila Knowledge Dynamics in Employee 978 90 March
Entrepreneurship: Implications for 56686437 2021
parents and offspring
643 Minke Remmerswaal Essays on Financial Incentives in the 978 90 July
Dutch Healthcare System 5668 6444 2021
644 Tse-Min Wang Voluntary Contributions to Public Goods: 978 90 March
A multi-disciplinary examination of 56686451 2021
prosocial behavior and its antecedents
645 Manwei Liu Interdependent individuals: how 978 90 March
aggregation, observation, and persuasion 5668 6468 2021
affect economic behavior and judgment
646 Nick Bombaij Effectiveness of Loyalty Programs 978 90 April 2021
5668 647 5
647 Xiaoyu Wang Essays in Microeconomics Theory 978 90 April 2021
5668 648 2
648  Thijs Brouwer Essays on Behavioral Responses to 978 90 May 2021
Dishonest and Anti-Social Decision- 5668 649 9
Making
649 YadiYang Experiments on hold-up problem and 978 90 May 2021
delegation 5668 650 5
650 Tao Han Imperfect information in firm growth 978 90 June 2021
strategy: Three essays on M&A and FDI 5668 651 2

activities



No. Author Title ISBN Published
651 Johan Bonekamp Studies on labour supply, spending and 978 90 June 2021
saving before and after retirement 5668 652 9
652 Hugo van Buggenum Banks and Financial Markets in 978 90 August 2021
Microfounded Models of Money 5668 653 6
653  Arthur Beddock Asset Pricing with Heterogeneous Agents 978 90 September
and Non-normal Return Distributions 5668 6543 2021
654 Mirron Adriana On the transition to a sustainable 978 90 September
Boomsma economy: Field experimental evidence on 5668 6550 2021
behavioral interventions
655 Roweno Heijmans On Environmental Externalities and 978 90 August 2021
Global Games 5668 656 7
656 Lenka Fiala Essays in the economics of education 978 90 September
5668 6574 2021
657 Yuexin Li Pricing Art: Returns, Trust, and Crises 978 90 September
5668 658 1 2021
658 Ernst Roos Robust Approaches for Optimization 978 90 September
Problems with Convex Uncertainty 5668 6598 2021
659 Joren Koéter Essays on asset pricing, investor 978 90 September
preferences and derivative markets 5668 6604 2021
660 Ricardo Barahona Investor Behavior and Financial Markets 978 90 October
56686611 2021
660 Stefan ten Eikelder Biologically-based radiation therapy 978 90 October
planning and adjustable robust 5668 6628 2021
optimization
661 Maciej Husiatynski Three essays on Individual Behavior and 978 90 October
New Technologies 5668 6635 2021
662 Hasan Apakan Essays on Two-Dimensional Signaling 978 90 October
Games 5668 664 2 2021
663 Ana Moura Essays in Health Economics 978 90 November
5668 6659 2021
664 Frederik Verplancke Essays on Corporate Finance: Insightson 978 90 October
Aspects of the General Business 5668 666 6 2021

Environment



No. Author Title ISBN Published

665 Zhaneta Tancheva Essays on Macro-Finance and Market 978 90 November
Anomalies 5668 6673 2021

666 Claudio Baccianti Essays in Economic Growth and Climate 978 90 November
Policy 5668 6680 2021

667 Hongwei Zhang Empirical Asset Pricing and Ensemble 978 90 November
Machine Learning 5668 6697 2021

668 Bart van der Burgt Splitsing in de Wet op de 978 90 December
vennootschapsbelasting 1969 Een 5668 6703 2021
evaluatie van de Nederlandse
winstbelastingregels voor splitsingen ten
aanzien van lichamen

669 Martin Kapons Essays on Capital Markets Research in 978 90 December
Accounting 5668 6710 2021

670 Xolani Nghona From one dominant growth mode to 978 90 December
another: Switching between strategic 5668 6727 2021
expansion modes

671 Yang Ding Antecedents and Implications of Legacy 978 90 December
Divestitures 56686734 2021

672 Joobin Ordoobody The Interplay of Structural and Individual 978 90 February
Characteristics 5668 6741 2022

673 Lucas Avezum Essays on Bank Regulation and 978 90 March 2022
Supervision 5668 675 8

674 Oliver Wichert Unit-Root Tests in High-Dimensional 978 90 April 2022
Panels 5668 676 5

675 Martijn de Vries Theoretical Asset Pricing under 978 90 June 2022
Behavioral Decision Making 5668 677 2

676 Hanan Ahmed Extreme Value Statistics using Related 978 90 June 2022
Variables 5668 678 9

677 Jan Paulick Financial Market Information 978 90 June 2022
Infrastructures: Essays on Liquidity, 5668 679 6

Participant Behavior, and Information
Extraction



The economic analysis of financial market infrastructures has gained increasing
interest. Financial market infrastructures provide the underlying network of the
financial system and are critical for the smooth functioning of financial markets.
The thesis includes four separate research projects unified by the notion that data
from FMIs can be highly useful to gain a better understanding of system dynamics,
but also offer valuable insights on financial market developments in general. The
chapters rely heavily on data from TARGET?2, the Eurosystem’s large-value payment
system.

Chapter 2 shows that a higher share of tiered payments from client banks reduces
liquidity consumption by settlement banks by giving them more leeway. System
designers and overseers should weigh benefits and risks of tiering carefully. Chapter
3 identifies operational outages of participants using an algorithmic approach.
The developed algorithm provides a hitherto absent data set on outages that is
useful for evaluating compliance with reporting requirements and risk assessment.
Chapter 4 investigates changes in the collateral framework and technical aspects
of collateral mobilization. A shift towards domestic channels reflects a home bias,
especially during the sovereign debt crisis. Due to high inflows, culminating in the
Bundesbank’s escalating TARGET2 claims, funding requirements and collateral
stocks fell. Chapter 5 investigates why and how data sets on the unsecured
interbank money market differ. The systematic approach highlights that different
data captures cross-border loans, loans of different banking classes and recurring
daily loans unevenly. The analysis is useful for developing reporting frameworks
and extracting money market loans from payments data. The last chapter highlights
policy implications and trends in payments.
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